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Abstract

After commissioning of the Large Hadron Collider at the European nuclear research
centre CERN, the CMS detector had recorded data with an integrated luminosity of
1.1 fb−1 at a centre-of-mass energy of 7 TeV already in Summer 2011. With this, it was
possible for the �rst time to accurately measure properties of the top quark with high
statistics.
The work presented here focuses on the measurement of normalised di�erential top

quark pair production cross sections in the decay channel into �nal states with two
oppositely charged leptons. The measurement is presented in dependence of kinematic
properties of the top quarks, the top quark pair, the leptons, and the lepton pair.
The distributions allow for detailed testing of perturbative quantum chromodynamics

and thus the Standard Model of particle physics. Many of the distributions are also
sensitive to processes beyond the Standard Model.
In this work, comparisons of the measured cross sections with three di�erent predic-

tions are shown. The result is that the predictions are in accordance with the measure-
ment, only a slight deviation of the prediction from the measurement is visible in few
distributions. In the outlook it is shown that a fourth, more accurately calculated predic-
tion for the measurement of the top quark transverse momentum normalised di�erential
cross section is in even better agreement with the data. Thus it can be concluded that
the Standard Model was tested successfully and that no hints for new physics are found.



Zusammenfassung

Nach Inbetriebnahme des Large Hadron Colliders am europäischen Kernforschungszen-
trum CERN wurden mit dem CMS-Detektor bereits bis zum Sommer 2011 Daten mit
einer integrierten Luminosität von 1.1 fb−1 bei einer Schwerpunktsenergie von 7 TeV
aufgezeichnet. Damit war es erstmals möglich, Eigenschaften des Top-Quarks mit hoher
Statistik detailliert zu vermessen.
Die hier vorgestellte Arbeit beschäftigt sich mit der Messung normierter di�erentiel-

ler Produktionswirkungsquerschnitte von Top-Antitop-Paaren im Zerfallskanal in zwei
entgegengesetzt geladene Leptonen. Die Messung wird in Abhängigkeit von kinema-
tischen Eigenschaften der Top-Quarks, des Top-Quark-Paars, der Leptonen und des
Leptonen-Paars durchgeführt.
Die Verteilungen ermöglichen es, die perturbative Quantenchromodynamik und damit

das Standardmodell der Teilchenphysik detailliert zu testen. Viele der Verteilungen sind
zudem sensitiv auf Prozesse jenseits des Standardmodells.
In der Arbeit wird ein Vergleich der gemessenen Wirkungsquerschnitte mit drei ver-

schiedenen Vorhersagen durchgeführt. Als Ergebnis zeigt sich, dass die Vorhersagen ge-
nerell sehr gut mit der Messung übereinstimmen, nur in wenigen Fällen ist eine kleine
Abweichung der Vorhersagen von der Messung sichtbar. Im Ausblick wird dann für die
Wirkungsquerschnittsmessung in Abhängigkeit des Transversalimpulses der Top-Quarks
gezeigt, dass eine vierte, genauer gerechnete Vorhersage noch besser mit den Daten über-
einstimmt. Somit wurde das Standardmodell erfolgreich getestet und es haben sich keine
Hinweise auf neue Physik ergeben.
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Chapter 1

Introduction

Ideas about the existence of the top quark date back to the year 1973 when a third
generation of quarks was predicted by Kobayashi and Maskawa [1]. While it took only
four years to discover the bottom quark in 1977 [2], more than two decades passed
until the top quark was �nally discovered [3,4] by the CDF and DØ experiments at the
Tevatron accelerator in 1995. Several studies followed, for example about the mass or
the production cross section.
Seventeen years later the top quark is still the heaviest known elementary particle.

The Tevatron has been shut down and the LHC is in operation. Due to its higher
centre-of-mass energy the production cross section for top quarks at the LHC is larger
than at the Tevatron, therefore the LHC provides much better opportunities to study
the top quark in more detail.
Top quarks are dominantly produced in pairs. Each top quark decays into a bottom

quark and a W boson which decays further into quarks or a lepton and a neutrino. In
this work only the dilepton channel is analysed, i.e. those top quark pairs where both
W bosons decay into a �nal state with a lepton. This is done with the �rst 1.14 fb−1 of
data with 7 TeV centre-of-mass energy, taken in 2011.
The result of this work is the �rst normalised di�erential top quark pair production

cross section measurement at the LHC. Nine di�erent variables are shown and compared
to theory predictions.
This work is structured in the following way. Chapter 2 gives a brief introduction to

the Standard Model of particle physics. The production and the decay of top quarks
are explained and also the relevance of top quark physics for the discovery of the Higgs
boson is presented.
Chapter 3 describes the experimental setup. This includes an introduction about the

LHC and a more detailed description of the CMS detector, its sub-detectors, and the
data taking process.
The next chapter, chapter 4, summarises the technical work that has been done for the

collaboration in the computing �eld. It �rst explains how the CMS experiment software
is installed and then covers the development of a program to automatically install the
CMS software on grid sites.
Chapter 5 returns to physics and explains how collisions of two protons can be simu-

1



Chapter 1 Introduction

lated. Several event generators with di�erent levels of accuracy are available, and their
main features are listed.
Many particles are created in proton-proton collisions. Chapter 6 explains which

signals are measured in the detector and how the reconstruction of the leptons, jets, and
transverse momentum imbalance works.
The top quark events examined in this work need to be extracted from the huge

amount of all recorded events. Chapter 7 describes the necessary steps to select only
interesting events. It also explains how the properties of the top quarks are reconstructed
from the measured particles.
Studies on the selection e�ciency are presented in chapter 8. For the estimation of

background events, several scaling factors are applied to correct for di�erences between
the simulation and the data. In addition, this chapter explains how the uncertainties of
the �nal result have been determined.
The �nal result of this work is presented in chapter 9. First the total inclusive tt

cross section is calculated as a cross check, then normalised di�erential cross sections
are presented in nine di�erent variables. Meanwhile this analysis has been extended to
a dataset containing the full 2011 dataset. These updated results are shown chapter 10.
Finally a summary about all the work achieved in this thesis is given in chapter 11.
Additional information about the analysis is given in the appendices. Di�erential

cross sections for the individual ee, eµ and µµ channel are given in appendix A, their
uncertainties in appendix B. The technical steps to retrieve smooth predicted di�erential
cross sections are explained in appendix C. Closure tests about the binwise unfolding and
comparisons to SVD unfolding are shown in appendix D. This work ends with appendix
E, a short description of a self-developed software to split analysis jobs.

2



Chapter 2

The Standard Model

2.1 History

Already in ancient times people were interested in the constituents of matter. Back
then it was more a philosophical question if one could split a piece of matter in�nitely
often or if at some point one would reach elementary particles which are indivisible.
The famous Greek philosopher Demokrit (about 460�370 B.C.) [5] established the term
atomos (Greek for uncuttable). More then one thousand year later, in the beginning
of the 19th century, John Dalton explained that chemical reactions of elements always
happen with a �xed ratio of small natural numbers by using the concept of atoms. Each
element consists of a certain type of atoms and these atoms can react with other types
of atoms to form compound substances. In 1897 Joseph John Thomson discovered the
electron [5] and found that it had negative charge and only a small mass. Atoms were
neutral and heavier, so Thomson assumed that the mass was distributed homogeneously
in the atom with the electrons in between (plum pudding model). This was found to
be incorrect with Ernest Rutherford's interpretation of the Gold Foil Experiment. Its
results could be explained by a small and heavy core in the centre of the atom which was
orbited by electrons. Today we also know that the cores of atoms are not elementary
but consist of protons and neutrons and that these nucleons are made of quarks and
gluons.
The Standard Model of particle physics [6] tries to describe everything that is known

about elementary particles and their interactions in a quantum �eld theory. It is how-
ever incomplete because, for example it doesn't include gravitation. The masses of the
particles are not predicted and also neutrino oscillations are not described.

2.2 Particle types

Our present knowledge is that all matter consists of elementary fermions while the
interactions are mediated by gauge bosons.
A fermion is an elementary or compound particle with half-integer spin (1

2
~, 3

2
~, . . . )

while a boson has integer spin (0~, 1~, . . . ). A wave function ψ of two identical particles
behaves di�erently for fermions and bosons when exchanging both particles: for bosons,

3



Chapter 2 The Standard Model

Figure 2.1: Partices in the Standard Model [7]. The diagram shows quarks (purple),
leptons (green), and gauge bosons (red) with their mass, charge and spin.

ψ is transformed into itself while for fermions, ψ is transformed into −ψ. A system of
fermions follows the Fermi-Dirac statistics while bosons follow Bose-Einstein statistics.
Known particles are quarks and leptons. There are two types of quarks, positively

charged up-type and negatively charged down-type quarks. The lightest quarks are
the u (up) and d (down) quarks which form the �rst generation. There are two more
generations, consisting of the c (charm) and s (strange) quark in the second and the t
(top) and b (bottom) quark in the third generation.
There are also two types of leptons which come in three generations. The negatively

charged e− (electron), µ− (muon), and τ− (tau) and the electrically neutral electron-,
muon- and tau neutrinos νe, νµ and ντ .
Figure 2.1 shows these fermions with their properties ordered by generation. In ad-

dition, the mass of these particles is shown. The u and d are the lightest quarks and
form protons (2 u and 1 d) and neutrons (1 u and 2 d). In 1947 new, by that time
seemingly strange particles were discovered in cosmic rays in bubble chamber experi-
ments [8], hence the name strange quark. The c and b quarks were discovered in 1974
and 1977 respectively [8]. Due to its very large mass, the top quark was only discovered
in 1995 at the Tevatron by the CDF and DØ collaborations [3,4]. The top quark is also
the topic of this thesis which presents the measurement of top quark pair di�erential
cross sections.
In 1928, Dirac tried to describe the behaviour of fermions, taking the theory of rela-
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tivity into account. The equation (Dirac equation [9]) he found however has solutions
with positive and also with negative energy. These negative energy solutions were then
interpreted as antiparticles, which have to exist for all fermions. The six quarks and
six leptons thus also have corresponding antiparticles. All properties of the antiparticles
are the same as for the particles, but all charges get inverted. Antiparticles are written
either with a bar (e.g. ū) or marked using their charge (e.g. µ+).
The charge of all observed stable particles is an integer multiple of the elementary

electron charge e. Quarks have fractional charges: the down-type quarks have a charge
of −1

3
e and the up-type quarks +2

3
e. Thus when combining three quarks (or three

anti-quarks), one gets an integer multiple of the electron charge. These particles are
called Baryons. Well known examples are the proton with (uud) and the neutron (udd).
Three u quarks can be combined to the ∆++ baryon and three d quarks to the ∆−

baryon. While the protons have spin 1/2, these ∆ baryons have spin 3/2, i.e. all three u
respectively d quarks have the same spin. Pauli's exclusion principle however demands
that no two identical fermions can occupy the same state, so the existence of these
particles can only be explained if there is another quark property in which the three
quarks di�er, namely the colour charge (see also section 2.3.2).
The quarks in Baryons can originate from any generation, for example the dsb quarks

form the Ξ−b . All Baryons are fermions, their spin is 1/2 (for example protons or neu-
trons) or 3/2 (for example the ∆s).
Particles consisting of a quark and an anti-quark are called Mesons. The lightest

examples are the pions, they consist of ud̄ (π+), ūd (π−) or a combination of uū and dd̄
quarks (π0). The mesons have integer spin (0 or 1) and thus are bosons.
Bound states of quarks, i.e. mesons and baryons, are called Hadrons.

2.3 Interactions

The Standard Model describes the interactions between the particles by the exchange
of gauge bosons. These bosons carry energy and momentum. During the very fast
exchange, the bosons can violate the conservation of energy according to Heisenberg's
uncertainty principle ∆E∆t ≥ h. As an alternative, one can assign a di�erent mass to
the bosons, i.e. the mass of the boson is o�-shell in intermediate steps.

2.3.1 Electromagnetic interaction

The relevant theory behind this interaction is quantum electrodynamics (QED). Its
underlying symmetry group is U(1)EM. Two opposite elementary charges, a positive and
a negative, exist where same charges lead to a repulsive force while opposite charges
attract each other. The gauge boson of QED is the photon, a massless particle which
couples to all other particles with electric charge while itself being electrically neutral.
It thus does not couple to other photons.
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Chapter 2 The Standard Model

The electromagnetic interaction becomes weaker with larger distances. Photons can
split into an electron-positron pair for a short time (see �gure 2.2). When this happens
in the �eld of an electric charge, the pair is polarised and thus e�ectively shields the
charge, an e�ect called vacuum polarisation [8].

Figure 2.2: Vacuum polarisation: a photon splits into a e+/e− loop.

With the electron charge e and the vacuum permittivity ε0, the coupling constant of
the electromagnetic interaction can be calculated as:

α =
e2

4πε0~c
≈ 1

137
(2.1)

Since α � 1, perturbation theory can be used to calculate electromagnetic processes
precisely.
Due to the mentioned vacuum polarisation, the e�ective charge is larger for shorter

distances. This means that the coupling constant is not a real constant but actually
depends on the momentum transfer Q�the value of α given in equation 2.1 is valid at
zero energy and gets a little larger for higher Q2 (α(M2

Z) ≈ 1/128.95 [10], still � 1;
MZ = 91.2 GeV is the mass of the Z boson, see section 2.3.4). Measurements of the
running of the �ne structure constant can for example be found in [11] or [10].

2.3.2 Strong interaction

The strong interaction is the most powerful interaction but has only a very limited range.
The theory behind it is called quantum chromodynamics (QCD) [12] which is a quantum
�eld theory with SU(3)C symmetry. QCD describes particles with a so-called colour

charge. There are three colours (red (r), green (g) and blue (b)) and their corresponding
anti-colours, and the combination of all three colours (or anti-colours) is white or colour
neutral. Its gauge boson is the gluon. Gluons are massless and electrically neutral
particles carrying a colour and anti-colour charge, for example red and anti-green. In
total eight di�erent gluons exist. Gluons couple to all particles with colour charge, i.e.
to quarks and also to other gluons.
Just like α, also the strong coupling constant αS is a running constant. There are

however important di�erences to electromagnetism: the value of αS is larger for lower
energy scales, not for larger scales as in the electromagnetic case. Figure 2.3 shows this
dependence. One can see that αS can attain large values so that αS � 1 is not true
for small Q (or large distances) and thus perturbation theory cannot be applied in this
region.
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Figure 2.3: Left: Running of the strong coupling constant αS in dependence of the energy
scale Q [13]. Several measurements and their degree of QCD perturbation
theory used in the extraction of αS are shown. Right: a gluon loop.

The coupling constant αS is formally even greater than 1 for distances greater than
the proton diameter (≈ 1 fm), leading to a very strong coupling. In this case however
the whole concept of perturbation theory in αS cannot be applied any more and quoting
a value for αS is no longer useful. The strong coupling at larger distances causes a
phenomenon called con�nement, i.e. no free colour charged particles can be observed in
nature. When trying to remove quarks from a proton, new quark-antiquark pairs are
produced once the colour potential is large enough. These pairs can shield the colour
charge similar to the vacuum polarisation in QED. In contrast to photons, gluons can
however couple to other gluons and build gluon loops which even overcompensate this
shielding e�ect, so in summary this is an antishielding e�ect.
At the other end of the energy scale, i.e. for very short distances or very high energies,

αS is running asymptotically to zero, so the coupling is getting weak. Therefore quarks
can be treated as free particles here, this is called asymptotic freedom.

2.3.3 Weak interaction

The name weak interaction originates from the fact that its typical �eld strength at
low energies is many orders of magnitude smaller than the strong or electromagnetic
interaction. It is important nonetheless, and one of its maybe most widely known e�ects
is the radioactive β decay.
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Chapter 2 The Standard Model

The theory of electroweak interaction is based on a SU(2)× U(1) symmetry [12]. In
addition to the photon mediating electromagnetic interactions, there are three further
gauge bosons of the weak interaction. Unlike the massless photon, they are massive: the
charged W+ and W− bosons have a mass of 80.4GeV and the Z0 is slightly heavier with
91.2GeV [12]. The gauge bosons couple to all fermions. To describe the coupling, a new
quantum number is introduced for the fermions, the weak isospin T ; its third component
is called T3 in the following. The up-type quarks and neutrinos have T3 = +1/2 while
down-type quarks and e−, µ−, and τ− have T3 = −1/2. Weak interaction conserves the
weak isospin T3 component in its processes.

d

ū

W−

e−

ν̄e q

q̄

Z0

e−

e+

Figure 2.4: Examples of weak processes. A charged current process on the left: ū and
d quark transform into an e− and a ν̄e via a W− boson; a neutral cur-
rent process on the right: a quark q and its anti-quark q̄ transform into an
electron-positron pair.

There are two types of processes: those with a charged W boson and those with a
neutral Z boson; examples are given in �gure 2.4. It is important to note here that
charged current processes change the quark or lepton �avour�and that this is the only
way to achieve that. Neither neutral currents nor the processes of the other interactions
can change �avours. In addition weak processes are neither conserving parity, i.e. the
behaviour of the wave function under the transformation of (x, y, z) 7→ (−x,−y,−z),
nor the combined charge and parity (CP) symmetry.
Changes in the quark �avour always happen within the same generation of the

quarks according to the weak eigenstates. However, the weak eigenstates of the
quarks are di�erent from their mass eigenstates. One can transform them using the
Cabbibo-Kobayashi-Maskawa (CKM) mixing matrix VCKM [1, 12]:d′s′

b′

 = VCKM

ds
b

 (2.2)

where VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 =

0.974 0.225 0.003
0.225 0.973 0.041
0.009 0.040 0.999

 (2.3)

The CKM matrix is unitary and has only small o�-diagonal elements. This means that
a W boson only predominantly changes the quark �avour within the same generation
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but the o�-diagonal elements also allow the �avour change to a di�erent generation. The
matrix element Vtb is almost equal to one, thus the top quarks decay almost exclusively
into a W boson and a bottom quark. All top quark analyses, including this thesis, make
use of this speci�c feature.

2.3.4 Electroweak uni�cation

The electroweak uni�cation describes the combination of the electromagnetic and the
weak interaction. The idea behind this uni�cation is that weak and electromagnetic
processes can be similar. In the neutral current process shown on the right side of
�gure 2.4 all incoming and outgoing particles are charged and the exchange boson is the
electrically neutral Z0. In this case, one could also replace the Z0 with a photon and
make this an electromagnetic process (of course, this does not work when the Z goes
into neutrinos). Thus for calculations from the initial to the �nal state, always both
processes including their interference have to be taken into account. In later chapters,
this is referred to as Z/γ.
Using the weak isospin, fermions can be classi�ed into electroweak multiplets: a left

handed doublet, e.g. νe,L and e−L with T = 1/2 and T3 = ±1/2 and a right handed singlet
e−R where the W bosons only couple to the left handed fermions (and their right handed
antiparticles). The W± bosons itself now must have T3 = ±1 to be able to transform
from T3 = −1/2 to T3 = +1/2 and vice versa. Thus they belong at least to a triplet
with T = 1. In case of a triplet, there should also be a third W boson without charge,
a W 0 which cannot change �avour due to its T3 = 0 component. In addition to the W
triplet, a singlet with T = T3 = 0 is now introduced with a particle called B0. The idea
behind the uni�cation was introduced by Glashow, Salam and Weinberg [14, 15], who
were awarded the Nobel Prize in 1979 for this mechanism [16].
According to the electroweak uni�cation, the photon and the Z0 are mixed states of

the W 0 and the B0: (
|γ〉
|Z0〉

)
=

(
cos θW sin θW
− sin θW cos θW

)(
|B0〉
|W 0〉

)
(2.4)

The angle θW is the weak mixing angle orWeinberg angle, its value is sin2 θW = 0.231 [12],
corresponding to θW ≈ 30◦. A non-zero θW also leads to di�erent masses of the W and
Z bosons

cos θW =
mW

mZ

(2.5)

The combined electroweak uni�cation theory results in a SU(2)L⊗U(1)Y gauge group
of the weak isospin and the weak hypercharge Y = 2(Q− T3) (Q is the electrical charge
in units of the elementary charge).

9



Chapter 2 The Standard Model

2.3.5 Gravity

Gravity is more than 30 orders of magnitude weaker than the other interactions and
hence only plays a negligible role on short distances. It is however relevant on longer
distances and for huge masses of large objects, the most prominent example are probably
stars and planets. However the masses don't have to be that large, using the Cavendish
experiment [17] one can already measure the gravitation constant from smaller masses
of the order of kilograms. Gravity is not included in the Standard Model and neglected
throughout this thesis.

2.4 Top quark physics

2.4.1 Production

The Tevatron where the top quark was discovered [3,4] was a proton-antiproton collider
with a centre-of-mass energy of 1.96TeV which operated until September 2011. With an
integrated luminosity of about 10 fb−1 per experiment1 measurements of the top quark
production cross section and its mass were possible. Even �rst di�erential cross section
measurements for the transverse momentum of the top quarks [19] and the mass of the
top quark pair [20] have been performed.
In �gure 2.5 the cross section for top quark production is shown as a function of the

centre-of-mass energy of the experiment. The cross section for this process at the LHC
is two to three orders of magnitude larger than the one at the Tevatron. Therefore one
can call the LHC a top quark factory. Already in the �rst 1 fb−1 of data, 163 thousand
top quark pairs have been produced, assuming a calculated cross section of 163 pb [22]
(approximate NNLO, see below). Thus the LHC can not only cross check Tevatron's
results but allows for precision measurements of top quark properties.
The production mechanism for tt production depends on the centre-of-mass energy of

the collider experiment. At the Tevatron the annihilation of a quark and an anti-quark
(�gure 2.6(a)) was the dominant process with a ratio of about 85 % while gluon-gluon
fusion (�gures 2.6(b), 2.6(c), 2.6(d)) contributed about 15 %. At the LHC design energy
of 14TeV the situation is almost reversed with 90 % gluon-gluon fusion and only 10 %
quark anti-quark annihilation. At 7TeV gluon-gluon fusion is still dominant, the ratio
is roughly 80 % to 20 % [23]. Not only the energy is responsible for these di�erences
(see section 2.5) but also the fact that the Tevatron collides protons with anti-protons so
that the annihilating quarks are both valence quarks while at the LHC a valence quark
from one proton must annihilate with a sea quark from the other proton. In �gure 2.6
the di�erent leading order (LO) pair production Feynman diagrams are shown.
Leading order QCD diagrams show the simplest possible processes with the lowest

possible power of αS in the calculation of the matrix element. When more powers of

1latest DØ publications like [18] use 10.4 pb−1
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Figure 2.5: Standard Model cross sections (leading order) of di�erent processes depend-
ing on the energy [21]. The lower red line shows the top production cross sec-
tion. The four dashed vertical lines mark from left to right the centre-of-mass
energies of the Tevatron (1.96TeV), the LHC in 2011 (7TeV), 10 TeV, and
LHC design (14TeV). The step at
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(a) qq̄ annihilation
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(c) t channel
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Figure 2.6: Leading order Feynman diagrams for tt production. Quark-antiquark an-
nihilation is shown in the top left plot. Other diagrams show gluon-gluon
fusion: s channel (top right), t channel (bottom left) and u channel (bottom
right). The time axis is from left to right.

αS are allowed, more diagrams can be drawn, for example with additional gluons or
loops. These are however suppressed with respect to the leading order because of the
higher power of αS. Next-to-leading order (NLO) diagrams and/or calculations allow one
more order of αS, all corresponding Feynman diagrams and the cross section calculation
have already been published in 1989 [24]. In next-to-next-to-leading order (NNLO) yet
another order of αS is taken into account. This leads to many possible diagrams and
di�cult calculations. A result is called approximate NNLO if approximations have been
used in the calculation.
Two examples each for NLO and NNLO diagrams are shown in �gure 2.7. The left

diagrams show the radiation of additional gluons, each increasing the order of αS by
one. The plots on the right side are di�erent, they show virtual corrections. Here the
additional gluon leads to two additional vertices. However, these diagrams are still
treated as NLO/NNLO because of their interference term with the LO diagram (�gure
2.6(b)).
Top quarks are not necessarily produced in pairs. Figure 2.8 shows the LO Feynman

diagrams for the production of single top quarks. One can already see that in all these
diagrams a W boson is present. The single tops are thus not produced via the strong
interaction but using a weak process. Therefore the cross section of these diagrams is
much lower than for top pair production: the dominant channel here is the t-channel
with a cross section of 41.7 pb (22.5 pb for t̄ production) [25] while the s-channel only
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Figure 2.7: Example diagrams for the top quark pair production at NLO (top) and
NNLO (bottom). The left diagrams show additional radiation of gluons, the
right diagrams show virtual corrections.

contributes 3.2 pb (1.4 pb for t̄ production) [26]. The associated tW− production is
calculated to 7.8 pb (same for t̄W+) [27]. All values given here assume mt = 173 GeV.

2.4.2 Decay

As written in in section 2.3.3, almost all top quarks decay into a W boson and a
b quark due to the large Vtb CKM element. For the decay width, it was found that
Γ(Wb)/Γ(Wq) = 0.99+0.09

−0.08 where q can be any of d, s, or b [12]. Top quark pair decays
are classi�ed into three categories based on the decay modes of theW bosons. These can
decay into a quark and an antiquark or into a lepton and a neutrino. To �rst order, one
can assume that the phase space is the same for all decay channels so that all of them
have equal weight. In total, there are 9 possible decays, three into an electron, muon,
or tau lepton and the corresponding neutrino, and 6 into quark pairs: the two possible
quark pairs (ū and d or c̄ and s for aW−) come in three di�erent colour variants. Thus in
6/9×6/9 = 36/81 = 4/9 of all cases both W s decay into quarks (full hadronic channel),
in 6/9× 3/9 + 3/9× 6/9 = 36/81 = 4/9 one W decays into a quark pair and the other
into a lepton and neutrino (`+jets channel) and in only 3/9 × 3/9 = 9/81 = 1/9 both
W s decay into a lepton and neutrino (dilepton channel). Figure 2.9 shows this.
Although the full hadronic channel has large statistics due to the high branching

ration, it is the most di�cult to analyse because it has to face a large QCD multi-
jet background. Nevertheless the tt cross section could be measured in this channel,
although with a rather large uncertainty. The result is [28]:

σtt = 136± 20 (stat.)± 40 (syst.)± 8(lumi.) pb (2.6)
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Figure 2.8: Single top production Feynman diagrams on tree level. The two upper dia-
grams show the tW channel, the lower left diagram shows the t channel and
the lower right the s channel.

Both in the `+jets and in the dilepton channel the background can be reduced much
better due to the additional leptons in the event. Not only an inclusive cross section,
but also di�erential cross sections can be measured in these channels.
The advantages of the `+jets channel are the large branching fraction and the still

good distinction from background. However the events contain at least 4 jets and the
reconstruction algorithm needs to assign these correctly. The dilepton channel on the
other hand has an even larger signal fraction after the selection and only at least two
jets but its branching fraction is smaller and the event kinematics are underconstrained
due to two neutrinos. This work focuses on the dilepton channels only, the results for
`+jets can be found in [29].
Since the τ leptons decay further, either into a muon or electron and two neutrinos,

or into a neutrino and one or three hadrons, one has to decide how to assign these. In
this work the events are assigned to a channel based on the �nal state of the decay, i.e.
events where the τ decays into a µ are treated like direct decays into muons. In the end,
this leads to three di�erent dilepton channels: the ee channel with two electrons, the
µµ channel with two muons, and the eµ channel with one electron and one muon in the
�nal state.
The real branching fractions for the all di�erent top decays deviate slightly from the

naïve value 1/9, and in addition we have to take the decays via τ into account. The
exact branching ratios of the relevant processes are listed in table 2.1. The these values
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Figure 2.9: Classi�cation of top quark pair decays. [Original source unknown.]

W decay BR (%)
W → eν 10.75
W → µν 10.57
W → τν 11.25

τ decay BR (%)
τ → eνν̄ 17.85
τ → µνν̄ 17.36

Combined BR (%)
W → τ → e 2.01
W → τ → µ 1.95

Table 2.1: Relevant branching ratios for the decays of the top quark pairs. The left
table shows the branching fraction of the W and the middle table of the τ
decay [12]. The right table can be calculated from these values.

are then used to calculate the branching ratios of the dilepton channels.

BRtt→ee =(BRW→e + BRW→τ × BRτ→e)2 = 1.63 % (2.7)

BRtt→µµ =(BRW→µ + BRW→τ × BRτ→µ)2 = 1.57 % (2.8)

BRtt→eµ =2× (BRW→e + BRW→τ × BRτ→e)

× (BRW→µ + BRW→τ × BRτ→µ) = 3.20 % (2.9)

2.4.3 Top quark properties

After its discovery, properties of the top quark have been studied. Maybe the most im-
portant �nding is its exceptionally large mass ofmt = 173.5± 0.6 (stat.)± 0.8 (syst.) GeV
[13] which is even larger than the mass of a complete gold atom. The total decay width
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is [30]
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≈ 1.36 GeV for αS = 0.118 (2.11)

Top quarks have a very short lifetime of 0.5× 10−24 s [31] which is below the timescale
for hadronisation. Thus top quarks cannot form bound states like �toponium� before
they decay into a W boson and a down-type quark. Due to the large mass, top quarks
are the only known particles which decay into an on-shell W boson. The second decay
product is a down-type quark which is almost always a bottom quark due to the large
CKM matrix element Vtb (equation 2.3), the branching ratios to the other down-type
quarks are 0.1 % for s and 0.01 % for d quarks.

2.5 Parton Distribution Functions

When two protons are colliding, it is important to understand the structure of the
protons themselves. At �rst glance, a proton is formed by two u and a d valence quark, it
is colour neutral and has +1 elementary charge. However due to Heisenberg's uncertainty
principle, quarks can radiate a gluon and later absorb it. The gluon can also split into
a qq̄ pair which can then annihilate back into a gluon and be absorbed again. These
additional quark pairs in the proton are called sea quarks.
The way how a proton appears in inelastic scattering events depends on the momentum

transfer Q of the hard process. Parton distribution functions describe the probability to
�nd a certain quark or a gluon with a longitudinal momentum fraction x in the proton.
Research at previous collider experiments has lead to a good knowledge of the PDFs.
Figure 2.10 shows the results for two �xed scales Q2 of 10 (left) and 104 GeV2 (right).
One can see that the valance quarks dominate at high x while at low x the gluon con-

tent, scaled down by a factor of 10 in the plots, becomes the dominant part. Especially
the probability density for heavier quarks like b or b̄ are very low for small Q2 (and even
zero in the left plot because Q2 = 10 GeV2 is below the mass threshold for b quarks),
while they are not negligible for larger Q2.
Several working groups exist to calculate the parton distribution functions, among

them MSTW [32], CTEQ [33], and HERAPDF [34].

2.6 Top and Higgs

2.6.1 The Higgs mechanism

There is an apparent problem in the electroweak uni�cation (section 2.3.4), namely that
the gauge symmetry requires the bosons to be massless to keep local gauge invariance.
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Figure 2.10: Parton Distribution Functions from MSTW [32] at di�erent scales Q2 =
10 GeV2 (left) and Q2 = 104 GeV2 (right). The uncertainty band represents
68 % con�dence level.

As this is obviously not the case, the gauge invariance must be broken spontaneously.
This is done by postulating an additional �eld, the Higgs �eld φ. It interacts with all
other �elds and also with itself and thereby gives mass to the particles. This mechanism
was introduced by Peter Higgs and others [35, 36]. The minimum choice for the Higgs
�eld is a complex scalar isospin doublet [37]

φ =
1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(2.12)

with the following symmetric potential:

V (φ) = µ2φ†φ+ λ(φ†φ)2 (2.13)

The parameter λ describes the self-coupling and has to be a positive real number to
ensure that the potential gets large for φ → ±∞, while the parameter µ is a complex
number. If µ2 < 0, the vacuum expectation value v of the Higgs �eld is non-zero:

v =

√
−µ2

λ
(2.14)
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Chapter 2 The Standard Model

Looking at the Higgs potential on a complex plane, it has the form of a champagne
bottle, like a rotated w. By choosing a ground state the symmetry is spontaneously
broken. It has to be chosen such that that photon is massless which can be achieved by
setting φ1,2,4 = 0. Remaining degrees of freedom describe the longitudinal polarisation
of the Z and W s. Around the ground state another scalar �eld h(x) is introduced which
�nally leads to a new particle, the Higgs boson:

φ =
1√
2

(
0

v + h(x)

)
(2.15)

The vacuum expectation value can be calculated via the following formula (using ~ = 1
and c = 1)

v =
1√√
2GF

≈ 246 GeV (2.16)

using the Fermi coupling constant GF = 1.16637× 10−5 GeV−2. This value can be used
to calculate the Higgs mass mH [37]:

mH =
√
λ/2v (2.17)

Even though the scale λ cannot be calculated, constraints can be put on the mass because
too large masses lead to divergences in the self-coupling at a scale Λ below the Planck
scale while too small masses lead to a global minimum of the Higgs potential at large
values of the scalar �eld of the order Λ.

2.6.2 The importance of top quarks for the Higgs

Being the heaviest known fundamental fermion, the top quark is of particular interest
for searches for the Higgs boson because the Higgs coupling to fermions is proportional
to their mass mf :

gHff̄ =
mf

v
(2.18)

The Higgs coupling to vector bosons V = W±/Z is proportional to the squared mass,
as are the couplings to other Higgs bosons [37]:

gHV V =
2m2

V

v
gHHV V =

2m2
V

v2
(2.19)

gHHH =
3m2

H

v
gHHHH =

3m2
H

v2
(2.20)

As the Higgs does not couple directly to massless photons or gluons, Hγγ is mainly
generated via a loop with a virtual W± pair while Hgg is is realised via a top quark
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2.6 Top and Higgs

loop due to the strong Higgs to top quark Yukawa coupling. The Feynman diagram of
the latter process is shown in �gure 2.11. It is, among the associated production of a
vector boson W±H/ZH and associated tt̄H production, one of the main processes for
Higgs production at the LHC. Thus good knowledge about the top quark is crucial for
the calculation of the Higgs production cross section.

g

g

t

t

t

H
g

g

t̄

t

H

Figure 2.11: Production of a Higgs boson from gluons via a top quark loop (left) and an
example for associated tt̄H production (right).

Higgs-top processes have already been studied even before the discovery of the top
quark [38]. Today, the calculated NLO cross section for ttH +X is known, the result is
σNLO(mH = 125 GeV,

√
s = 14 TeV) ≈ 0.6 pb [39].

2.6.3 Higgs discovery

On July 4th, 2012 in the CERN Higgs Seminar the discovery of a new boson with a
mass of about 125 GeV was presented which is consistent with the Higgs boson [40]. In
the CMS collaboration the new particle was found to have a mass of 125.3± 0.6 GeV
at 4.9σ signi�cance [41]. The ATLAS collaboration has found the particle at a mass
of approximately 126.5 GeV at a signi�cance of 5.0σ [42]. In both experiments in total
about 10 fb−1 of data recorded in 2011 (

√
s = 7 TeV) and 2012 (

√
s = 8 TeV) were used

and many decay channels were exploited.
The quoted results are however preliminary and more data is needed to study the

properties of this particle better. More decay channels and more topologies can to be
studied, and it of course also has to be made sure that the new particle is really the
Standard Model Higgs boson.
First publications on the measurement have been submitted to Phys. Lett. B by the

ATLAS [43] and CMS [44] collaborations.
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Chapter 3

The CMS experiment at the LHC

The CMS detector is one of the two general-purpose detectors at the Large Hadron
Collider (LHC). Therefore this chapter is divided into two parts: the �rst part explains
general LHC features while the CMS detector is explained in the second part beginning
with section 3.2.

3.1 The Large Hadron Collider

The LHC [45] is a two-ring superconducting proton-proton collider operated by CERN,
the European Organization for Nuclear Research (abbreviation from the former name
Conseil Européen pour la Recherche Nucléaire). The LHC is reusing the tunnel of the
LEP experiment, a tunnel with a circumference of 26.7 km located near Geneva. It is
built into molasse rock (90 %) and limestone (10 %) between 70 m and 140 m under the
surface of Switzerland and France.
LHC is designed to work at a centre-of-mass energy of up to

√
s = 14 TeV and a

peak instantaneous luminosity of L = 1034 cm−2s−1. For a safe operation and to avoid
magnet quenches (like the one which happened in September 2008 [46]), the LHC has
operated with

√
s = 7 TeV until the end of 2011. In 2012, the energy could be raised to

8 TeV. A longer maintenance shutdown is needed in 2013 before the energy can �nally
be raised to 14 TeV.
The instantaneous luminosity L describes the rate dN/dt of a certain process per its

cross section σ:

L =
dN

dt
·σ−1 (3.1)

It needs to be distinguished from the integrated luminosity L which denotes the total
amount of recorded events of a certain process per cross section.

L =

∫
L dt = N ·σ−1 (3.2)

Thus the number of produced events can be calculated as:

N = Lσ (3.3)
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Chapter 3 The CMS experiment at the LHC

Figure 3.1: Accelerators at CERN [49]. The way of protons (light grey arrows) and
heavy ions (dark grey arrows) into the LHC is shown.

While the cross section is speci�c to a certain event type, the luminosity is a parameter
of the LHC. The protons in the LHC are organised in nb bunches, each of which contain
Nb protons. The luminosity can then be written as [45]:

L =
N2
b nbfrevγr
4πεnβ∗

F (3.4)

In this equation, frev = c/rLHC = 11.25 kHz is the revolution frequency, γr =
1/
√

1− v2/c2 the relativistic gamma factor, εn the normalised transverse beam emit-
tance, β∗ the focus of the beam and F the geometric luminosity reduction factor due to
the crossing angle at the interaction point.
In the design, the maximum number of protons per bunch is 1.15×1011 in a maximum

of 2808 bunches. This corresponds to a total bunch crossing rate of 40 MHz or one bunch
crossing in 25 ns. In 2011, the maximum number of bunches was 1374, resulting in an
instantaneous luminosity of 3.65× 1033 cm−2s−1 with a bunch spacing of 50 ns [47].
Until summer 2012, about 65 % of the design instantaneous luminosity were reached,
the number of protons per bunch is 1.5× 1011 even higher than the design value [48].
Figure 3.1 shows the setup of the accelerators at CERN. The protons and heavy ions

�rst need to be pre-accelerated before they can be injected into the LHC. Both types
of particles start in dedicated linear accelerators and are then run through the Proton
Synchrotron PS and the Super Proton Synchrotron SPS where they are accelerated to
25 GeV and 450 GeV respectively [50,51]. Only then they are injected into the LHC.
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The �gure also shows four large experiments (ALICE, ATLAS, CMS, LHCb) at the
LHC in yellow, the two smaller experiments LHCf and TOTEM are not shown. All six
experiments are brie�y described in the following:

� ALICE � A Large Ion Collider Experiment

ALICE [52] focuses on QCD processes in the Standard Model. It is designed
especially for heavy ion collisions which produce a quark-gluon plasma with very
high energy densities. Therefore the detector needs to handle particle multiplicities
which are about three orders of magnitude higher than the ones in proton-proton
collisions. To reconstruct the tracks, ALICE uses a silicon vertex detector, a time
projection chamber (TPC) and a transition radiation detector. While the tracking
can reliably detect O(10000) charged particles within the acceptance, it is a rather
slow system with about 90 µs drift time. The TPC thus limits the luminosity for
proton-proton collisions.

� ATLAS � A Toroidal LHC ApparatuS

With its length of 44 m and a diameter of 25 m, ATLAS [53] is the largest particle
detector in the world. It is onion shaped with its tracking system close to the inter-
action point, a high granularity liquid argon electromagnetic sampling calorimeter,
hadronic tile calorimeters and a muon spectrometer. The magnet system consists
of a rather small 2 T solenoid aligned on the beam axis between the tracking sys-
tem and the calorimeters as well as large barrel and end-cap toroids (0.5 to 1 T)
for the muon system.

With ATLAS being a general-purpose detector, a variety of searches for the Higgs
boson and other new physics have been published alongside precision measure-
ments of the Standard Model.

� CMS � Compact Muon Solenoid

The CMS detector is the other general-purpose detector at LHC. Compared to
ATLAS, it has a similar onion shape design but uses di�erent technologies in the
detector. It is described in more detail in section 3.2.

� LHCb � Large Hadron Collider beauty

The LHCb detector [54] mainly focuses on CP violation and heavy �avour physics.
Rare decays of B and D hadrons are studied to �nd evidence for new physics. The
cross section for bb̄ production is so large (288µb at 7TeV [55]) that the LHCb
experiment can a�ord lowering the luminosity to avoid pile-up by tuning the beams
at the interaction point. The b and b̄ quarks are predominantly produced either
both in forward or both in backward direction, thus it is su�cient to measure only
in one direction. To save costs LHCb is therefore built as a single-arm spectrometer
and covers only one of the two directions along the beam axis (from 10 up to
250/300 mrad).
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� LHCf � Large Hadron Collider forward

LHCf [56] consists of two very forward imaging calorimeters made of tungsten
plates, plastic scintillators and position sensitive sensors located at ±140 m from
the ATLAS interaction point, corresponding to a pseudorapidity (see equation
3.5) range of |η| > 8.4. The goal of these detectors is mainly to calibrate hadron
interaction models for high-energy cosmic rays.

� TOTEM � TOTal Elastic and di�ractive cross section Measurement

The total proton-proton cross-section is measured in a luminosity-independent way
by TOTEM [57] using the Optical Theorem. In addition, the proton structure
is studied by inspecting elastic scattering with large momentum transfers. This
happens in close collaboration with CMS as TOTEM is technically integrated in
CMS, covering a pseudorapidity of 3.1 ≤ |η| ≤ 6.5. It consists of two telescopes
to measure charged particles and detectors in movable beam-pipe insertions at
±147 m and ±220 m from the CMS interaction point.

3.2 The Compact Muon Solenoid detector

The Compact Muon Solenoid [58] is located about 100 m underground at one of the
interaction points of the LHC. It is 21.6 m long and has a diameter of 14.6 m. With its
mass of 12.5 kt, CMS is the heaviest detector at the LHC. A perspective view of CMS
and its components can be found in �gure 3.2. The detector is built in a cylindrical
form around the beam pipe which passes through the middle of the detector, the point
where the protons are colliding. CMS is symmetric in the radial direction around the
beam pipe and also symmetric along the beam pipe from the centre of the detector.

3.3 Coordinate system and variables

In CMS, a coordinate system is used where the origin is in the centre of the detector,
at the nominal interaction point. The x axis points to the centre of the LHC ring, the
y axis points vertically upwards and the z axis points along the beam pipe toward the
Jura mountains, corresponding to the anticlockwise direction of the beam pipe.
Given the symmetry of the detector, it is often useful to use spherical coordinates: the

azimuthal angle φ is measured from the x axis in the x− y plane (0 ≤ φ ≤ 2π) and the
polar angle θ is measured from the +z axis. The distance from the beam pipe is named
r.
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Figure 3.2: Perspective view of the CMS detector [59]. The di�erent components of the
detector are explained in section 3.4.

Instead of the polar angle θ, often the pseudorapidity η is given:

η = − ln tan
θ

2
(3.5)

=
1

2
ln
|p|+ pL
|p| − pL

(3.6)

It can not only be expressed as a function of the polar angle (equation 3.5) but also
using the momentum p of a particle and its longitudinal component pL (equation 3.6)
where longitudinal is de�ned as a projection on the z axis. For massive particles like the
top quark, the rapidity y is used instead:

y =
1

2
ln
E + pL
E − pL

(3.7)

The di�erence to the pseudorapidity is that the momentum p is replaced with the energy
E, so η = y for massless or light particles like leptons. The advantages of the rapidity
over the angle θ are that di�erences in rapidity are invariant under Lorentz boosts in
the z direction. Also the particle �ux is roughly constant per rapidity unit.
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Other useful variables are transverse momentum pT =
√
p2
x + p2

y and the transverse
energy ET =

√
E2
x + E2

y of a particle where the transverse part of a vector is the absolute
value of its projection onto the x − y plane. Because both colliding protons have no
transverse momentum, the whole initial state has no transverse momentum. Due to
energy and momentum conservation, this is also true for the �nal state after the collision.
Due to neutrinos which are not detected at all and due to mismeasurements and detection
ine�ciencies, there can be transverse energy missing to ful�l the conservation law. This
imbalance is called Emiss

T , it is de�ned as follows:

~Emiss
T = −

∑
i

~Ei
T where i runs over all reconstructed particles (3.8)

Emiss
T = | ~Emiss

T | (3.9)

3.4 Detector components

3.4.1 Tracker

As shown in �gure 3.2 there are several di�erent types of detectors in CMS. The tracking
system [58] is the innermost component and has a diameter of 2.5 m and a length in z
of 5.8 m. It is used to measure tracks of charged particles in the region up to |η| = 2.5
very precisely. While the tracker has a constant e�ciency of almost 100 % in the central
region, this value starts falling from |η| > 2.1 because there are fewer modules in that
region.
Figure 3.3 gives a sketch of the tracker. The silicon pixel detector is placed in the close

vicinity of the interaction point. It consists of three cylindrical barrel layers placed at
radii of 4.4, 7.3, and 10.2 cm from the beam pipe and four disks, two on each side of the
barrel at ±34.5 and ±46.5 cm in z direction. In total there are 66 million pixels on 1440
modules, the pixel size is only 100 µm × 150 µm, resulting in a hit position resolution
of 15-20 µm [60]. With a hit e�ciency over 99.5 % per layer, typically charged particles
generate three hits in the central region (|η| < 2.2) and two hits in the forward regions
(2.2 < |η| < 2.5) of the pixel detector.
The pixel detector is surrounded by silicon strip trackers which contain 9.3 million

strips on 15148 modules divided into four subsystems. The modules in the TIB (Tracker
Inner Barrel) and TOB (Tracker Outer Barrel) are aligned in parallel to the beam pipe,
the modules in the TID (Tracker Inner Disk) and TEC (Tracker End Cap) are placed
perpendicular to the beam pipe. The strip spacing varies from 80 µm in the TIB up
to 184 µm in the TEC. Several mainly inner modules are built as double sided modules
where two modules are mounted back-to-back with an angle of 100 mrad (5.7◦), allowing
to measure the z coordinate in the barrel and the r coordinate in the disks and endcaps.

26



3.4 Detector components

TEC+TEC-

TOB

TOB

TIB

TIB

TID

TIDTID

TID

PIXEL

-2600 -2200 -1800 -1400 -1000 -600 -200 200 600 1000 1400 1800 2200 2600
-1200

-1000

-800

-600

-400

-200

0

200

400

600

800

1000

1200

z (mm)

r (mm)

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5

1.7

1.9

2.1

2.3
2.5-2.5

-2.3

-2.1

-1.9

-1.7

-1.5 -1.3 -1.1 -0.9 -0.7 -0.5 -0.3 -0.1 0.1

η

Figure 3.3: The tracking system in CMS [58]. Each single detector module is represented
with a line, stereo modules with a double line.

3.4.2 Calorimeters

3.4.2.1 The electromagnetic calorimeter

After passing the tracking system particles �y into the electromagnetic calorimeter
(ECAL) [58] where the energy of charged particles and photons is measured. The ECAL
consists of a barrel part (EB) covering a range up to |η| < 1.479 and the two endcaps
(EE) in the range 1.479 < |η| < 3.0 as shown in �gure 3.4. In addition, there is a
preshower detector in front of the endcaps ranging from 1.653 to 2.6 in |η|.
The ECAL is designed to be fast, radiation hard and to have a �ne granularity to

be able to discover the Higgs bosons via its decay into two photons. Technically this
is achieved with lead tungstate (PbWO4) crystals. The high density of lead tungstate
leads to a short radiation length1 of X0 = 0.89 cm. Also the material emits 80 % of the
light within the nominal LHC collision rate of 25 ns. The emitted scintillation light has
its maximum intensity at a wavelength of 420-430 mm and is detected with avalanche
photodiodes in the EB and with vacuum phototriodes in the EE.
In the EB there are 61200 crystals (360 in φ times 170 in η), each positioned at a

distance of r = 1.29 m from the beam pipe. They have a size of 0.0174 × 0.0174 in
η-φ and a length of 230 mm (25.8 X0), corresponding to 22× 22 mm2 at the front and
26× 26 mm2 at the back. They are tilted by 3◦ with respect to the direction of the
nominal interaction point to avoid particles traversing the calorimeter along the cracks
between the modules.
1The radiation length X0 is the typical distance in which an electron has radiated so much
bremsstrahlung that its energy is reduced by a factor of 1/e.
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Figure 3.4: A schematic view of the +y and +z part of ECAL [58]. The barrel (top)
and and endcap with the preshower detector (right) are shown.

The 7324 crystals per endcap are placed at z = ±3.154 m. They have a front face
cross section of 28.62× 28.62 mm2 (30× 30 mm2 at the rear) and are tilted by 2◦ to 8◦

so that they point 1.3 m behind the interaction point. With a length of 220 mm (24.7
X0) the EE crystals are a bit shorter than the ones in the EB.
The preshower is a two-layered sampling calorimeter in front of the endcaps. It con-

sists of lead to initiate the showers and silicon strip sensors to detect them. The �rst
layer contains material of 2 X0, the second layer 1 X0. The silicon strips in the two
layers are orthogonal for a better resolution. The main use of the preshower is the de-
tection of π0 hadrons, the distinction of electrons from muons, and an improved position
determination for electrons and photons.
The resolution of the ECAL has been measured in testbeams, however without mag-

netic �eld and inert material in front of the crystals. It was found to be [58,61]:

σ(E)

E
=

2.8%√
E[GeV]

⊕ 12%

E[GeV]
⊕ 0.3% (3.10)

There are three contributions which need to be added in quadrature (denoted with
the ⊕): the �rst term is a stochastic term with contributions from event-to-event �uc-
tuations in the lateral shower containment, photostatistics and energy deposits in the
preshower; the second term corresponds to noise from the electronics, digitisation and
pile-up; and the third term contains non-uniformity of the longitudinal light collection,
intercalibration errors and energy leakage.
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Figure 3.5: Sketch of a quarter of the CMS hadron calorimeter [62] with the interaction
point on the bottom right of the image. The barrel (HCAL-HB), the endcap
(HCAL-HE), the outer (HCAL-HO) and the forward (HCAL HF) calorime-
ters are shown and the position of the front end electronics is marked with
FEE. Same colours in HB and HE towers show the longitudinal segmentation
for the readout.

3.4.2.2 The hadron calorimeter

Particles which were not stopped in the electromagnetic calorimeter enter the hadron
calorimeter (HCAL) [58] afterwards. The HCAL consists of four parts, as shown in �gure
3.5. An important feature of the HCAL is that large parts of it, i.e. the barrel (HB)
and the endcaps (HE), are still inside the solenoid while only the small outer calorimeter
(HO) is placed behind behind the magnet. In addition there are forward calorimeters
(HF) positioned behind the sides of the solenoid.
The HB covers the pseudorapidity range of |η| < 1.3. It is a sampling calorimeter with

14 brass absorbers (50.4 mm to 56.6 mm thickness) and two stainless steel absorbers
as innermost and outermost plates (40 mm and 75 mm) for stability. The light from
the plastic scintillators is converted with wavelength-shifting �bres in the scintillator
modules and then transported through clear �bres to hybrid photodiodes. The HB is
divided into towers covering a range of 0.087 × 0.087 in η-φ, corresponding to 5 × 5
crystals in the ECAL. Due to the limited space between the ECAL (r = 1.77 m) and the
solenoid (r = 2.95 m), the hadronic interaction lengths λI of the HB ranges from only
5.82λI at the centre (η = 0) to 10.6λI on the sides (|η| = 1.3). In addition the hadrons
have already passed the ECAL which provides about 1.1λI of material.
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Because of the limited thickness, an outer barrel detector, the HO, is attached behind
the solenoid. Here the solenoid itself is used as absorber material, its thickness depends
on the angle and results in 1.4λI/ sin θ. In the central region the total depth of the HB is
smallest, therefore the HO adds two layers of scintillators at r = 3.82 m and r = 4.07 m
with 19.5 cm steel in between. In the non-central region the total depth of the HB is
larger and thus the HO only adds one layer of scintillators at r = 4.07 m. In total the
HO increases the minimum thickness of the calorimeter to 11.8λI .

Hadronic particles with pseudorapidities in the range 1.3 < |η| < 3.0 are detected in
the HE. The HE has 18 layers with 79 mm brass plates and 9 mm scintillators in between.
The granularity is in η-φ space is 0.087 × 0.087 for 1.3 < |η| < 1.6 and 0.17 × 0.17 for
1.6 ≤ |η| < 3.

In the forward directions a very high particle �ux is present and thus radiation hard-
ness is crucial in this region. The HF is made of a cylindrical steel structure with a radial
extension between r = 12.5 cm and r = 130.0 cm, its face is placed at z = ±11.2 m and
therefore it covers 3.0 < |η| < 5.2. The resolution is 0.17 × 0.17 in η-φ space. In con-
trast to the other parts of the HCAL, also many electromagnetic particles can reach
the HF. Therefore only half of the quartz �bres which collect �erenkov light emitted by
the showers go through the whole 165 cm of the HF, the other half does not cover the
�rst 22 cm from the face. This way a distinction between electromagnetic and hadronic
showers is possible because electromagnetic showers typically deposit their energy within
the �rst part, while hadronic showers start later.

Detailed studies have shown that the systematic uncertainty on the jet energy scale
is less than 3 % in the region |η| < 3 and about 5 % in 3 < |η| < 5 for jets with at least
50 GeV transverse energy [63].

3.4.3 Solenoid

One of the name-giving components of CMS is the solenoid. As already mentioned in the
previous section, it is placed between the HB and HO detectors. Its dimensions are large:
the magnet has a diameter of 6 m, a length of 12.5 m and a mass of 220 t [58]. It uses four
winding layers of a superconducting NbTi conductor operated at a temperature of 4.6 K
and a current of 19 kA to produce the designed 4 T magnetic induction in its bore. In
operation, 2.6 GJ energy are stored in the magnet, corresponding to a very high energy
to mass ratio of 11.6 kJ/kg and thus causing a large mechanical deformation of 0.15 %
w.r.t. a zero �eld. The strong magnetic �ux is returned through a large multi-layered
iron return yoke as visible in �gure 3.6. The barrel part of the return yoke is 13 m long
and has an outer diameter of 14 m, it is enclosed with endcaps on both sides. With a
total iron mass of 10 kt the return yoke makes up 80 % of the total mass of CMS.
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Figure 3.6: On the left side a photo of the solenoid is shown, the right side shows the
barrel layers of the red iron return yoke [58].

3.4.4 Muon system

The muon system [58] is the second name-giving component of CMS. It is important
to detect muons because they can not only be used in searches for the Higgs boson
using the golden channel H → ZZ → 4µ but they are also present in many other
interesting processes and thus are often an important mean to distinguish signal from
background events. They are minimum ionising particles (the stopping power of di�erent
materials can be found in [64]) and thus deposit only a small fraction of energy in the
calorimeters. Therefore the muon system can be placed outside of the calorimeters. In
CMS, the muon system is embedded into the return yoke of the solenoid and is divided
into four muon stations in the barrel and four stations in the endcaps. A sketch of its
di�erent components is shown in �gure 3.7.
Three di�erent types of gaseous particle detectors for muon identi�cation are used:

drift tube chambers (DT) in the barrel (|η| < 1.2), cathode strip chambers (CSC) in the
endcaps (0.9 < |η| < 2.4) and resistive plate chambers (RPC) both in the barrel and the
endcaps (|η| < 1.6).
In the barrel region, drift tubes �lled with Argon (15 %) and CO2 (85 %) are used.

Here the magnetic �eld has the opposite direction compared to the tracker, and it is
smaller (2 T). Each muon station consists of three superlayers which have four layers
of rectangular drift cells each. To maximise the sensitive area, every second layer is
displaced in z by half the length of a cell. There are superlayers which contain DTs with
wires parallel to the beam pipe to measure r and φ and superlayers where the DTs have
wires in the orthogonal direction to measure the z coordinate.
Because of a higher �ux with hit rates up to 1 kHz/cm2 and a stronger non-uniform

magnetic �eld, Cathode Strip Chambers (CSC) are used in the endcaps. The CSCs are
multiwire proportional chambers comprised of six anode wire planes interleaved among
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Figure 3.7: Sketch of quarter of the muon detectors [58]. Drift tubes (DT) are shown in
green, resistive plate chambers (RPC) in red and cathode strip chambers in
blue. MB refers to the barrel and ME to the endcap of the muon system.

seven cathode panels. Wires run azimuthally and de�ne a track's radial coordinate [58].
The spacial resolution achieved with the CSCs ranges from 75 µm to 150 µm in r-φ.

The third system to measure the muons are Resistive Plate Chambers (RPC). They
complete the muon system with an excellent time resolution and are able to tag muons
in much less than 25 ns [58]. Therefore they can identify the bunch crossing from which
a muon is originating and provide fast input for the trigger (see section 3.5). The RPCs
are parallel plate detectors �lled with a gas mixture of 96 % C2H2F4, 3.5 % C4H10 and
0.3 % SF6. In total there are six layers of RPCs in the barrel, one on both sides of
the DTs in the �rst and second muon station and one on the inner side of the DTs in
the outer two muon stations. In addition, there are another three RPCs layers in the
endcaps.

For the reconstruction of muons the tracking system is used in addition to the di�erent
muon detectors. The reconstruction performance has been measured in [65]: the iden-
ti�cation e�ciency for muons with a transverse momentum of more than a few GeV is
greater than 95 % in all detector regions while the misidenti�cation rate lies only between
0.1 % and 1 %, depending on the selection. For muons with 20 GeV < pT < 100 GeV
the relative transverse momentum resolution is between 1.3 % and 2 % in the barrel and
better than 6 % in the endcaps. Even for high-energetic muons with a pT of 1 TeV the
resolution is still better than 10 %.
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3.5 Trigger

Due to the high collision rate of up to 40 MHz at the LHC and the large number of
read out channels, it is not possible to record all events that are produced. Rather
only a drastically reduced rate of potentially interesting events can be recorded and
processed. The task of the trigger is to decide very quickly whether or not an event is
worth recording.
The trigger system in CMS reduces the rate by six orders of magnitude so that roughly

100 to 150 are stored per second. This is done in two steps using a hardware-based
Level-1 Trigger (L1) [66] followed by a software-based High-Level Trigger (HLT) [67,68].
The L1 only uses coarsely segmented information from the calorimeters and the muon
system to reduce the output rate to a maximum of 100 kHz, corresponding to a data
�ow of ≈ 100 GB/s. At this stage a fast specialised jet clustering algorithm is run to
reconstruct electron and photon candidates as well as jets and the missing transverse
energy. All detectors of the muon system and a minimum ionising signature from the
calorimeters are used for the muon reconstruction. Finally all information from the
global calorimeter trigger and the global muon triggers is collected by the global trigger
which �nally decides to keep or discard the event.
The L1 mainly uses FPGAs2 for �exibility; ASICs3 and programmable lookup tables

for speed. Because the L1 takes its decision in up to 3.2 µs, all detector information
must be pipelined for a possible decision to accept the event. In that case all the event
information is read out and passes to the HLT.
The HLT has three main tasks to perform. At �rst, it needs to read out the whole

event from the front-end electronics of the detector components. The second step is to
reconstruct the events using a specialised CMS software version on a large computer
farm. The pure software implementation allows for easy changes in the HLT so that the
algorithms deciding on the events to accept can be changed. This is done not only when
there are better algorithms or implementations but also as the instantaneous luminosity
of the LHC grows. The third task is to �nally forward all the accepted events, but also
a small rate of rejected events for storage and online data quality monitoring.

3.5.1 Prescaling

Because there are limitations on the rate in which events can be recorded, triggers cannot
trigger all events but must have relatively high thresholds on the transverse momentum
of the triggered objects, depending on the instantaneous luminosity. In the analysed
dataset (see chapter 7.2) for example the pT threshold was 24 GeV for single isolated
muons. To also allow for triggers with lower thresholds, one can either use a trigger
which requires another object to �re, for example a second lepton or a jet, or one can

2Field Programmable Gate Array
3Application Speci�c Integrated Circuit
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use a prescaled trigger. A prescaled trigger has a low energy threshold but only records
a fraction of events in which it has �red. Using a prescale factor Npre, only one in
Npre events will get recorded. This is particularly useful for already known processes or
analyses which do not need high statistics but which need to go down to low energetic
objects.

3.6 Data Quality Monitoring

Before the recorded data can be used for physics analyses, it needs to be made sure that
all detector components are working properly and that the reconstruction software has
no obvious bugs. This is done in the Data Quality Monitoring (DQM). DQM tries to
discover these problems early to ensure a good detector and operation e�ciency [69].
The monitoring is organised in two steps, online and o�ine.
The data in the online monitoring is taken directly from the high level trigger �lter

units at a rate of 100 kHz for a limited number of control histograms. In addition events
from a dedicated DQM data stream at a rate of 10 − 15 Hz are processed. Finally
di�erent algorithms are run on the data and corresponding monitoring elements are
produced. In these, for example bad channels or noise can be detected very fast.
The second step is the o�ine DQM. It monitors fully reconstructed or even

re-reconstructed data, i.e. not only raw detector information but also the physics ob-
jects such as muons or jets can be monitored; also it combines longer data taking periods
than the online DQM. The reconstruction is a lengthy process and usually takes one or
two days for the prompt reconstruction and up to weeks for the re-reconstruction which
happens in distributed computer centres around the world. The output of the o�ine
DQM can be used to certify the data or to decide that certain periods of data taking
must not be considered for analyses.
The DQM histograms can be looked at via a dedicated web service [70]. It allows

CMS users to look at the data quality using a web browser. Also the DQM shifters who
certify the runs are looking at the same web page. This system has proven to be very
reliable, even though it handles approximately 50 thousand histograms per run. In the
course of this thesis, I have participated in online DQM shifts from the DESY remote
control centre and certi�ed several runs. Currently, all online shifts are done from CERN
and DESY participates in o�ine shifts.
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Computing

In this chapter, the technical work that has been done in the course of this thesis is
described: the automation of the deployment of the CMS software on Grid sites.
At �rst, a general introduction about the CMS software is given and the local instal-

lation procedure is explained. Beginning with section 4.4, my own work to automate
the installation is summarised.

4.1 The CMS Experiment Software

The CMS Software CMSSW is the essential tool needed to perform any analysis on
data recorded by the CMS detector. The software includes code to record data and to
reconstruct physics objects like jets or leptons. Even some dedicated analysis code is
included.
The amount of data produced by the detector is huge. Analysing the data on a

single computer would take much too long, therefore a large computing infrastructure is
required. The CMS computing infrastructure [71] is built on top of the Worldwide LHC

Computing Grid (WLCG), which is organised in a tiered structure [72].

4.2 CMS Experiment Software on the Grid

Grid computing describes a form of distributed computing where the worker nodes usu-
ally belong to di�erent computing centres, i.e. where the computing centres have full
control over their own nodes but where they have agreed to comply with a certain list
of requirements. For the LHC, these requirements and participating sites are de�ned in
a memorandum of understanding [72].
The CMS experiment is supported at the Tier-0 at CERN, 7 Tier-1 centres (ASGC,

Taiwan; Fermilab, USA; GridKa, Germany; IN2P3, France; INFN, Italy; PIC, Spain;
RAL, United Kingdom), about 50 Tier-2 sites in more than 20 di�erent countries and
several Tier-3 sites.
Di�erent requirements, for example response times in case of failures, are de�ned for

the di�erent tiers, with highest requirements for the Tier-0 and Tier-1 sites and looser
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requirements for the Tier-2 sites. There is no strict de�nition or requirement for the
Tier-3 sites, those are local computing farms beyond the control of CMS.
At the Tier-0, prompt reconstruction of the recorded data is performed before the data

stored and exported to the Tier-1 centres. The Tier-1 centres are used for long-term
storage of the data and for the re-reconstruction of the data. Re-reconstruction is needed
for example when the alignment of the detector is known more precisely than during
prompt reconstruction or in case there were failures in certain detector components
which were not accounted for correctly. The Tier-2 centres are used for the production
of Monte Carlo events (see 5) and for user analysis. Local computer centres are called
Tier-3. They are not necessarily under the central control of CMS. They are also used
for Monte Carlo production and user analysis.
To be able to process CMS work�ows, all sites require the CMS software being

pre-installed. With the exception of only very few sites, all CMS software deployments
and deletions are managed centrally. In the following it is described how the deployment
process works and the various steps of automation are explained.

4.3 CMSSW: Packaging and Installation

4.3.1 Packaging

The main CMS software stack CMSSW is packaged in the RPM (Redhat Package Man-
ager) (e.g. [73, 74]) format. Dependencies of the RPMs are handled with the apt-get

tool. A single CMSSW release is a rather monolithic build, which includes almost all
base functionalities for Monte Carlo (MC) simulation, event reconstruction and event
displaying. A number of external packages can be shared among several CMSSW re-
leases. External packages are for example ROOT and GEANT4, MC generators, parton
density functions but also a C++ compiler and various libraries.
CMSSW is available for di�erent architectures, where an architecture is de�ned by

a certain compiler version and the system for which it is compiled, e.g. compiled with
GCC 3.4.5 for the ia32 architecture under Scienti�c Linux 4 or compiled with GCC 4.6.4
for the amd64 architecture under Scienti�c Linux 5. Present CMSSW releases are of-
�cially supported on Scienti�c Linux 5 only. Nevertheless there have been successful
installations on various other (mainly Linux and MacOS) platforms.
When looking at the disk space used after installing one version of CMSSW from

scratch, one �nds that about 5.5 GB of disk space are occupied in 115 thousand �les.
These �les and another 4 thousand symbolic links reside in 11 thousand directories.
About 2.5 GB of this space is used by more than 80 external packages. Further releases

require less space because of package sharing with already installed releases. Depending
on whether a patch release or major release is added to the installation, a few 100 MB
up to several GB of additional disk space are needed. The largest external components
of a CMSSW release are shown in �gure 4.1.
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Figure 4.1: The largest external components of a CMSSW installation (determined from
a clean installation of version CMSSW_3_6_0).

4.3.2 Installation

Installation of the CMS software is done in two steps. The �rst step is called bootstrap
and is done only once per architecture to prepare the installation. It �rst checks that
required libraries on the operating system are installed and sets up the package man-
agement software and installs common tools which are needed by all CMSSW versions.
Because CMSSW is installed under a user account without system administrator rights,
packages cannot be added to the RPM database of the host OS. Thus, a separate RPM
database within the CMSSW installation directory is created. To ful�l all dependencies
of the CMS software on software which is not shipped with CMSSW, the CMS RPM
database must know a list of installed system libraries. Therefore an RPM package with
the only purpose to ful�l these dependencies is created and installed into the CMS RPM
database. This is shown in �gure 4.2.
Once the bootstrap has been done, the actual installation can be started. After ensur-

ing that the environment is set up correctly for the use of the CMS RPM database and
the CMS versions of the package manager, the apt-get tool can be used to update the
package repository and to install a CMSSW release including all required dependencies.
Unlike the bootstrap, this step needs to be repeated every time a new release is installed.

4.4 Installation on Grid Sites

The installation of CMSSW on Grid sites is managed centrally by a deployment team
(of which I was a member). This way, problems that might occur during installation
can often be diagnosed and �xed very fast; site administrators are only involved if no
solution is possible within the abilities of the deployment team, e.g. �xing misleading
site con�gurations.
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Figure 4.2: Bootstrapping a CMSSW release. The left side shows the CMSSW release
directory in which a private RPM database is installed. Required compo-
nents that are already provided by the operating system are collected in the
system-base-import.rpm package. It just ful�ls these dependencies and
does not include any non-metadata.

At Grid sites the CMS software gets installed on a shared �le system that is mounted
on all Worker Nodes. Prominent choices for the technology of that shared �le system
are NFS, AFS or Lustre. The installation on that shared �le system works in principle
like a local installation. The main di�erence is that the deployment team has no local
accounts at the remote sites and all installation jobs have to be sent via the Grid. These
jobs are using the VOMS role lcgadmin to be prioritised and to gain write privileges
to the shared �le system. Due to the nature of Grid jobs, the installation is running
unattended and thus requires a well-tested installation procedure in order not to leave
a broken software installation.
In the following the di�erent procedures used for sites with gLite1 or ARC2 middleware

(Europe, Asia) and OSG3 sites (America) are described.

4.4.1 gLite and ARC

The contribution of this work is the development of a program called release-installer
(RI) for the sites running gLite or ARC middleware to handle the Grid job creation.
Not only this single program, but several reusable classes and tools have been written

1gLite. http://glite.web.cern.ch/glite/
2Advanced Resource Connector. http://www.nordugrid.org/middleware/
3Open Science Grid. http://www.opensciencegrid.org/
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Figure 4.3: Automated installation on gLite and ARC sites

to handle all steps from the determination of the sites and the releases to install over a
wrapper around the existing apt-get tool to the creation of grid jobs and parsing the
their output values.
On the left side of �gure 4.3, it is shown how the RI fetches the list of computing

elements (CE) it needs to handle. The main input is a manually managed list of CEs.
Experience has shown that generating this information automatically is not feasible. In
principle a list of all CEs is available from the top-level BDII4, but certain sites do not
want to participate in the central deployment. CMS maintains a special database called
siteDB [75] to track available computing resources. Basing the deployment on siteDB
would require a high discipline to keep the information up to date, which is often not
the case. Therefore the choice to keep a manual list is currently the best.
For all CEs in the list, the RI �rst checks their status. Only those CEs that are

currently available are considered; the CEs that are in maintenance or unavailable for
other reasons are skipped. Further all those CEs are skipped where a previous job did
not run successfully unless the deployment operator has looked at the log�les and cleared
the error state.
The right side of the �gure shows how the RI determines the releases to install. The

CMS TagCollector contains information about all CMSSW releases, particularly whether
it is a current production release or if it is already deprecated. Site speci�c requests to
install additional releases are read out by the RI from a manually maintained XML �le.
NAGIOS tests provide a list of installed releases on a CE, so do the software tags. The

list of installed releases is then compared to the list of production releases and manual
requests. An installation Grid job is created if there is a di�erence. Once the job is
done, its output is parsed and stored in a SQLite3 database.

4Berkeley Database Information Index. https://twiki.cern.ch/twiki/bin/view/EGEE/BDII
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4.4.2 Object oriented deployment framework

To create the Grid jobs and to install the software on gLite and ARC sites, an
object-oriented deployment framework has been newly developed as the technical part
of this thesis. It consists of about 10 classes and several thousand lines of code. See
�gure 4.4 for an UML class diagram. In the following, the di�erent classes and their
functionality are described.

4.4.3 Releases

Information about CMSSW releases is handled in the CMSSWRelease class. It is a very
simple class where the instances contain only the name and architecture of a release.
For a given release it can �nd out if it is announced or deprecated. In addition, it
provides static methods to retrieve the full list of production and deprecated releases.
Even though one CMSSW release can be available for di�erent architectures, it is only
supported o�cially for exactly one architecture. Using only o�cial releases, the class
can also determine the architecture automatically in most cases.

4.4.4 Actual software installation

All installations steps of the CMS software as described in section 4.3.2 are implemented
in the class CMSSWInstall. Each class instance contains information to maintain a
CMSSW installation of a speci�c architecture in a given local path. The class takes care
about setting up the correct environmental variables, does the bootstrap and updates
the RPM database if necessary, and installs or removes CMS software. Because the class
does not know anything about Grid computing, it can be tested thoroughly on a local
directory before being used in Grid jobs.
In addition, a workaround for RPM databases on �le systems without locking support

is included (see section 4.6.1 for details).

4.4.5 Computing Elements

Information about computing elements is encapsulated in the LcgCE5 class which collects
and caches data from several di�erent sources, for example from the CMS siteDB, the
CMS dashboard, from NAGIOS tests and from the BDII. Thus all information can be
accessed via a single interface, and also di�erences between ARC, CREAM6 and LCG
CEs are hidden.
For the deployment, the most important information provided is the list of installed

releases, the list of published releases and information about the current status of the CE,

5The name is historic and is now misleading, it supports also ARC and CREAM CEs.
6Computing Resource Execution And Management Computing Element. http://grid.pd.infn.it/
cream/
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Figure 4.4: Classes developed for the deployment software: Installation and status
checking
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e.g. if it currently available. Downtimes of the CE are read out and stored in LcgCE-
Downtime objects. In addition, many small methods are implemented for debugging
and/or statical reasons.
Some sites with multiple CEs share the CMSSW installation among some (not nec-

essarily all) of their CEs. The LcgCEGroup class can be used to determine a list of CEs
accessing the same installation area. Thus it is possible to send only one installation job
to the group of CEs to have the software installed or removed on all CEs of that group.

4.5 Grid job submission

To deploy CMSSW on Grid sites, a Grid job needs to be created for each installation
on each site. Thus the JDL class (see �gure 4.5) has been developed to create, submit
and retrieve Grid jobs including support for MonALISA7 based reporting to the CMS
dashboard.

Figure 4.5: Classes developed for the deployment software: Grid job creation and
monitoring

The framework is also used by a CGI script to view the deployment status and the
log�les through a web browser. This is especially helpful in case of deployment errors.

7Monitoring Agents using a Large Integrated Services Architecture. http://monalisa.caltech.edu/

42

http://monalisa.caltech.edu/


4.6 Experiences

4.5.1 OSG

OSG sites (all US sites and a few others) have a di�erent setup and can execute the
installation jobs directly on the CE (i.e. not on a worker node). Also a di�erent frame-
work is used, in which the deployment across Tier-2 and Tier-3 sites is triggered from
a CRON job. It reads out the list of production releases from the TagCollector and
compares it to the list of installed releases for each site which is stored in a MySQL
database. As soon as there is a new release, the installation starts automatically.
The deployment software for OSG sites is not part of this work, it is currently main-

tained by Bockjoo Kim (University of Florida).

4.5.2 Release deprecation

As the CMS software is constantly developed and improved, old releases become obsolete
and need to be removed from the software area. This not only forces physicists to use
newer and better releases but also ensures that the amount of disk space needed (see
4.3.1) does not exceed a certain limit.
The deprecation process starts with a proposal sent to the release announcement

mailing list. Unless there are objections, the deprecation announcement is sent typically
a week later and the TagCollector is updated. After the deprecation, only software tags
are removed from all sites so that no new jobs using the deprecated releases can be
submitted. Analysis jobs which have already been submitted should not fail because
of missing software, thus removal jobs are not sent immediately but only after a grace
period of at least �ve days. While new releases are being installed on a regular basis,
deprecation rounds happen only a few times per year and many releases get deprecated
at the same time.

4.6 Experiences

4.6.1 File Locking

The CMSSW installation of a Grid site usually lives in a shared �le system like NFS
that is mounted across the compute nodes. It has turned out that �le locking, which is
required for the RPM database and certain �les used by apt-get, often causes problems
when used with shared �le systems. A workaround has been implemented which copies
the RPM database directory into a temporary directory on the local machine where no
locking problems occur. The old RPM directory is then renamed and used as a backup
and a symbolic link is created to link the temporary RPM copy to its original place.
With this setup, RPM can lock its �les locally and do the installation. Afterwards the
link is removed and the RPM directory is copied back to its original position in the
shared �le system.
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Working on a copy of the database has the additional bene�t that we do not end with
a corrupt RPM database even if the Grid job is cancelled at any time because a backup
of the original version is restored automatically with the next installation job. Thus the
whole procedure is done even if the shared �le system at a site supports locking properly.

4.6.2 Di�erences in site con�guration

A lot of sites have a simple con�guration with only one CE and a single CMS software
area. The CE publishes the supported architectures and the installed CMSSW releases
via software tags which are set right after the installation has �nished. However, sites can
have more than one CE. These CEs can either share the software area or have separate
areas. If they are separate, the software has to be installed on all CEs, otherwise the
installation has to be done on only one of the CEs. In the latter case, it does not matter
which of the CEs is selected to install the software, so that in case of a downtime of one
CE the installation can be done on a di�erent CE. This is detected automatically by the
release installer.

Not only the software area can be shared among the CEs but also the list of software
tags. All combinations are possible, also the con�guration of a shared �le system and
separate tags. In this case software tags need to be set on all CEs although installation
was only done on one CE. This has also been automated. However, manual tag correction
is still required if errors occur while the tags are changed. In principle the tags can be
corrected automatically using a CRON job. Using the developed classes, such a program
was written and put into operation.

However, soon a problem showed up: Sometimes site administrators had removed
some tags intentionally to stop receiving new analysis or production jobs. The CRON
job has then restored these tags and new jobs were sent to that CE.

The conclusions from this was to disable the automatic tag correction. Instead, tag
setting was made more robust. The most common problems of the lcg-tags command
was a lock �le which was left behind. To change the tags on a CE, lcg-tags �rst
downloads the �le in which the tags are stored, then modi�es it locally and �nally
reuploads it. To avoid problems with concurrent access, a lock �le is created by lcg-tags
in the beginning and removed at the end. If a lock �le exists, lcg-tags exits with an error
message. The LcgCE class now detects this automatically and tries to rerun lcg-tags

after a delay of three minutes. If the lock �le still exists after three tries, it is removed
automatically before lcg-tags is run once more.

In addition, the release installer also checks for the correct tags after fetching instal-
lation jobs and issues a warning if the result looks suspicious, for example when the list
of tags is too short.
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Figure 4.6: Typical deployment plot of a patch release (here: CMSSW_3_8_4_patch3).
Installations during the �rst 5 hours are shown. The blue bars indicate jobs
in a queue, the green bars show the timespan of the actual installation. A
failing job is shown in red (time from execution to the failure), its queueing
time is shown in darker blue.
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Figure 4.7: Overview of all grid jobs sent with the deployment tools since 2010. Jobs
which have installed or removed more multiple releases are counted multiple
times.

4.6.3 Typical deployment cycle

Typically, the time from the release announcement to complete installation ranges be-
tween 30 minutes and a few hours for most sites. The time variation is due to the size
of the release, the performance of the �le system, the internet connection of the site,
and the site availability. Figure 4.6 shows a typical deployment progress plot for a patch
release. Many jobs have �nished in about half an hour, but there is also one site where
the �rst installation attempt has failed and only the second attempt was successful. Also
one site with a long queuing time (here: about 4 hours) is visible.

Due to the large number of sites, it sometimes happens that a site is in a downtime,
that an error occurs during the installation, or simply that the job is queued for a very
long time. On gLite/ARC, deployment jobs are queued for a median of only 9 minutes,
although a few outliers with up to 60 hours queuing time lead to a much higher average.
Once the job is running, the installation is done in less than 15 minutes on average.

These numbers show that the completion of a deployment round can take a few days
even if the releases have been deployed to 90% of the sites within an hour.

The deployment system is in operation since January 2010. As of May 11th, 2012,
the software has dealt with 416 di�erent CMSSW releases. Figure 4.7 shows how many
installations and removals have been performed over time. Jobs to �x problems or to
install software which is not included in the CMSSW framework are shown as Other
jobs.

A description about the whole deployment process has been presented at the CHEP
2010 conference and proceedings have been published in [76].
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4.7 Future plans and conclusions

The installation procedure as it is done now has several disadvantages. There are two
independent deployment teams, one for OSG sites and one for all other sites. In addition,
there is a separate installation area at CERN managed by CMSSW developers. The
installation faces a variety of problems, among them the ones mentioned in section
4.6.1. However, one must not only consider issues during installation but also issues
during operation. Grid sites can have thousands of worker nodes and all of them are
accessing the same CMSSW installation area. The �le server, whether it is using AFS or
NFS, can thus easily become a bottleneck. Even parallel �lesystems like Lustre do not
solve the problem since the the CMS software needs to make many metadata requests
(i.e. stat calls, e.g. to �nd out if a �le in a given path exists). Also these �lesystems
are usually optimised to handle a large amount of data in relatively few �les and not a
large amount of �les (metadata).
To save the manpower for the deployment teams, to avoid all installation problems and

also to �nd a solution for the metadata bottleneck, it is planned to use the CernVM-FS
in CMS. CernVM-FS is a scalable �lesystem designed for read-only access. It runs locally
on each worker node and downloads required �les on demand. It uses the http protocol
for the download and therefore it is easy to cache the downloads per site using a proxy
server. A detailed description would be out of scope for this thesis, see [77] for details.
Several CMS sites are already using CernVM-FS or are in an evaluation phase.
Even though CernVM-FS makes the installation tool developed in this work obsolete,

a lot of time has been saved since it was put into operation in January 2010, now more
than 2.5 years ago. It will still be in use for a longer time until all sites have migrated.
Even then, parts of the tools can still be used, for example as an easy way to collect
information about computing elements or to submit special jobs to any and/or all sites.
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Event simulation

Modelling events is a very important task in particle physics and is used for several
di�erent purposes. By simulating a certain signal, it is possible to predict its detailed
behaviour such as the distributions of di�erent observables and also the kinematics of
non-observable intermediate particles. Some generators (Powheg, MC@NLO) [78,79]
also predict a cross section, while the output of other generators needs to be normalised
to a pre-calculated cross section. When searching for new processes, a good under-
standing of all background processes is required�also these are usually modelled using
a simulation.
The simulation of a process is usually divided into several simulation steps. When the

hard process is calculated, its matrix element (ME) is usually not known to all orders,
but it is rather calculated in a particular order in perturbation theory, e.g. in Leading
Order (LO) or Next-to-Leading Order (NLO).
To cover di�erent initial and �nal states according to their probability, the incoming

partons are simulated with random momenta based on the measured PDFs (see 2.5) while
outgoing particles are distributed randomly in their phase space. After the simulation of
the hard process, parton showers (PS) are simulated using DGLAP evolution equations
[80] to account for initial and �nal state radiation.
The equations not only depend on αS but also on the PDFs. In addition, multiple

interactions (MI) in the same events and particles from beam remnants need to be taken
into account.
While perturbation theory can be applied for the hard scatter (Q � ΛQCD), this is

not true any more for the outgoing particles. At the energy scale of O(ΛQCD) they
hadronise, a process where the partons need to be converted to colour neutral hadrons.
The implementation for this step relies on phenomenological ideas and needs to be
tuned to the data. This also means that not only many measurements depend on the
simulation, but also that the simulation depends on the measurements. The measured
results can be put back into the event generators to create a new, improved tune. A
di�erent way to improve the simulations is the use of higher order calculations as done
in Powheg and MC@NLO.
Finally the outgoing particles are �ying into the detector where they interact with the

material and may decay. This step requires a good simulation of the detector and its
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components.
The whole chain of the event generation can be written in a �gurative sense as [81]:

(ME⊕MI)⊗ PS⊗ Hadronisation⊗Detector simulation (5.1)

In the following, the Monte Carlo method and the event generators used in this thesis
are explained.

5.1 Monte Carlo integration

The Monte Carlo integration is a general way to calculate integrals numerically using
random numbers based on calculating the integral as an average. It is mainly used for the
integration over a multi-dimensional space where other numerical integration methods
such as Gaussian integration or Simpson's rule are no longer useful [82].
In the use case of a cross section calculation, a given function f(x) could represent a

di�erential cross section (which is proportional to the matrix element |M|2) which needs
to be integrated over a volume V in the n dimensional x space. The volume V would
correspond to the phase space Ω.
Thus the following integral I could be used to calculate the total cross section:

I[f ] =

∫
V

dnxf(x) (5.2)

The Monte Carlo integration method makes use of the central limit theorem by estimat-
ing the integral using the mean value 〈f(x)〉:

I[f ] ≈ 〈f〉 =
1

N

N∑
i=1

f(xi) (5.3)

The estimated error of this method depends on the variance of f and on the number of
simulated events:

E[f ] =

√
〈f 2〉 − 〈f〉2
N − 1

(5.4)

To reduce the uncertainty on the simulation, one simply needs to increase the number
of simulated events in which case the error is proportional to 1/

√
N , irrespective of

the dimension. Alternatively one can try to reduce the variance. This can be done
using a mapping x → y(x) which �attens the integrand and then integrating over the
corresponding volume in y space. This method is called importance sampling.
Detailed descriptions of Monte Carlo integration methods can be found in the appendix

of [82] as well as in [83].
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5.2 Pythia

Pythia is a multi-purpose event generator for e−e+, ep, and pp/pp̄ colliders. Its history
dates back to the Jetset generator from 1978. In more than 30 years of development,
Pythia has been constantly improved with new physics models, more options, and
better tunes to data [82]. The version used for the simulated samples used in this thesis
is Pythia6.
In general, Pythia is easy to use and it can not only produce all Standard Model

processes but also several processes beyond the Standard Model. Furthermore it can
simulate all the steps shown in equation 5.1. Its only drawback is that the hard scattering
process is only calculated to leading order while higher orders are simulated with parton
showers. Pythia provides di�erent tunes which modify the showering algorithms, the
main di�erence being the ordering of the parton showers by the invariant mass (Q2

ordered showering) or by the transverse momentum (p2
T ordered showering). Also the

modelling of the underlying event depends on the showering. Only for the p2
T ordered

showers a model with interleaved initial state radiation and multiple interactions is
available. The tune Z2 which is used in this work contains a p2

T ordered showering
model and uses CTEQ6L PDFs [33].
A full description of Pythia6 can be found in [84].

5.3 Herwig

Also herwig [85] is a general-purpose event generator. It supports hard lepton-lepton,
lepton-hadron, and hadron-hadron scattering as well as soft hadron-hadron processes.
herwig also implements the parton showering, taking into account colour coherence
e�ects and azimuthal correlations within and between jets. One di�erence to Pythia
is that herwig uses a cluster model for jet hadronisation while Pythia uses a string
model [86,87].

5.4 MadGraph

Unlike Pythia, MadGraph [88] is not a general-purpose generator but specialised to
pp and pp̄ collisions. It also does not include the hadronisation step, i.e. a �nal state
consists of leptons, quarks, and gluons. These particles are then passed on to a di�erent
generator for the hadronisation, in this work always to Pythia.
To be exact, MadGraph itself is only a matrix element generator. It calculates the

matrix element on tree level up to a given order and calculates the squared amplitudes
of the corresponding Feynman diagrams. MadGraph is limited in that it can produce
a maximum of eight �nal state particles [89]. The integration over the phase space is
subsequently done by theMadEvent event generator and only then the event is passed
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to a hadronisation generator. In this work, the MadGraph/MadEvent generation is
referred to as MadGraph.
This way of generating events separately for the hard process plus 0, 1, . . . jets leads

to a precise description of the event topology. One problem with it is that one has to
avoid double counting due to the parton showering. This is done using the kT MLM
scheme [86] with a threshold of 20 GeV. Another problem is that the calculated cross
section is strongly scale dependent and needs to be normalised afterwards, here with
predictions from MCFM [90].
When comparing with data it is observed that MadGraph/Pythia describes the

data better than Pythia alone, especially at higher jet multiplicities [91]. Therefore it
is used as event generator for most samples in this work. This e�ect is also be visible in
this work in the low invariant dilepton mass region of the Drell-Yan simulation where a
MadGraph sample agrees much better with data than a Pythia sample (see chapter
10).

5.5 Powheg

In contrast to the leading order calculations in Pythia, Powheg [78, 92] (POsitive
Weight Hardest Emission Generator) calculates the hard process at next to leading
order. However, Powheg does not include the parton showering and thus needs to be
interfaced with Pythia or herwig. This is done such that the NLO cross section is
preserved after the showering, no additional normalisation is needed.
In this work, Powheg/Pythia is used for the simulation of single tops, and both

Powheg/Pythia and Powheg/herwig are used for the tt signal to determine di�er-
ences in the hadronisation modelling.

5.6 MC@NLO

MC@NLO is an event generator which calculates the matrix element in NLO and
matches them with a parton shower simulation based on herwig. It allows the simula-
tion of Higgs boson, single vector boson, vector boson pair, heavy quark pair, single top
(with and without associatedW or H±), lepton pair and associated H+W/Z production
in hadron collisions. Details can be found in [79].
One speci�c feature of MC@NLO which needs to be taken into account in the analysis

is that a small fraction of events with negative event weights are produced.

5.7 Tauola

The decay of τ leptons is handled by the separate package Tauola [93, 94] which was
�rst published in 1990. It contains sub-programs for several di�erent τ decay modes.
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Tauola takes the spin information into account and applies QED corrections. As it
only handles the τ decays, Tauola is used in connection with the other event generators
described in this chapter.

5.8 Geant4

After an event has been simulated with any of the previously described event gen-
erators, it must also be simulated how such an event looks like in the detector. In
particular the interactions with matter of the detector need to be calculated. This in-
cludes bremsstrahlung, electromagnetism showering, multiple scattering and hadronic
interactions. To simulate all that, the complete detector geometry including passive
support structures, technical necessities such as cooling pipes and of course also the ac-
tive detector components must be used as an input to the simulation which is done using
Geant4 (GEometry ANd Tracking) [95]. Apart from the geometry, also the response
of the di�erent detectors needs to be simulated so that at the end the same reconstruc-
tion algorithms can be used for data and simulation. Furthermore Geant is tuned,
correcting for deviations between data and simulation.
Excellent predictions can be made about the behaviour of physics processes at the

end of all simulation steps.
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Chapter 6

Event reconstruction

The reconstruction of particles from measured quantities like energies in the calorimeter
cells is one of the main tasks for any analysis. As described in chapter 3.2, the CMS
detector consists of several components which are each specialised to detect certain parti-
cles. Many particles can however be reconstructed in more than one detector component,
leading to an improved resolution, higher e�ciency or lower misidenti�cation when the
information from all components is combined.
For each particle type dedicated reconstruction algorithms exist. In the following the

reconstruction details of the relevant particles are explained.

6.1 Muon reconstruction

Muons can usually be unambiguously reconstructed because they are the only particles
which are detected in the muon system. This can be seen in �gure 6.1 which shows a
slice of the CMS detector. The muon (blue line) �ies from the tracker on the left side
through the calorimeters, the solenoid, and the complete muon system on the right side.
As muons are charged, their tracks can also be reconstructed in the inner tracker. In
the calorimeters however they only deposit a small amount of energy [64]. In addition
one can see the bending of the track caused by the magnetic �eld.
In CMS the tracks in the tracker and in the muon system are reconstructed indepen-

dently of each other. To combine them, two di�erent strategies exist [96]: an outside-in
and an inside-out algorithm.
The muons reconstructed outside-in are called global muons. Here tracks in the muon

system are extrapolated to the tracker and compared to all tracks in there propagated
to the outside. A Kalman �lter is used to �t a combined track. For low transverse
momenta the momentum measurement is dominated by the tracking system, while from
pT & 200 GeV the muon system improves the tracker measurement.
The inside-out method produces tracker muons. Here tracks in the tracker with p >

2.5GeV and pT > 0.5GeV are extrapolated to the muon system where only one muon
segment needs to be matched to the inner track. The matching must happen within a
distance of 3 cm of the extrapolated track or the di�erence in the position divided by
the summed position uncertainties must be less than 4. The advantage of tracker muons
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Figure 6.1: A transverse slice through the CMS detector [97]. Muons (light blue),
charged hadrons (green), neutral hadrons (dashed green), photons (dashed
blue), and electrons (red) are shown.

is that they are also e�cient for low muon momenta p . 5 GeV at the price of a higher
misidenti�cation, for example due to hadrons which are not completely stopped in the
calorimeter (punch-through) and produce a signal in a muon chamber.
Muons used in this analysis ful�l several quality criteria. They need to be recon-

structed outside-in and inside-out and the combined track's χ2 per degree of freedom
needs to be smaller than 10. To ensure a well reconstructed track, there have to be at
least 11 hits in the inner tracker from which at least one hit is in the pixel detector. The
muons also have to originate from the hard process, re�ected by the requirement that
the transverse impact parameter |dxy| needs to be smaller than 0.2 mm.

6.2 Electron reconstruction

As electrons, shown in red in �gure 6.1, produce a signal in the inner tracker and in the
electromagnetic calorimeter, there are again two ways to reconstruct electrons: One can
use tracker information as a seed and extrapolate into the calorimeter or take energy
deposits in the calorimeter and search for a track [98]. The former approach is better
suited for electrons with a very low pT as the latter method requires pT & 5 GeV for the
ECAL seeding.
The quality criteria applied are optimised to select electrons from W decays and

reject fakes from jets or from converted photons. Due to the large magnetic �eld, due to
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the varying amount of material in the tracker and of course also due to barrel/end cap
di�erences, the electron identi�cation has been divided into categories. For this analysis,
the criteria de�ned by the eidTightMC working point are used [99,100].
Apart from the obvious separation into barrel and end caps, three further categories

are de�ned according to di�erent amounts of radiation in the tracker. Finally the trans-
verse energy of the electron candidate splits these categories into three further categories.
The variables used for the selection are the position of the track and the number

of (missing) hits, the energy deposit in the calorimeter, the energy measured in the
calorimeter vs. the momentum measured by the tracker, the fraction of energy deposited
in the hadron calorimeter, the cluster shape and the isolation (see section 6.3). In total
there are 180 cut thresholds per working point which are described elsewhere [101].
In addition an impact parameter requirement |dxy| < 0.4 mm is imposed and a con-

version rejection cut is applied. It allows a maximum of only one hit in the inner tracker
which is not reconstructed. Additionally a check is made that no oppositely charged
partner track T2 exists in addition to the electron candidate track Te. T2 is considered a
partner track of Te if the distance between Te and T2 at the point where both tracks are
parallel in the r/φ plane is smaller than 0.2 mm and where cot θ(Te)− cot θ(T2) < 0.02.

6.3 Isolation

Isolation is an important criterion to distinguish leptons from the hard process, for
example from a W or Z boson (prompt leptons), from leptons or misidenti�ed hadrons
in jets. Prompt leptons may �y through the detector in any direction. Their track and
the energy deposit in the calorimeters usually do not overlap with jets or other particles,
in contrast leptons which are produced from particles in a jet �y roughly in the same
direction as the jet. For misidenti�ed hadrons obviously the same applies.

Figure 6.2: Isolation cone around lepton candidates (red thick line). The blue, pear like
spots show the energy deposit in the calorimeters. The particle on the left
side is isolated; on the right side two other particles (green dashed and yellow
dotted) are inside the cone so that the particle isn't isolated.

To tell prompt and non-prompt leptons apart, the amount of additional energy in a
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cone around the particle, but without the particle itself, is calculated. If the additional
energy is small, the particle is isolated, otherwise it isn't. The isolation can be calculated
in the tracker and the electromagnetic and hadron calorimeters. The value is combined
(summed) to get a good separation power:

Icomb = Itracker + IECAL + IHCAL (6.1)

To increase the power even further, the additional energy is put in relation to the trans-
verse momentum of the lepton pT (`):

Irelcomb =
Itracker + IECAL + IHCAL

pT (`)
=
Icomb
pT (`)

(6.2)

This is done to identify high energetic leptons as isolated even if there is a little bit of
other energy in the cone which would mark a low energetic lepton as not isolated.

6.4 Jet reconstruction

At hadron colliders like the LHC many processes lead to hadronic �nal states. Because
the �nal state quarks and gluons hadronise, each of these lead to many particles which
move mainly in the same direction, they form a jet. To exploit these jets one must �rst
reconstruct them. While in events with very little hadronic activity it is rather simple
to decide which energy deposition respectively particle belongs to which jet, it is much
more di�cult in events with much hadronic activity. In addition, pile-up events increase
the amount of jets to reconstruct. In the following commonly used jet algorithms and
their properties are explained.

6.4.1 Collinear and infrared safety

A very important feature for jet algorithms is that they should be both collinear and
infrared safe [102]. Collinear safety means that the resulting jets should not change when
there is a collinear splitting of jet components, infrared safety ensures that additional
soft emissions from hard jet components do not change the result. This is important
because jet algorithms that do not have these properties can produce totally di�erent
results just because of hadronisation, the underlying event, or pile-up�even for high
energetic jets.

6.4.2 Jet algorithms

Several algorithms have been developed which can reconstruct the jets. They can be
divided into two groups: cone-type algorithms and sequential clustering algorithms. The
cone-type algorithms usually require a seed, for example the most energetic particle,
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and try to �nd a jet around this particle. These algorithms tend to be rather fast in
terms of computing performance and were therefore discussed for earlier hadron colliders.
However, typically they are not infrared and collinear safe and involve several complex,
non-physical parameters and are therefore disfavoured [102].
In the following, the sequential clustering algorithms are described of which the anti-kT

algorithm is used for jet reconstruction in this thesis.

6.4.3 The anti-kT algorithm

The main goal of any jet clustering algorithm is to combine many measured particles
into several jets. The sequential clustering algorithms iteratively either combine two
objects (a particle or a pseudo-jet consisting of several particles) to a new object or
decide that a jet has been found. The decisions are done in the following way: Let dij
be the distance between two objects i and j and diB the distance between an object i
and the beam B. All these distances are calculated and the smallest one is looked at.
In case it is the distance between two objects i and j, these two objects are combined
into a single new pseudo-jet object and added to the event while the source objects are
removed. Then the algorithm starts over. In case a distance of type diB has the smallest
value, the corresponding object is identi�ed as a jet and removed from the event. This
is repeated until there are no objects left in the event.
How the algorithm works depends on the exact de�nition of the distances. They are

de�ned as follows [103]:

dij = min(k2p
T i, k

2p
Tj)

∆2
ij

R2
(6.3)

diB = k2p
T i (6.4)

where ∆2
ij = (yi − yj)2 + (φi − φj)2 (6.5)

In these equations kT i is the transverse momentum of particle i, yi its rapidity and φi
its azimuthal angle. The radius parameter R determines how large the cone of a jet can
become, typical values range from 0.4 to 0.7.
The parameter p is crucial in the distance calculation. At �rst p = 1, the kT algorithm

[104], and p = 0, the Cambridge/Aachen algorithm [105], were used. While kT tries to
balance energy and distances to approximate inversion of the QCD branching processes,
Cambridge/Aachen removes the min(. . . ) factor from equation 6.3 and thus only takes
the spatial separation into account.
Also negative values for p turn out to be useful and the algorithm with p = −1

was named anti-kT [103]. Here the shapes of the jet cones are circles. If two jets are
closer together than twice the jet cone size, the jets overlap and not both can obtain
circular shape. If both jets have the same energy, the cones are cut by a straight line
in the middle; if one jet is much more energetic than the other, the higher energetic jet
will acquire the overlapping area almost completely. Due to the fact that soft particles
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tend to cluster with hard particles instead of other soft particles, regular jet shapes are
achieved and anti-kT behaves considerably better than the other algorithms in events
with lots of activity in the underlying event and under high pile-up conditions. A detailed
description can be found in [103].

6.4.4 Jet types

When simulating events as described in chapter 5, one can choose the particles the jet
algorithm should be applied to: the algorithm can not only run on the fully reconstructed
particles after the detector simulation (reconstructed jets) but also on the generated
hadrons after the hadronisation step but before the detector simulation (generator jets).
The generator jets do not su�er from detector ine�ciencies and can for example be used
to calculate detector e�ciencies or the deviation in the calculated jet energies. For data,
there is obviously no way to measure without the detector and thus only reconstructed
jets are available.
In addition to this, there are several ways to reconstruct the particles and CMS pro-

vides four di�erent input collections for the reconstructed jets [106]. These are calorime-
ter jets which only use information from the energy deposits in the calorimeters, the
jet-plus-tracks approach exploits CMS's excellent tracker (see 3.4.1) to correct energy
and direction of the particles reconstructed in the calorimeters, the track jets, being only
based on tracker information, are used for cross checks only, and �nally the particle �ow
jets which use information from all detector components. In this analysis jets from the
particle �ow approach are used, it is explained in section 6.6.

6.4.5 Jet Energy Correction

Even though there can already be corrections to the 4-momentum of the particles used
for jet clustering, the jet's 4-momentum pµ also needs to be calibrated. The correction
is done using a factor C which is the product of di�erent corrections as shown in �gure
6.3.

Reco
Jet

L1
FastJet

L2
Relative

L3
Absolute

L2L3
Residual

Corr.
Jet

Figure 6.3: Di�erent levels of jet energy corrections. The raw jets on the left are corrected
sequentially from left to right where corrected jets are output. The residual
corrections are only applied on real data, not on simulation.

These corrections can be expressed using the following formulae:

pcorrectedµ = C · prawµ (6.6)

where C = CFastJet(p
raw
T ) ·Crel(η

′) ·Cabs(p
′′
T ) · . . . (6.7)
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Using a factorised approach, the primed quantities correspond to the values after previ-
ous corrections, i.e. the N th correction is applied on the jet corrected with the previous
N − 1 corrections. The sequence for the calculation of the correction factors is also
shown in �gure 6.3.
The �rst correction step is the L1-FastJet correction. It corrects for additional mea-

sured energy which does not belong to the hard process. Such energy contributions can
for example stem from noise in the electronics or pile-up. To calculate the correction fac-
tor, very many ghost particles with in�nitesimally small energies are added to the event,
they do not in�uence the hard jets. Then the kT algorithm with a cone of R = 0.6
is used to reconstruct jets. Now the median transverse hadronic activity per area (the
pT density ρ) in the event is determined from the ratio pjetT /Ajet of all jets. After this
calculation, the corrected energy of each jet can be calculated by subtracting the part
of the underlying hadronic activity corresponding to the jet size. This can be converted
into a correction factor which by construction is always smaller than 1 so that the jet's
momentum is reduced.
In the following step, the level 2 corrections, the dependency on the pseudorapidity is

addressed. The goal of this correction is to achieve a jet response which is �at in η. This
is done by selecting clean events with at least two hard jets which are back-to-back in
the azimuthal direction (∆φ > 2.7) where at least one jet is reconstructed in the barrel
region |η| < 1.3. Additionally a veto on the energy fraction of a possible third jet is
imposed [107] before the dijet balance is �nally calculated assuming that the uniformity
in the barrel region is much better than in the endcaps. Thus the jets are scaled to the
energy that they would have in the barrel region. Many of these events are simulated and
at the end an η dependent scale factor is derived. In contrast to the level 1 corrections,
this scale factor is independent of the event.
In the level 3 correction, the absolute scale of the transverse jet momenta is deter-

mined. To do this, a pT balancing is performed using many γ/Z+ jets events. In case of
a photon, the excellent resolution of the electromagnetic calorimeter is exploited to �nd
the correction factor for the jet; in case of a Z, the event is only used if the Z decays
into e+e− or µ+µ−. Then the tracker and in addition the electromagnetic calorimeter
for the electrons or the muon detectors for the muons are used for the reconstruction
and determination of the energy of the recoiling jet. The pT dependent correction factor
is then derived from the directly measured jet transverse momentum and the calculated
value. Like the level 2 corrections this factor is independent of the event.
Detailed descriptions of the described jet corrections can be found in [63].
Level 2 and 3 corrections are purely determined from the simulation and therefore

correct only the simulation to the best possible jet energies. Because the simulation
is very good, these jet energy corrections can also be applied to data. However the
data does not behave exactly like the simulation and therefore additional corrections
are applied on the data only which correct for these small di�erences. These corrections
are called L2L3Residual corrections [108]. They are usually of the order of 2 % in the
barrel and can go to 10 % for larger |η|. Like the L2 and L3 corrections, they are also
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determined using pT balancing in dijet, γ+ jet, and (Z → µµ)+ jet events, but using real
data instead of the simulation. The main advantages of using residual corrections on
top of simulation based ones are that these corrections are rather small and technically
easier to handle and in addition, the systematic uncertainty has proven to be smaller
this way.
As shown in formula 6.7, further correction factors could simply be appended. Possible

additions include making the jet response uniform with respect to the electromagnetic
energy fraction (level 4), jet �avour corrections to account for di�erences between light
�avour, heavy �avour, and gluon jets (level 5), and parton jet corrections which try
to correct back to the parton level. These further corrections are currently only used
in a few dedicated jet studies. These corrections are mainly important for jets which
are only reconstructed in the calorimeters. With the introduction of particle �ow (see
section 6.6) they are usually not needed any more. This analysis is using particle �ow,
therefore the corrections up to level 3 (and L2L2Residual for data) are su�cient and
remaining corrections are covered by the jet energy scale systematic error (see section
8.8).

6.5 Missing transverse energy

The incoming protons from the beam do not have any transverse momentum. There-
fore the sum of the transverse energies of the initial state particles and due to energy
conservation also the summed transverse energies of the �nal state particles are zero.
Due to the non-measured neutrinos and detector resolution e�ects, there is a measured
transverse momentum imbalance in the event, see also section 3.3.
The missing energy Emiss

T can be calculated from particles reconstructed by di�erent
algorithms, for example by calorimeter information only or by calorimeter information
corrected using measurements in the tracker.
In this analysis the particle �ow approach (see next section, 6.6) is used to calculate

Emiss
T [109]. Therefore in ~Emiss

T = −
∑

i
~Ei
T (equation 3.8), the index i runs over all

objects, i.e. electrons, muons, and jets reconstructed by the particle �ow algorithm.

6.6 Particle �ow

The particle �ow algorithm [110, 111] provides a global event description. Instead of
reconstructing physics objects only in their dedicated detectors, the particle �ow algo-
rithm looks at the event in its entirety. For example, a muon is not only measured in
the muon system but also in the tracking system [112]; a jet is not only measured in the
calorimeters but its charged constituents can also be seen in the tracking system [109].
This way, higher reconstruction accuracies and e�ciencies are achieved.
The exact behaviour of the event reconstruction might need to be analysis speci�c
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Figure 6.4: Event display of an event with 29 vertices [115].

and is therefore con�gurable (for example isolation cone sizes for jets and leptons). In
this work, the con�guration of the CMS particle �ow algorithm is implemented using a
common Hamburg University/DESY code [113] which simpli�es the setup.

6.7 Pile-up removal

For the analysis of top quarks, only the objects coming from the top quark event need
to be considered while other objects from a di�erent interaction, i.e. a di�erent vertex
can be ignored. The vertex with the highest pT sum of all tracks coming from this
vertex is considered the interesting vertex. All the tracks from other vertices and their
corresponding energy deposits in the calorimeters are projected out of the event so that
following reconstruction steps do not take them into account any more. This procedure
is called Charged Hadron Subtraction (implemented using pfNoPileUp [114]) because
only particles with an electric charge can be seen in the tracking system and thus be
assigned to a vertex.
Figure 6.4 shows a full event with multiple vertices. After the Charged Hadron Sub-

traction, one can treat it like an event with only one primary vertex.

6.7.1 Top projections

One problem in the reconstruction is that there can be ambiguities. For example, a
reconstructed muon could be a jet constituent or a high energy deposit in the electro-
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magnetic calorimeter could be caused by an electron or by a photon. In order to resolve
these ambiguities, the PF2PAT [114] algorithm is used. In this work, the particles are
reconstructed following a �xed order. As the muons are the only particles which can
be detected in the muon system, we �rst reconstruct all muons. However, we are only
interested in isolated leptons (see section 7.7) which come directly from theW boson (or
an intermediate τ), while muons inside a jet (for example originating from a B hadron)
are not used. Analogous to the pile-up removal (see section 6.7) all the detector informa-
tion which is assigned to these isolated muons is then projected out of the event so that
for example hits in the tracking system which were caused by the muon are no longer
available for the reconstruction of other objects (pfNoMuon).

The next objects to be reconstructed are the electrons. Again only isolated electrons
are considered in the analysis and thus their entries from the tracking system and from
the electromagnetic calorimeter are removed (pfNoElectron).

Only after the isolated muons and electrons have been removed, jets can be recon-
structed. This is done using the AntiKT algorithm (see section 6.4) with a cone of 0.5
in η-φ space (∆η2 + ∆φ2 < 0.52).

Finally, the missing transverse energy in the event can be calculated from the vectorial
sum of the momenta of all reconstructed objects.

Figure 6.5: Reconstruction of particles in an event. From all seven reconstructed parti-
cles (top) the two leptons on the right are projected out as isolated leptons.
The remaining �ve particles (left) then form a jet. (illustration from [114])

The steps are visualised in �gure 6.5. All particles in the event are in the top row. The
two rightmost particles, a muon and an electron, are isolated. Thus they are projected
out of the event, indicated with the arrows to the bottom, where a list of all objects in
kept. The remaining particles in the top row, including the electron on the left, are not
isolated. They are clustered into jets.
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6.8 b tagging

In many analyses it is useful to be able to distinguish jets coming from b quarks from
jets coming from light quarks. The generic term for such an algorithm is b tagging.
This is of speci�c interest in top quark analyses as the top quark almost always decays
into a b quark, thus the event selection can make use of b tags. There are di�erent
tagging algorithms which all exploit the speci�c properties of these jets. The lifetime
of B hadrons is of the order of 10−12 s (e.g. τB± = (1.638 ± 0.011) × 10−12 s [12]) and
therefore they can travel a measurable distance before they decay (cτB± = 491 µm; the
actual distance cγτ depends on the relativistic γ factor which depends on the mass and
energy of the B hadron). Thus there will not only be tracks in the event pointing to the
interaction point (primary vertex) but there will also be tracks coming from the point
of the B decay (secondary vertex). The tracker (see 3.4.1) is precise enough to measure
this.

point

B

Jet direction

impact
parameter

decay

Figure 6.6: An event with a secondary vertex [116] and its impact parameter.

Figure 6.6 shows a schematic sketch of an event with a secondary vertex. The primary
vertex is on the left side of the plot, several tracks are originating from it. Also an
electrically neutral B hadron, shown with the blue dashed line, is produced in this
example � it thus does not produce hits in the tracking system. In this example, it
decays into two particles with a reconstructed track. By extending the track one can
�nally calculate the distance of the track to the primary vertex, a value which is called
impact parameter.
The Track Counting algorithm is based on the impact parameters signi�cance of all

good tracks in an jet which are then ordered by decreasing signi�cance. Two variants
of the algorithm are available: a High E�ciency variant requiring the second most
signi�cant impact parameter to be above a certain threshold, and a High Purity variant
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where the third most signi�cant impact parameter is considered.
In CMS, a loose, a medium, and a tight working point is de�ned for all b tagging

algorithms. The working points are de�ned by their mistag rates of 10 %, 1 %, and 0.1 %
respectively. For this analysis the Track Counting High E�ciency (TCHE) algorithm at
the loose working point is used to maximise the selection e�ciency. It corresponds to
an impact parameter signi�cance cut of 1.7.
Despite being rather simple, the track counting algorithm was working well in the

analysed dataset. Other algorithms with di�erent properties, for example the Simple
Secondary Vertex (SSV) algorithm, worked equally �ne. SSV �rst tries to �nd a sec-
ondary vertex and then relates it to the primary vertex. The choice of TCHE was based
on previous dilepton cross section measurements, e.g. [91, 117].
Meanwhile a sophisticated Combined Secondary Vertex tagging algorithm is available

which takes into account the impact parameter signi�cance, the secondary vertex, and
jet kinematics. It is not only slightly more e�cient then TCHE or SSV but also more
robust in events with high pile-up, it is used in the update of the analysis (chapter 10).
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Event selection

The event selection used to measure di�erential cross sections is described in this section.
At �rst, the data source is selected and badly reconstructed events are rejected. Then it
is made sure that the correct triggers have �red. Cuts on special properties of top quark
events are �nally applied to end up with a high purity of events with a top quark pair
which decays in the dilepton channel.
This event selection is based on [91] (µµ channel) and [117] (eµ channel). The analysis

code of these two analyses has been combined, simpli�ed and extended to also cover the
ee channel. While many of the selection cuts are similar to those presented in [91,117],
many details from the pile-up treatment over the used triggers to the leptons selection
have changed (for example PF2PAT and top projections, see section 6.7.1, have replaced
a ∆R(`, j) lepton veto).

7.1 Data source

The data produced by the CMS detector is recorded after triggering (see section 7.4)
and stored in di�erent data streams so that one can already choose events with speci�c
features at a very early stage. For analysis of top quark events decaying into a �nal
state with two leptons, the streams with two leptons can be used. There are three such
streams which are used in this work, /DoubleElectron for the ee channel, /DoubleMu
for the µµ channel, and /MuEG for the eµ channel.

7.2 Good runs

From these data streams, certi�ed runs recorded before LHC's technical stop on June
28th, 2011 are selected by applying the certi�ed good-run lists as given in [118] for the
re-reconstruction of the �rst 214.8 pb−1 of data and in [119] for the prompt reconstruction
for the rest of the analysed data (927.9 pb−1). The total integrated luminosity of the
complete data sample is thus 1.14 fb−1. The run ranges and exact sample names are
shown in table 7.1.
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These good-run lists are created centrally by the CMS collaboration in DQM (see 3.6)
shifts, they contain a list of all runs in which all components of the CMS detector were
switched on and working correctly.

Data samples Run range
/DoubleMu/Run2011A-May10ReReco-v1/AOD 160431�163869
/DoubleMu/Run2011A-PromptReco-v4/AOD 165088�167913

/DoubleElectron/Run2011A-May10ReReco-v1/AOD 160431�163869
/DoubleElectron/Run2011A-PromptReco-v4/AOD 165088�167913

/MuEG/Run2011A-May10ReReco-v1/AOD 160431�163869
/MuEG/Run2011A-PromptReco-v4/AOD 165088�167913

Table 7.1: Collision data samples and corresponding run ranges used in the analysis.
The gap between runs 163869 and 165088 is due to a technical stop.

7.3 Event cleaning

Only clean collision events can be used for data analysis. There are three di�erent �lters
applied on the data to achieve this.
The �rst �lter removes beam scraping events, i.e. events which are recorded due to

background from the beam. In the detector, these events have many reconstructed tracks
which have a low purity. Thus the �lter accepts all events with less than 10 reconstructed
tracks regardless of their quality and all events with at least 10 tracks only when at least
one quarter of the tracks has a high track quality. In other words, events with at least
10 tracks and at least three quarters of badly reconstructed tracks are rejected.
The second �lter requires that there is a primary vertex in the event which ful�ls some

quality criteria. Also it must lie in the centre of the pixel detector, i.e. within ±15 cm
in z direction from the beam spot and within less than 2 cm in the ρ direction.
The third event cleaning �lter removes events in which there is anomalous noise in

the hadronic calorimeter1. This noise is caused by instrumentation issues with the
Hybrid Photo Diodes and the Readout Boxes and can be suppressed for example by
looking at the timing, the pulse shape of the signal or its correlation with deposits in
the electromagnetic calorimeter.

7.4 Trigger

In order to �lter out events with top quarks from the large amount of data recorded
by the LHC the data are preselected by triggers (see section 3.5). The decay channels

1https://twiki.cern.ch/twiki/bin/view/CMS/HcalNoiseInfoLibrary

68

https://twiki.cern.ch/twiki/bin/view/CMS/HcalNoiseInfoLibrary


7.5 Simulation

described in this thesis all contain at least two isolated leptons, which is represented in
the triggers. For each channel the trigger is generally chosen such that it is unprescaled
and its threshold is well below the cuts applied in further selection steps. During the data
taking period the triggers are subject to change, i.e. their thresholds need to increase
with an increasing instantaneous luminosity to limit the total output rate. Also triggers
might not be fully optimised in the beginning, thus there can be several versions of a
trigger with the same thresholds. A list of the triggers used is given in table 7.2 where
the �*� is a wildcard for the di�erent versions.

Sample Channel Trigger
same for data µ±e∓ HLT_Mu8_Ele17_CaloIdL_* or
and simulation HLT_Mu17_Ele8_CaloIdL_*
simulation and µ+µ− HLT_DoubleMu7_*

runs 160431�163869
runs 165088�167913 HLT_Mu13_Mu8_*

same for data e+e− Ele17_(CaloId-Iso)_Ele8_(CaloId-Iso) or
and simulation Ele17_SW_TightCaloEleId_Ele8_HE_L1R_*

Table 7.2: Triggers used in data and in simulation. An asterisk is used as a wildcard to
include di�erent versions of the triggers.

For the eµ channel, the trigger requires a muon with a transverse momentum of at
least 8 GeV and an electron with a transverse momentum of at least 17 GeV or vice
versa. On top of that the electron needs to ful�l loose identi�cation criteria in the
electromagnetic calorimeter.
In the ee channel, the trigger requires two electrons with transverse momenta greater

17 GeV and 8 GeV respectively. Also here some electron identi�cation criteria are ap-
plied. Additionally the electrons are required to be loosely isolated in the calorimeter
(see section 6.3). A second trigger with the same momentum thresholds but di�erent
isolation and identi�cation criteria is used to maximise the e�ciency.
In the µµ channel, two muons are required by the trigger. In the simulation and in

the �rst data taking period (�rst 214.8 pb−1), both muons have to have a transverse
momentum of at least 7 GeV. In the later data taking periods (927.9 pb−1) this trigger
was strongly prescaled (3.5.1) and thus replaced by a trigger with higher and asymmetric
transverse momentum thresholds of 13 GeV for the �rst and 7 GeV for the second muon.

7.5 Simulation

The simulation used in this work is based on the Summer11 simulation production (and
Fall10 where Summer11 was not available). The signal sample was created using Mad-
Graph interfaced with Pythia for hadronisation and parton fragmentation and is nor-
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malised to the measured inclusive tt̄ cross section in the dilepton channel [120]:

σtt̄ = 169.9± 3.9 (stat.)± 16.3 (syst.) pb (7.1)

As an alternative, the signal process is also simulated with the Powheg and the
MC@NLO generators.
The cross sections assigned to other processes are taken from other calculations [121].

Apart from the signal, W + jets is also simulated using MadGraph (also interfaced
with Pythia). Single top and antitop productions are simulated with Powheg.
There are several Z/γ∗ (Drell-Yan) simulations which are divided into di�erent dilep-

ton mass ranges. In the low mass region between 10 and 20 GeV three dedicated
Pythia samples are used, one per decay channel. In the region between 20 and 50 GeV
also three Pythia samples are used. These cover the whole dilepton mass range from
20 GeV to in�nity, however they are cut o� on generator level in the analysis at 50 GeV.
For higher dilepton masses, MadGraph (interfaced with Pythia) is used because it
describes the data better, especially at higher jet multiplicities. In the low mass region
no MadGraph simulation was available, thus the switch to Pythia.
All other samples are simulated using Pythia as well. These are the diboson samples

(WW , WZ, and ZZ) and the QCD multijet background simulation. The latter is split
into one muon enriched sample which is used in the µµ and eµ channel, and six electron
enriched samples which consist of three di�erent pT ranges split into light and heavy
�avour.
Table 7.3 shows all samples and corresponding cross sections.
Unfortunately in the interfacing of MadGraph with Pythia a bug was present

during the production which lead to a violation of energy and momentum conservation.
This Pythia bug happened when hadronising events produced by an external matrix
element program and passing the information via LHE �les. The e�ect was tiny for Q2

ordered Pythia tunes (e.g. D6T, not used here) but signi�cant for pT ordered showers
(e.g. Z2 tune, used in this work). Even there, the violation was small for most of the
events, but in about 2 % of the events the e�ect was larger than 5 GeV and those
events had to be rejected for this analysis. The problem was originally discovered in
Z → `` events where the energy of the �nal state leptons was 150 GeV larger than the
centre-of-mass energy

√
s = 7 TeV [122,123].

7.6 Pile-up removal

To be less a�ected by the e�ects of pile-up, only the hardest primary vertex is used, i.e.
the vertex in which the sum of the track momenta coming from this vertex is maximised.
All contributions in the detectors which can be assigned to a di�erent vertex are removed
from the event. This way, even events with 30 vertices can be analysed as if only one
vertex was present. This step is described in detail in section 6.7.
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Simulation sample σ [pb]
TTJets_TuneZ2_7TeV-madgraph-tauola 169.9
TTTo2L2Nu2B_7TeV-powheg-pythia6 169.9
T_TuneZ2_tW-channel-DR_7TeV-powheg-tauola 7.87
Tbar_TuneZ2_tW-channel-DR_7TeV-powheg-tauola 7.87
WWTo2L2Nu_TuneZ2_7TeV_pythia6_tauola 4.51
WZTo3LNu_TuneZ2_7TeV_pythia6_tauola 0.61
ZZ_TuneZ2_7TeV_pythia6_tauola 7.4
WJetsToLNu_TuneZ2_7TeV-madgraph-tauola 31314
DYToEE_M-10To20_TuneZ2_7TeV-pythia6 3457
DYToMuMu_M-10To20_TuneZ2_7TeV-pythia6 3457
DYToTauTau_M-10To20_TuneZ2_7TeV-pythia6-tauola 3457
DYToEE_M-20_TuneZ2_7TeV-pythia6 1666
DYToMuMu_M-20_TuneZ2_7TeV-pythia6 1666
DYToTauTau_M-20_TuneZ2_7TeV-pythia6-tauola 1666
DYJetsToLL_TuneZ2_M-50_7TeV-madgraph-tauola 3048
QCD_Pt-20_MuEnrichedPt-15_TuneZ2_7TeV-pythia6 84679
QCD_Pt-20to30_EMEnriched_TuneZ2_7TeV-pythia6 2.50× 106

QCD_Pt-30to80_EMEnriched_TuneZ2_7TeV-pythia 3.63× 106

QCD_Pt-80to170_EMEnriched_TuneZ2_7TeV-pythia6 143× 103

QCD_Pt-20to30_BCtoE_TuneZ2_7TeV-pythia6 139× 103

QCD_Pt-30to80_BCtoE_TuneZ2_7TeV-pythia6 144× 103

QCD_Pt-80to170_BCtoE_TuneZ2_7TeV-pythia6 9431

Table 7.3: Summary of simulated data samples used in this analysis. Also the cross
section of the process is given.

7.7 Lepton selection

After all the mainly technical cuts and implementation details described in the previous
sections, we can now look at the special properties of top quark events.
In this thesis only those top quark pairs are considered as signal where bothW bosons

decay into �nal states with a muon or electron (intermediate taus are allowed). All other
events with a top quark pair are called other tt̄.
It seems natural to start with the selection of the two isolated leptons because these

have the most distinctive power. In addition, the datasets used already require two
leptons on trigger level. To be in the high e�ciency region of the trigger (see section
8.3 for trigger scale factors), the thresholds applied on analysis level need to be higher
than the ones on trigger level. Thus a minimum transverse momentum of 20 GeV is
requested and the leptons have be be reconstructed within |η| < 2.4. These cuts are of
course applied in addition to the quality cuts described in section 6.1 and 6.2.
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Figure 7.1: Isolation of the leptons: electrons in the ee channel on the left, muons in the
µµ channel on the right. The applied cuts are IPFrel < 0.17 for electrons and
IPFrel < 0.20 for muons.

As the leptons from the W decays are isolated, this is also requested for the recon-
structed leptons. Figure 7.1 shows the isolation IPFrel for the electrons (left) and the
muons (right), calculated using a cone size of ∆R = 0.3. One can see that leptons from
QCD multijet background have high isolation values while the top signal but also the
leptons from Drell-Yan events have low values. To reject the QCD events, only those
electrons (muons) where the isolation is smaller than 0.17 (0.20) are kept.
Top projections are used in the particle �ow algorithm, i.e. leptons ful�lling all men-

tioned cuts including the isolation are now projected out of the event before the jets are
reconstructed (see also section 6.7.1).

7.7.1 Disambiguation of events with more than two leptons

In events with more than two reconstructed isolated leptons it must be decided which
two should be considered the leptons from the top decay. As an example, an event
might have a µ+ with 60GeV, a µ− with 30GeV and an e− with 40GeV transverse
momentum. Thus we have three combinations for the lepton pair in the event: µ+µ−,
µ+e−, and µ−e−. The µ−e− combination can be rejected because the leptons need to
have opposite charge. From the remaining dilepton combinations, the pair with the
largest sum of their transverse momenta is chosen, in this example the 60GeV µ+ and
the 40GeV e−. This way of disambiguation also avoids double counting of events which
appear in data streams (see 7.1) for more than one channel. This is because an event is
only accepted if it originates from that data stream which corresponds to the identi�ed
lepton pair. This means that the given example event would be counted only in the
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MuEG stream but be rejected in the DoubleMu (and DoubleElectron) stream.
While the case of three isolated leptons in an event is rare, the decision to choose the

highest sum of transverse momenta is motivated by the origin of the leptons. Leptons
from the W boson from a top quark tend to have higher energies than leptons from
background processes.

7.8 Dilepton mass veto

A large number of dilepton events come from leptonically decaying low mass resonances
such as J/ψ or the Y . These events have a low invariant lepton pair mass while this
isn't the case for top events. For this reason, events with a dilepton mass of less than
12 GeV are rejected.
Figure 7.2 (top) shows the spectrum of the dilepton pair mass in the ee channel and

µµ channel after the low mass cut. Clearly visible is the peak around 91 GeV coming
from the Z boson decay products. The background events from this resonance need to
be rejected. An exclusion window of ±15 GeV around the Z mass, i.e. 76 to 106 GeV
was chosen in this analysis.
In addition it can be seen that the agreement between data and simulation is not good

below ≈ 40 GeV. This is caused by the di�erent simulation (Pythia vs. MadGraph)
and covered in a dedicated systematic uncertainty (see section 8.5.2).
In the eµ channel the contribution of Drell-Yan events is much lower because Z/γ

cannot decay directly into two di�erent lepton �avours. The only way to get an electron
and a muon is the decay into two τ leptons where one of them decays further into an
electron while the other decays into a muon. Because the decay of the taus into muons or
electrons each has two additional neutrinos, the invariant mass of the eµ pair is smaller
than the Z mass�it is in the range between 40 and 85 GeV. Figure 7.2 (bottom) shows
this behaviour. In this channel, no cut on the dilepton mass is applied to exclude these
events.

7.9 Jet selection

The top quark events also contain at least the two jets from the b quarks from the top
decay. In Drell-Yan to `` events, there are to �rst order only leptons an no jets in the
�nal state, thus requiring two jets provides a good distinction. Of course, additional jets
can be present in the events due to initial state and �nal state radiation (ISR and FSR),
however they are usually softer than the ones from the b quarks from top decays.
Figure 7.3 shows the multiplicity of all jets after the previously described dilepton

selection cuts. In this analysis, jets are required to have a transverse momentum pT
greater than 30 GeV, reconstructed with the particle �ow algorithm using the anti-kT
jet clustering algorithm with a cone of ∆R = 0.5 (see 6.4) and jet energy corrections
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Figure 7.2: Invariant dilepton mass with the Z peak around 91GeV in the ee channel
(top left) and µµ channel (top right). The bottom plot shows the invariant
dilepton mass in the eµ channel. The main background comes from a Z
boson decaying into two τ leptons which further decay into an electron and
a muon. In the ee and µµ plots the order of the entries of the stacked
histogram has been reversed with respect to the legend because of the large
number of Drell-Yan events.
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applied (see 6.4.5). In addition they have to be detected in the central detector (|η| < 2.4)
and ful�l �loose� jet identi�cation cuts. These require that a jet consists of at least
two constituents and that the energy deposited in the electromagnetic and hadronic
calorimeter is each less than 99 % of the total jet energy.
As expected, one can see that the 0 and 1 jet bins are dominated by Drell-Yan back-

ground, especially in the ee and µµ channel while the top quark signal is only visible
beginning in the 2 jet bin. In the eµ channel the background is so low that even the
1 jet bin contains about 43% signal events (see table 7.5). In this bin, one of the two b
jets was not reconstructed. This is the reason that nevertheless only those events with
at least two jets are selected because two reconstructed jets need to be available for the
kinematic event reconstruction (see 7.12).
What one can also see is that the agreement of data and simulation is still good up

to high jet multiplicities. Also the QCD and W + jets backgrounds have been removed
almost completely.

7.10 Missing energy selection

As the top quarks decay into W bosons and these further decay into a lepton and a
neutrino, there is missing transverse energy in the event because the neutrinos cannot
be detected in the CMS detector. This is a further distinction to Drell-Yan events
because those do not have neutrinos and thus no missing transverse energy (Z → νν̄
events of course have missing energy, but they are lacking the two leptons).
The distribution of the missing energy is shown in �gure 7.4. At this point already

88 % of the eµ events are from the signal process, so no cut is needed in this channel.
In the ee and µµ channel the situation is di�erent. Only 35 % of the events come

from top quarks pairs, the majority are still Drell-Yan events. One can see that those
events have low missing energy, while the top events have larger missing energy. Thus
a cut requiring Emiss

T > 30 GeV is introduced after which 78 % of the remaining events
are from the signal.
Another e�ect is that the simulation doesn't describe the data well in the low Emiss

T

region. By cutting this region away, not only Drell-Yan background events are removed
but also the overall agreement between data and simulation is improved.

7.11 b tag selection

The next selection step exploits that the jets are coming from b quarks. As described in
section 6.8, these jets can be distinguished from light quark jets using the long lifetime
of the B hadrons. For this analysis the Track Counting High E�ciency algorithm is
used at the loose (10 % mistag rate) working point.
The reason to allow this rate of mistags is that the sample is already signal dominated
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Figure 7.3: Jet multiplicity after dilepton selection. The top row shows the ee channel
and µµ channel, the bottom row shows the eµ channel and the combination
of all channels. Lepton correction factors (see section 8.4) have been applied.
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Figure 7.4: Missing transverse energy after selection of two jets. The top row shows the
ee and µµ channel, the bottom row shows the eµ channel and the combination
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Figure 7.5: Multiplicity of the b tags. The top row shows the ee and µµ channel, the
bottom row shows the eµ channel and the combination of all channels.
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or in the eµ channel almost background free and thus a tighter tagging would just remove
too many signal events. As one can see in �gure 7.5 the bin with 0 tagged jets contains
most of the Drell-Yan background but not many signal events.

In principle there should be two b tagged jets in event. However there are many
signal events where only one jet was tagged while the other wasn't, for example due to
ine�ciencies in the tagging algorithm. As the rate of background events in the one tag
bin is only ∼ 20 % (∼10 % in eµ), it is bene�cial for this measurement to request only
one b tag.

In the eµ channel this requirement is not needed at all, but it is included anyway
to have a consistent b tag selection in the three channels. This is used later on in the
kinematic event reconstruction.

7.12 Kinematic event reconstruction

7.12.1 Event reconstruction as a cut

The last selection step is the kinematic event reconstruction. In contrast to the previous
steps, its main purpose is not to increase the signal purity but to reconstruct the full
kinematics of the top quarks themselves before the decay. The reconstruction does
not work in all cases and thus as a side e�ect, the amount of rejected events from the
background and the signal are di�erent.

For the inclusive tt cross section measurement, studies have been made to check if the
event reconstruction can be used for background rejection [91, 117]. In the µµ channel
the event reconstruction was used as an alternative to b tagging which was not well
understood at that time and thus lead to a larger systematic uncertainty. Without
b tagging, the kinematic event reconstruction rejects twice more Drell-Yan events than
signal events. In the eµ channel on the other hand the signi�cance of the signal was even
decreased by the event reconstruction. Also this study was done without b tagging.

After b tagging the reconstruction decreases the signi�cance in both channels and is
thus not used in recent inclusive cross section measurements [120].

7.12.2 Reconstruction

In dilepton events, the �nal states (4-momenta) of the two leptons and the two b tagged
jets can be measured but the two neutrinos escape undetected and thus only the sum
of their x and y momenta is known. Additional constraints are the masses of the W
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bosons and the equality of top and anti-top quark masses.

~Emiss =

 Emiss
x

Emiss
y

not measured

 =

px(ν) + px(ν̄)
py(ν) + py(ν̄)
pz(ν) + pz(ν̄)

 (7.2)

m(W+) = m(W−) = 80.4 GeV (7.3)
m(t) = m(t̄) (7.4)

As the neutrinos have a very low mass of less than 1 eV [12] while their momenta are in
the GeV range, one can treat them as massless:

E2(ν) = p2
x(ν) + p2

y(ν) + p2
z(ν) (7.5)

E2(ν̄) = p2
x(ν̄) + p2

y(ν̄) + p2
z(ν̄) (7.6)

Furthermore we know that the W+ decays into an anti-lepton and a neutrino. Using
the 4-momentum p we get:

m2(W+) = p2(W+) =
(
p(¯̀) + p(ν)

)2 (7.7)

and m2(W−) = p2(W−) = (p(`) + p(ν̄))2 (7.8)

Finally we know that the top quark decays into a W boson and a b quark. Again one
can calculate the mass from the decay products:

m2(t) =
(
p(b) + p(W+)

)2
=
(
p(b) + p(¯̀) + p(ν)

)2 (7.9)

and m2(t̄) =
(
p(b̄) + p(W−)

)2
=
(
p(b̄) + p(`) + p(ν̄)

)2 (7.10)

The latter two equations (7.9 and 7.10) are the ones which need to be solved. The
problem is that the six neutrino momenta are unknown while there are only 5 boundary
conditions (each 2 in equation 7.2 and 7.3 and 1 in 7.4).
To simplify this system of equations, approximations based on the large mass di�er-

ences between leptons, b quarks and top quarks are made:

m2(`)� m2(b) (7.11)
and m2(b)� m2(t) (7.12)

Finally one can transform these equations into a polynomial equation of fourth order
in any one of the neutrino components, for example in px(ν). It depends on mt and the
measured quantities pl+ , pl− , pb, pb̄ [91]:

0 =
4∑
i=0

ci(mt, pl+ , pl− , pb, pb̄)p
i
x(ν) (7.13)
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Assuming the top quark mass is known, mt can be �xed to this value and the equation
can be solved analytically. As it is of fourth order, there can be from zero up to four
meaningful solutions. For this work, a scan over the top quark mass is performed by
varying mt in 1 GeV steps from 100 to 300 GeV. This is done even though the top quark
mass is known to be 173.5 GeV [13] to account for mismeasurements and increase the
number of events which have at least one meaningful solution (see also 8.7).
The described method is similar to the MWT method described in [124].

7.12.3 Selection of the solution

The di�erent possible solutions are not the only place where an ambiguity is introduced.
There is also a problem with the jets in the event. By b tagging one can only identify
jets from a b or a b̄ quark but it doesn't distinguish between them. Thus equation 7.13
has to be solved for both permutations of the jets.
It gets even worse because only one jet is required to be b tagged to improve the

total number of signal events (see section 7.11). If a third jet (or even more) exists in
the event, all of these can originate from the second b quark. Thus there is even more
combinatorics for the jets.
In the end, this method can thus end up with a larger number of solutions for the

neutrino momentum and it has to be decided how to proceed. To do this, in [91]
Pythia has been used to simulate 10000 dilepton top pair events. The resulting neutrino
spectrum was �tted using an unbinned maximum likelihood �t with a two-dimensional
Landau distribution as shown in �gure 7.6.
The weights assigned to each solution represent the probability calculated from the

Landau distribution, i.e. a solution with Eν = Eν̄ = 58 GeV will be preferred over a
solution further away from the maximum.
The assigned weight is only the second criterion, the �rst one is the b tag information.

If solutions with two b tagged jets exist, these are preferred over solutions with only one
b tagged jet regardless of the weight. From all solutions with two tagged jets, the one
with the highest weight is taken. If no solutions with two tags exist, the solution with
one tag and highest weight is taken.

7.13 Selection summary

After the complete event selection the original goal to end with a highly signal dominated
dataset has been reached successfully. The signal fraction is 92.8 % in the eµ, 90.6 %
in the µµ and 90.4 % in the ee channel. The cuts used to achieve this high purity are
summarised in table 7.4 and the resulting event yields after several di�erent selection
steps can be found in table 7.5.
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Figure 7.6: Fit to a simulated neutrino spectrum generated with Pythia [91]. The most
probable neutrino energies, µν/ν̄ , are ∼ 58 GeV for both neutrinos; the width
σ is ∼ 22 GeV, and N is a normalisation factor irrelevant for this study.
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Channel ee eµ µµ

Trigger
p
e1(e2)
T > 17(8)GeV p

`1(`2)
T > 17(8)GeV p

µ1(µ2)
T > 7(7)GeV

isolation & id electron id or pµ1(µ2)
T > 13(8)GeV

Cleaning no HCAL noise, no beam scraping, good primary vertex

Lepton
selection

quality cuts
one muon

(see µµ channel)

and one electron
(see ee channel)

quality cuts

conv. rejection global muon

IPFrel (∆R = 0.3) < 0.17 IPFrel (∆R = 0.3) < 0.20

pT > 20 GeV pT > 20 GeV

|η| < 2.4 |η| < 2.4

Dilepton
inv. mass

mee > 12 GeV
meµ > 12 GeV

mµµ > 12 GeV

|mZ −mee| > 15 GeV |mZ −mµµ| > 15 GeV

Jets ≥ 2 particle �ow jets, anti-kT with R = 0.5, loose jet id

pT > 30 GeV, |η| < 2.4

Neutrinos Emiss
T > 30 GeV no cut Emiss

T > 30 GeV

b tag one b tagged jet, impact parameter based tagger

with 10 % misidenti�cation rate

Kin. reco. at least one solution found

Table 7.4: Summary of all cuts applied
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µ+µ− sample 2 leptons 2 jets Emiss
T b-tag kin. �t

tt signal 1088.8 833.1 710.1 664.4 588.2
other tt 3.5 2.9 2.2 1.6 1.5
tW 102.5 39.3 33.4 29.5 22.2
diboson 267.5 20.0 10.2 3.5 2.3
W 9.0 0.7 0.0 0.0 0.0
DY→ ττ 1056.3 44.5 29.4 8.6 8.0
DY→ `+`− 38565.7 1412.0 124.9 42.5 27.2
QCD 16.3 0.0 0.0 0.0 0.0
Sum MC 41109.6 2352.4 910.2 750.1 649.4
Data 44883.0 2745.0 907.0 714.0 612.0

µ±e∓ sample 2 leptons 2 jets Emiss
T b-tag kin. �t

tt signal 2655.0 2036.9 2036.9 1906.2 1706.8
other tt 21.2 17.2 17.2 15.5 14.0
tW 242.0 92.6 92.6 81.1 62.0
diboson 571.1 25.1 25.1 7.4 5.8
W 280.1 20.3 20.3 5.5 4.1
DY→ ττ 2116.1 92.5 92.5 29.3 27.2
DY→ `+`− 154.9 7.4 7.4 2.2 1.8
QCD (see below) 168.4 17.3 17.3 17.3 17.2
Sum MC 6208.7 2309.2 2309.2 2064.5 1838.8
Data 6368.0 2272.0 2272.0 1967.0 1764.0

e+e− sample 2 leptons 2 jets Emiss
T b-tag kin. �t

tt signal 979.3 743.3 632.0 590.6 518.2
other tt 13.5 11.3 9.7 8.2 7.3
tW 92.4 34.7 29.7 25.9 19.4
diboson 234.1 17.7 8.6 2.8 1.8
W 245.9 17.3 9.6 2.7 1.3
DY→ ττ 980.8 47.3 30.0 8.6 7.9
DY→ `+`− 33606.1 1241.6 92.6 28.4 17.6
QCD 358.6 0.0 0.0 0.0 0.0
Sum MC 36510.7 2113.2 812.3 667.3 573.5
Data 39317.0 2570.0 908.0 695.0 597.0

Table 7.5: Event selection yields in the di�erent channels after each selection cut. The
expected number of events in simulation corresponds to the luminosity of the
data, and correction factors (described in chapter 8) have been applied. Only
one event with a large weight remains in the QCD selection for the eµ chan-
nel (originating from the QCD_Pt-80to170_BCtoE_TuneZ2_7TeV-pythia6

sample).
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Chapter 8

Data-driven background

determination and systematic

uncertainties

In this chapter the di�erent data-driven background estimates taken into account in
this analysis are discussed. They result in scaling factors for their respective area; these
factors are applied to the Monte Carlo samples to make the simulation agree better with
data.
In addition to scaling factors which correct for shortcomings or simpli�cations in the

simulation, for example a not 100 % correctly modelled detector geometry or a cut-o�
in a calculation at leading order, another type of event weighting exists for quantities
in data which change during the data taking, i.e. the integrated luminosity and pile-up
distribution.
In addition the systematic uncertainties associated to the scaling factors and weight-

ings are described. While all uncertainties need to be taken into account for the mea-
surement of the total inclusive cross section, many uncertainties cancel out at least
partly when measuring normalised di�erential cross sections. The part that remains in
normalised cross sections is the di�erence in the shape of a distribution. Therefore the
uncertainties on the normalised results are much lower than for non-normalised results.
In this work, all systematic uncertainties are determined separately in each bin of each
measurement, so that the values given in this chapter are only typical values, de�ned
as the average uncertainty of all bins in the lepton η distribution. Especially some edge
bins with low statistics have larger uncertainties due to statistical e�ects. This can for
example be seen in symmetric distributions (η or y) where the systematic uncertainties
in the same bins on opposite sides of the distribution varies strongly.

8.1 Luminosity

When simulating events of a process, of course only a �nite number N of events can be
produced. This number should be as large as possible to get a more precise prediction of
the process. On the other hand a given process only has a certain limited cross section
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σ. This cross section has either been measured in previous experiments and/or analyses,
or it has been calculated up to a certain order. Using these values, one can assign an
equivalent MC-luminosity LMC to each sample using equation 3.3: LMC = NMC/σ.
To compare the process with data, the equivalent MC-luminosity needs to be scaled

to the luminosity Ldata delivered by the experiment. Thus the whole simulated sample
has to be weighted with the following luminosity weighting factor clumi:

clumi =
Ldata ·σ

NMC

(8.1)

This weighting is calculated and applied individually for each simulated process.
The value for the uncertainty on the data luminosity was determined to be 4.5 %

at the time this analysis was done, while the current measurement is more precise and
only has an uncertainty of 2.5 % [125]. No di�erences of the shapes are introduced
by a di�erent luminosity, so the luminosity uncertainty is irrelevant for the normalised
results.

8.2 Pile-up

8.2.1 Reweighting of the simulation

The Monte Carlo event simulation (see chapter 5) is done assuming a certain LHC setup.
However, with time the setup has changed so that for example bunches contain a larger
number of protons and beams are better collimated. Thus there are more proton-proton
interactions in a single bunch crossing. During production of the Monte Carlo events,
it was not clear how the LHC would perform and especially how the distribution of the
number of primary vertices in an event (pile-up) would look like. To be able to use the
simulation for di�erent scenarios, the vertex multiplicity was supposed to be generated
with a �at shape up to 10 vertices and then to fall o� steeply in a tail up to multiplicities
of about 20. The blue curve in �gure 8.1 shows the ideal behaviour. Due to the simulation
of out-of-time pile-up, i.e. vertices from preceding or succeeding bunch crossings, the
observed distribution (red curve) e�ectively corresponds to a convolution of the ideal
curve with a Poisson distribution at every bin, leading to a softer tail [126]. The �rst
bin (one vertex) is an exception: due to a bug with the random number generation seed
too many events were produced there.
In order to use the simulated events for a given scenario, they need to be reweighted to

match the real distribution in the LHC. This works well as long as the real distribution
peaks in the area where the simulated distribution is �at�otherwise large weights will
be given to just a few events in the tail, e�ectively reducing the statistics. Thus this
simulation can only be used for the �rst half of 2011 LHC operation, later data contains
too much pile-up.
In �gure 8.2 the vertex multiplicity is shown in events containing one muon and one

electron. On the top left plot, it is clearly visible that the simulated multiplicity does
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8.3 Trigger

Figure 8.1: Ideal (blue curve) and observed (red curve) primary vertex distribution for
simulated samples [126], including the unintended large one vertex bin.

not match the data. On the right, the plot is shown after the reweighting. Both plots
are created after the selection of two isolated leptons.
The reweighting itself is done using recommendations from the CMS pile-up reweight-

ing group [126]. This means that only in-time pile-up is taken into account, i.e. multiple
interactions which occur in the same bunch crossing. Neglecting out-of-time pile-up,
one can reweight the observed vertex distribution in the simulation to the one in the
data. Remaining di�erences between data and simulation are covered by the pile-up
systematic uncertainty.

8.2.2 Uncertainty

The uncertainty caused by pile-up is estimated by varying the mean of the vertex mul-
tiplicity up and down by 0.6 events, corresponding to the CMS recommendation [127].
These variations are shown in �gure 8.3.
When comparing with the nominal pile-up (�gure 8.2), one can clearly see the shift to

the left and right away from the data, i.e. the pile-up variation is conservative. It seems
that the data prefers a slightly higher pile-up than the nominal, but lower than the
systematic upward shift. With both shifts all cross sections are recalculated to estimate
the in�uence of the �nal result on pile-up.
Due to the pile-up removal procedure (see 6.7) and the very clean signature due to

the two leptons, the result is almost independent of pile-up, and the e�ect is usually less
than 0.5 % in all bins of the normalised measurement despite the conservative estimation
process.

8.3 Trigger

The trigger e�ciency for the used triggers has been determined in [128]. It is calculated
in events coming from a missing energy data stream. Those triggers are only weakly cor-
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Figure 8.2: Vertex multiplicity in the eµ channel before (left) and after (right) pile-up
reweighting. These plots are created after the selection of one isolated muon
and one isolated electron without any further selection.

related to the dilepton triggers because they use completely di�erent objects to trigger:
they require Emiss

T > 100 GeV, Emiss
T > 65 GeV and a central jet with pT > 80 GeV, or

Emiss
T > 45 GeV and two jets with pT > 60 GeV. The number of those events which

contain two leptons in the o�ine reconstruction is then compared to the number of
events in which also the corresponding dilepton trigger has �red.

The events with large Emiss
T , a jet and two leptons are signal like, so the e�ciencies

in data are compared to the tt MadGraph simulation. The scale factors obtained
can be found in table 8.1. Also the corresponding uncertainties are listed. They were
determined for an inclusive cross section measurement, i.e. they contain contributions
from the absolute scale. For the normalised measurement the uncertainties are smaller,
but haven't been determined. Therefore they are also used as a conservative estimate
for the normalised cross section.

Channel ee eµ µµ

Scale factor 0.977± 0.025 0.987± 0.020 0.961± 0.015

Uncertainty 2.5 % 2.0 % 1.5 %

Table 8.1: Trigger scaling factors as found in [128].
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Figure 8.3: Vertex multiplicity in the eµ channel with systematic downward (left) and
upward (right) �uctuation in the pile-up reweighting. These plots are created
after the selection of one isolated muon and one isolated electron without any
further selection.

8.4 Lepton scaling factor

The reconstruction of leptons depends on a number of factors, for example on the recon-
struction algorithm but also on the detector performance. A tag and probe method on
the Z0 peak has been used to measure the identi�cation and isolation e�ciencies [129]
with the result that they are above 80 % for electrons and above 90 % for muons in all
bins of the measurement. The simulation describes these e�ciencies correctly, so that
the remaining di�erences to data are smaller than 2 % for the identi�cation and almost
negligible (< 0.5 %) for the isolation e�ciency.
To account for possible di�erences of the leptons coming from Z events and those

from tt events (which have additional hadronic activity), another 2 % uncertainty are
added (determined in [128]), resulting in an estimate of 4 % for the total cross section.
For the di�erential cross section it is assumed that only 50 % of this leads to a di�erent
normalisation and the rest causes di�erent shapes, thus the estimate for the uncertainty
on normalised cross sections is 2 %. Taking these numbers from other analyses leads
to a rather large uncertainty, but it is su�cient for a �rst di�erential cross section
measurement.
The combined identi�cation and isolation scale factors have been measured in four dif-

ferent bins of the lepton transverse momentum and two respectively three pseudorapidity
bins for electrons and muons. The values can be found in table 8.2.
Deviations in the lepton energy scale are smaller than 1 % and neglected.
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Electrons |η| < 1.5 |η| ≥ 1.5
20 GeV ≤ pT < 30 GeV 1.0094 1.0537
30 GeV ≤ pT < 40 GeV 1.0027 1.0324
40 GeV ≤ pT < 50 GeV 0.9981 1.0110

50 GeV ≤ pT 0.9990 1.0056

Muons |η| < 1 1 ≤ |η| < 2.1 |η| ≥ 2.1
20 GeV ≤ pT < 30 GeV 1.0030 0.9984 0.9870
30 GeV ≤ pT < 40 GeV 0.9945 0.9921 0.9811
40 GeV ≤ pT < 50 GeV 0.9988 0.9901 0.9924

50 GeV ≤ pT 1.0022 0.9896 0.9947

Table 8.2: Scale factors for electrons (top) and muons (bottom table) including isolation
and identi�cation [129]. They are calculated in two (three) pseudorapidity
ranges for electrons (muons) and in four di�erent pT areas.

8.5 Drell-Yan

The most important background in the ee and µµ channels is the contribution by
Drell-Yan events. Therefore this analysis does not purely rely on the simulation for
this process. Instead, the normalisation is determined from the data by scaling the DY
contribution to the measured Z mass peak [128,130].
For this method to work, the events which were cut out by the dilepton invariant mass

cut (|mZ −m``| > 15 GeV, see section 7.8) are used. The further requirements of two
jets and missing transverse energy are also applied to these events. Then the number
of Drell-Yan events in the |mZ −m``| ≤ 15 GeV region is determined in data and the
simulation. The simulation is then scaled to the data such that the number of events
inside the Z mass peak is the same for data and simulation. The result can be seen in
�gure 8.4.
To calculate the number of observed DY events outside the Z veto N `+`−,obs

out , the
following formula is used (for `` = ee or µµ):

N `+`−,obs
out = R`+`−,MC

out/in ·

(
N `+`−

in − 1

2
N eµ
in k``

)
(8.2)

The ratio R`+`−,MC
out/in of events outside the Z mass region N out

DYMC over the number of
events inside the Z peak N in

DYMC is taken from the the DY simulation:

R`+`−,MC
out/in =

N `+`−,out
DYMC

N `+`−,in
DYMC

(8.3)

To account for the non-DY events in the number of measured events inside the DY peak
region N `+`−

in , the number of events from other processes has to be subtracted. This
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Figure 8.4: Scaling of the Drell-Yan sample in the ee (left) and µµ channels (right). The
DY contribution is scaled so that the number of events inside the Z mass
veto region (indicated with dashed lines) matches the number of data events
in this region. This is done after the missing energy cut.

number, N eµ
in , is determined in the eµ channel which does not contain DY events. Due

to the higher combinatorics for the eµ channel, a factor of 1/2 has to be applied here.
In addition, the di�erences between the selection e�ciencies in the ee and µµ channels
need to be taken into account. This is done using the k`` factors:

kee =

√√√√N e+e−
in,loose

Nµ+µ−

in,loose

= 0.96± 0.01 (8.4)

kµµ =

√√√√Nµ+µ−

in,loose

N e+e−
in,loose

= 1.04± 0.01 (8.5)

These factors are determined with a looser selection, i.e. without the missing energy
cut applied to keep a larger amount of events. This is justi�ed because the selection
e�ciency for muons and electrons should not depend on the missing energy in the event.
On the other hand the k`` factors need to be calculated from events as close to the �nal
selection as possible, therefore removing further cuts introduces larger uncertainties.
The �nal scaling factor cDY for the simulation can be calculated by dividing the

contributions from data by the ones from simulation:

cDY = DYdata/DYMC (8.6)

The resulting values can be found in table 8.3.
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Channel e+e− µ+µ−

DY MC 91.8 ± 4.2 121.8 ± 5.0
Estimate from data 116.8 ± 6.8 149.8 ± 0.8
Rout/in 0.11 ± 0.01 0.12 ± 0.01
cDY 1.27 ± 0.11 1.23 ± 0.09

Table 8.3: Data-driven Drell-Yan background estimation in the µµ and ee channels after
the missing transverse energy cut.

8.5.1 Scale factor at di�erent selection steps

In previous analyses, e.g. [91], it was found that the scale factor strongly depends on the
selection steps. While it was consistent with 1 up to the requirement of only one jet, it
went up to 2.9 after the requirement of missing energy in the µµ channel.
With the newer simulation used in this work, the agreement between data and simu-

lation got much better and the scale factor is consistent with 1 before the missing energy
cut. Table 8.4 shows the scale factors determined at the later steps.

Selection step Missing energy b tag kin. reco.
e+e− 1.27± 0.11 1.37± 0.19 1.47± 0.24
µ+µ− 1.23± 0.09 1.27± 0.16 1.30± 0.21

Table 8.4: Drell-Yan scale factors after di�erent selection steps.

One can still see increasing scale factors when tightening the cuts. This is probably
caused by mismeasured leptons in DY events which migrate out of the Z peak. Note
that these events must have initial and/or �nal state radiation to survive the jet cuts as
well as missing energy, i.e. already a mismeasured transverse momentum balance. This
imbalance might be caused by a mismeasured lepton, for example. It seems that this
e�ect is a bit larger in the data than in the simulation, and the ee channel is slightly
more a�ected than the µµ channel. However the scale factors determined after the Emiss

T

cut, after b tagging and after the kinematic reconstruction are all compatible within
their uncertainties. It was chosen to apply the scale factor determined after the Emiss

T

cut, i.e. when it �rst becomes di�erent from 1, and take the di�erences in the further
steps into account for the uncertainty.

8.5.2 Uncertainty

Because of the di�erent scaling factors in the di�erent steps, a rather large variation by
±50 % is applied to the Drell-Yan samples (DY → ee/µµ only) to determine the uncer-
tainty on the cross section. This value is a conservative choice made to account for the
di�erences in the calculated scaling factors at di�erent selection steps. In the ee channel,
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8.6 Non-Drell-Yan backgrounds

the factor ranges between 1 at loose selection steps and ≈ 1.5 at the full selection, a hint
that the simulation might have problems to describe the data correctly. And the scaling
itself does not necessarily help because it only scales the absolute DY contribution but
assumes that the shape description, i.e. the R`+`−,MC

out/in variable is described correctly.
After applying this ±50 % variation, the scale factor is recalculated before the cross

sections are determined again.
In addition, the data/simulation disagreement at low invariant dilepton masses (see

7.8) needs to be taken into account. Therefore also the cut on m`` is raised from 12
to 30 GeV as a variation. Both uncertainties are added in quadrature and the result is
taken as �nal DY uncertainty.
For the normalised results, this total uncertainty is in the order of 1.5 % for the ee

and µµ channels and about 0.5 % in the eµ channel.

8.6 Non-Drell-Yan backgrounds

All backgrounds except the the DY→ ee/µµ simulation are scaled up and down by 30 %
simultaneously to determine their in�uence. This is a rather large estimate also used in
other analyses [91, 131]. As it is not the dominant uncertainty, no attempts to reduce
this value were made.
The important backgrounds are the single top production, top quark pairs which do

not decay into dileptons, and DY events decaying into a τ+τ− pair. As the selection is
very e�cient, all remaining backgrounds together (see table 7.5) only make up about
5 % of the selected events, the resulting variation is very small: in all three channels the
variation typically leads to 0.3 % uncertainty on the normalised cross section.

8.7 Kinematic event reconstruction

As explained in section 7.12, the kinematic event reconstruction is only needed to cal-
culate the properties of the top quark. The cross section of the top quark production
does not need these quantities as input, and even di�erential cross sections (see section
9.2) can be calculated as long as they are di�erential in a quantity that can be measured
directly.
To estimate if the kinematic event reconstruction modi�es the resulting cross section,

�gure 8.5 shows the lepton pseudorapidity and transverse momentum before (red) and
after (blue) the kinematic event reconstruction for data (points) and simulation (his-
tograms). The ratio plot below shows the e�ciency, i.e. the percentage of events which
pass the reconstruction (again for data (points) and simulation (lines)).
For the pseudorapidity on the left, the e�ciency in data is in good agreement with the

simulation. In addition, the e�ciency is �at in η�only at large |η| values the it seems
to be a bit lower, but that is well covered by the statistical uncertainties. Therefore
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Chapter 8 Data-driven background determination and systematic uncertainties

it can be concluded that the reconstruction does not depend on the lepton η and no
corrections need to be applied.
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Figure 8.5: Di�erences between the number of events before (red) and after (blue) the
kinematic reconstruction. The left plot shows the behaviour in the pseudo-
rapidity and the right plot in the transverse momentum of the leptons.

This is di�erent for the transverse momentum of the leptons, a clear pT dependence
is visible. The kinematic reconstruction is obviously less e�cient for larger transverse
momenta of the leptons, both for data and the simulation. And it is also visible that
the data and simulation e�ciencies behave slightly di�erent. Therefore a scale factor for
the kinematic event reconstruction is calculated for each bin in the lepton pT , the values
can be found in table 8.5.

pT range (GeV) 20 � 40 40 � 70 70 � 120 120 � 180 > 180

scale factor 0.9940 0.9736 0.9728 0.9499 0.8201

Table 8.5: Scale factors per lepton determined for the kinematic event reconstruction in
�ve di�erent pT ranges.

As there are two leptons in the event and both have to be taken into account, the
geometrical mean is calculated as the �nal scaling factor creco from the individual scaling
factors for for the �rst (`1) and second (`2) lepton:

creco =
√
c`1reco · c

`2
reco (8.7)

Further studies on the event reconstruction have been performed with the top mass
�xed to 173 GeV and/or using only the two leading jets regardless of b tagging [132].
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8.8 Jet energy scale

The scale factor is a measure for how well the kinematic event reconstruction describes
the events in di�erent regions of the detector. Therefore the analysis is repeated with and
without applying the scale factor and the resulting di�erences are taken as systematic
uncertainty. The e�ect is 2.0 % in same �avour lepton channels and 1.7 % in the eµ
channel for absolute cross sections and typically 1 % for the normalised cross sections
(up to 4 % at large top quark momenta).

8.8 Jet energy scale

As explained in section 6.4, several corrections factors are applied to jets. The uncer-
tainty on the jet energy scale depends on the detector region (η) in which a jet is recon-
structed and on its measured momentum. The exact values can be found in [63, 133].
In this analysis the jet energy scales of all jets from all simulated samples, i.e. the re-
spective 4-momenta, are varied up and down within their uncertainty, then the complete
analysis is repeated from the beginning.
The resulting cross sections with upward and downward jet energy scale variation

are then compared to the result without any variation (nominal result). The absolute
values of the relative di�erences to the nominal result are averaged for both the up- and
downward variations in each bin of all measurements to determine the uncertainty.
The di�erence for the total inclusive cross section is between 2.3 % (µµ) and 2.4 %

(ee and eµ channel), the normalised results only change by typically 0.2 % (eµ channel)
to 0.5 % (ee channel). The typical number quoted here is de�ned as the average uncer-
tainty of all bins in the lepton η distribution. Detailed uncertainties for all bins in all
distributions can be found in �gure 8.7 on page 102.

8.9 Jet energy resolution

The jet energy resolution (JER) is de�ned as the standard deviation of a Gaussian �tted
to the jet response. It turns out to be slightly di�erent in data and simulation, so that
the resolution in the simulation is increased by default by 10 % to �t the data best [134].
The JER uncertainties are determined by varying the resolution depending on the

jet pseudorapidity: in the central detector the variations are smaller than in forward
directions. The values for the variation [134] are given in table 8.6.
The in�uence on the results has been determined by applying the variation, rerunning

the complete analysis and comparing with the nominal result, just as for the JES. Again,
upward and downward �uctuations are averaged and the typical value given for the
normalised results is the average of the lepton η uncertainties.
The result is that the JER uncertainties are smaller than the JES uncertainties, the

total inclusive cross section only changes by 1.0 % for ee, 0.8 % for µµ and 1.3 % for
the eµ channel. The typical e�ect on normalised di�erential cross section is below 1 %.
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Chapter 8 Data-driven background determination and systematic uncertainties

|η| < 1.5 1.5 ≤ |η| < 2.0 |η| ≥ 2.0

JER down 1.0 0.95 0.9

Nominal 1.1 1.1 1.1

JER up 1.2 1.25 1.3

Table 8.6: Jet energy resolution modi�cation factors [134] for the nominal setup (+10 %
everywhere) and systematic variations in three di�erent η bins.

The uncertainties for all bins in all distributions can be found in �gure 8.7 on page 102.

8.10 Hadronisation

As described in chapter 5, the event simulation contains a hadronisation step which
is based on a phenomenological description and tuning of the event generator to the
data. To determine an uncertainty on the hadronisation two di�erent programs are
used for the hadronisation step. As the MadGraph simulation was only available with
Pythia for hadronisation, two Powheg samples were selected for the signal simulation
(TTTo2L2Nu2B_7TeV-powheg-herwig6 and TTTo2L2Nu2B_7TeV-powheg-pythia6). One
of them uses Pythia, the other herwig for hadronisation. The analysis is then redone
once for each of these new signal simulations while keeping all all other simulated samples
constant. The relative di�erences between the results are �nally applied to the results
with the MadGraph simulation.
The uncertainties determined this way are about 5 % (4.9 % for ee, 4.3 % for µµ and

5.4 % for eµ) and thus dominant for the total inclusive cross section measurements. The
e�ect on di�erential measurements is much smaller, typically 1 % (ee channel) or below.
Again, the typical value is taken from the average of the lepton η. The statistics in these
samples are small, this leads to large hadronisation uncertainties for example in highest
bin of the p``T distribution where the uncertainty is ∼ 16 % (see �gure 8.7).

8.11 Mass of the top quark

Similar to the hadronisation, also for the top quark mass uncertainty deter-
mination only the signal sample needs to be varied. The default top quark
mass in the MadGraph simulation is 172.5 GeV and only simulated mass varia-
tions with a di�erence of at least ±6 GeV, i.e. 166.5 GeV and 178.5 GeV were
available (TTJets_TuneZ2_mass166_5_7TeV-madgraph-tauola and TTJets_TuneZ2_-

mass178_5_7TeV-madgraph-tauola). The top quark mass is however known to a higher
precision (172.0± 1.6 GeV [12] when the samples were created, now 173.5± 1.0 GeV
[13]), so that the variations are too large. Thus, the uncertainties determined from the
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large mass variations samples are divided by 5, corresponding to a variation of ±1.2 GeV.
The variations result in an uncertainty of 1.3 % for the µµ channel and 0.9 % for

the ee and eµ channels for the total inclusive cross section. The typical values for the
normalised di�erential cross sections are below 0.5 % for all channels.

8.12 Q2, ISR, FSR and matching scale

Uncertainties on the QCD renormalisation and factorisation scales are determined by
varying the the Q2 = m2

t +
∑
p2
T scale for hard scattering and the subsequent parton

showering simultaneously. The upward variation changes Q by a factor of 2, the down-
ward variation by a factor of 1/2 [28]. This change is done by using dedicated sam-
ples for the signal simulation (TTjets_TuneZ2_matchingup_7TeV-madgraph-tauola
and TTjets_TuneZ2_matchingdown_7TeV-madgraph-tauola) and rerunning the analy-
sis.
No additional uncertainty due to initial and/or �nal state radiation needs to be taken

into account, it is already covered by this uncertainty.
The resulting uncertainty on the total inclusive cross section is 1.7 % (eµ channel) to

3.2 % (ee channel), for the normalised cross sections the typical value is smaller than
1 % for the eµ channel, 1.3 % in µµ and 2.4 % in ee. These dedicated Monte Carlo
samples have small statistics, which is one possible source of the di�erent typical values
in the three channels.
Also dedicated tt samples are used for the variation of the matching of

parton showers to partons (TTjets_TuneZ2_scaleup_7TeV-madgraph-tauola and
TTjets_TuneZ2_scaledown_7TeV-madgraph-tauola). In the nominal sample, the
threshold for interfacing MadGraph matrix elements with Pythia's parton showering
is 20 GeV, the variations use 10 and 40 GeV instead [28]. The resulting uncertainty is
2 to 3 % for the total inclusive cross section and, the typical value for the normalised
di�erential cross sections is 0.6 to 1.1 %.

8.13 b tagging

B tagging is one of the important selection steps to separate signal events from back-
ground in the ee and µµ channels, and it is also applied in the eµ channel for consistency
and the use of the b tagging information in the kinematic event reconstruction.
The e�ciency for a jet being b tagged by the track counting algorithm at the loose

working point εb (i.e. the algorithm used in this work, see also section 7.11) as well as
the corresponding scale factor sb have been determined in [135]:

εb = 0.76± 0.01 (8.8)
sb = 0.95± 0.10 (8.9)
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As the top quarks events contain two b jets, the scale factor sb has to be converted to
represent that only one out of two b jets need to be matched:

s2 =
1− (1− εb)

1−
(

1− εb
sb

) = 0.982± 0.034 (8.10)

The uncertainty of 3.4 % is calculated by error propagation. For the di�erential cross
section, half of the value is used, i.e. 1.7 %.
These b tag values were cross checked using the eµ channel (implemented mainly

by [136]). This is done using the following method (similar to [137]): assuming that the
two leading jets are the b jets, the following relations are found:

N0 ∝ (1− ε)2 (8.11)
N1 ∝ ε(1− ε) + (1− ε)ε = 2ε(1− ε) (8.12)
N2 ∝ ε2 (8.13)

In these equations, Ni is the number of events with exactly i b tags in the two leading
jets. The probability to not tag a b jet is 1 − ε, hence the squared value yields N0.
The probability to tag both jets is ε2, and the probability for one jet to be tagged is
the combination of a tagged and an untagged jet multiplied with 2 for combinatorial
reasons.
The simple assumption that the b jets are always leading jets is however wrong, so

corrections have to be applied to the formulas 8.11 to 8.13. This is done by determining
the fractions αj of events with j b jets (j = 0, 1, 2) among the two leading jets from
the simulation. It turns out that both b jets are the leading jets in only in 64 % of the
events (α2 = 0.64), while in 32 % one jet from ISR or FSR is among the leading jets
(α1 = 0.32). In only 2 %, none of the leading two jets is from a b quark (α0 = 0.02).
Another simpli�cation in the calculation is that the rate of false positives is neglected,

i.e. b tagged jets which do not originate from a b jet (light �avour or gluon jets). This
results in the following modi�ed formulae:

N0 ∝ α0 + α1(1− ε) + α2(1− ε)2 (8.14)
N1 ∝ α1ε+ 2α2ε(1− ε) (8.15)
N2 ∝ α2ε

2 (8.16)

The e�ciency can now be calculated:

ε =
(α1 + 2α2)N2

α2(N1 +N2)
(8.17)

σε =
2α2 + α1

α2

·

√
N1N2

(N1 +N2)3
(8.18)

98



8.13 b tagging

-
 and l+l

T
p

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

-
 and l+lη

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

c
GeV 

-l+l
T

p
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

2c
GeV 

-l+lM
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

c
GeV tt and 

T
p

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

tt and y
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

c
GeV tt

T
p

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

tty
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

2c
GeV ttM

0.4 0.5 0.6 0.7 0.8 0.9 1
10×

S
F

0.6
0.8

1
1.2
1.4

 (
T

C
H

E
L)

2 )∈
1 

- 
(1

-

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

Figure 8.6: Cross check of the b tag e�ciency 1− (1− ε)2, i.e. tagging at least one out of
two jets, and the scale factor SF calculated using eµ events. The red bands
correspond to the simulation (including uncertainty), the black points show
the data. The plots show the nine di�erent variables in which the di�erential
cross section are measured.

99



Chapter 8 Data-driven background determination and systematic uncertainties

Cross section type total di�erential
Channel µµ ee eµ µµ ee eµ
Trigger e�ciency 1.5 2.5 2.0 1.5 2.5 2.0
Lepton selection 4.0 4.0 4.0 2.0 2.0 2.0
Backgrounds (other) 1.9 2.4 2.2 0.3 0.3 0.3
Backgrounds (DY → µµ / ee ) 3.1 2.1 0.1 1.6 1.4 0.5
Jet energy scale 2.3 2.4 2.4 0.3 0.5 0.2
Jet energy resolution 0.8 1.0 1.3 0.4 0.5 0.5
Emiss

T / pile-up 0.3 0.3 0.1 0.4 0.4 0.3
B-tagging 3.4 3.4 3.4 1.7 1.7 1.7
Kinematic �t 2.0 2.0 1.7 0.5 0.5 0.5
Hadronisation 4.3 4.9 5.4 0.6 1.0 0.3
Top quark mass 1.3 0.9 0.9 0.3 0.5 0.2
Q2 scale 2.1 3.2 1.7 1.3 2.4 0.6
ME/PS threshold 2.2 2.8 1.2 1.1 0.6 0.6
BR (tt̄→ ``+X) 1.5 1.5 1.5 � � �
Luminosity 4.5 4.5 4.5 � � �
Total error 12.2 12.3 11.3 4.0 4.8 3.6

Table 8.7: Summary of the systematic uncertainties (given in %). The left columns
correspond to the calculation of the total cross section, the right side shows
typical values (the average uncertainty of all bins in the lepton η distribution,
see also �gure 8.7) for the normalised di�erential cross section.

The results from this calculation can be found in �gure 8.6 for all the observables
in which di�erential cross sections are calculated. One can see that the scale factors
are reasonably �at and in agreement with the �at overall factor of (98.2 ± 3.4) % as
calculated from [135].

8.14 Summary of the uncertainties

Table 8.7 summarises the uncertainties for the total cross section as well as the nor-
malised di�erential cross sections. The total error is calculated by summing the indi-
vidual contributions in quadrature, resulting in approximately 12 % uncertainty for the
total cross section, while the typical uncertainty on normalised cross section is only in
the order of 4 %.
Detailed values for the di�erential cross section measurement where the uncertainties

are shown for all bins of the measurement separately are given in �gure 8.7. The plots
show the squares of the all uncertainties in all bins, so one has to be careful when
reading o� the total value. The squares have been chosen because the uncertainties
are added in quadrature and the plot thus allows to read the sum and the individual
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8.14 Summary of the uncertainties

contributions. What is apparent is that the uncertainties in the high invariant mass,
high pT or outer (pseudo-)rapidity bins are rather large. This is mainly caused by low
statistics in the simulation in these bins. While individual values for the three channels
were given in this chapter, the �gures show the combination of the three channels which
is explained in section 9.1.1, the corresponding plots for the separate channels can be
found in appendix B.
Figure 8.8 shows the statistical uncertainties, the sum of the systematic uncertainties,

and the total uncertainty in all bins. The systematic uncertainties are further split
into experimental uncertainties and assumptions in the modelling (hadronisation, Q2,
matching scale, top quark mass). One can see that the statistical error is still the largest
contribution but further analyses with more data will also have to reduce the model
uncertainties, especially for the top quark and top quark pair quantities.

101



Chapter 8 Data-driven background determination and systematic uncertainties

2c
GeV 

-
l+lm

50 100 150 200 250 300 350 400

2
 

σσ ∆  
 

∑

0

0.002

0.004

0.006

0.008

0.01

0.012 JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

c
GeV 

-l+l
T

p

0 50 100 150 200 250 300 350 400

2
 

σσ ∆  
 

∑

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

-
 and l+lη

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

2
 

σσ ∆  
 

∑

0

0.0005

0.001

0.0015

0.002

0.0025

JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

c
GeV 

- and l+l
T

p

50 100 150 200 250 300 350 400

2
 

σσ ∆  
 

∑

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

c
GeV tt and 

T
p

0 50 100 150 200 250 300 350 400

2
 

σσ ∆  
 

∑

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02 JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

tt and y

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

2
 

σσ ∆  
 

∑

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018
JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

2c
GeV ttm

400 500 600 700 800 900 1000

2
 

σσ ∆  
 

∑

0

0.01

0.02

0.03

0.04

0.05

JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

c
GeV tt

T
p

0 50 100 150 200 250 300 350 400 450 500

2
 

σσ ∆  
 

∑

0

0.002

0.004

0.006

0.008

0.01

JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

tty

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

2
 

σσ ∆  
 

∑

0

0.1

0.2

0.3

0.4

0.5

0.6 JER
JES
BG
DY
BTAG
Trigger Eff.
Lepton Model
Pile-Up
KIN FIT
Q2 scale
Top mass
ME/PS matching
Hadronisation

Figure 8.7: The plots show the squares of the systematic uncertainties in all bins of
all measured cross section quantities. All three decay channels have been
combined (see section 9.1.1) for the result.
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8.14 Summary of the uncertainties
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Figure 8.8: Comparison of the relative systematic (model and experimental) and statis-
tical uncertainties in all bins of all measured cross section quantities. All
three decay channels have been combined for the result.
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Chapter 9

Results

In this chapter the calculation of the cross sections resulting from this work is explained.
For the three dilepton decay channels and their combination the results are given. All
cross sections are always determined after the full event selection as described in chapter
7 and of course also after applying all corrections and scale factors as described in chapter
8.
The main result of this work are the di�erential cross sections which are described in

section 9.2. Before that, the total inclusive cross section is calculated in section 9.1 as a
cross check with other analyses.

9.1 Total inclusive cross section

The total inclusive cross section σtt for the production of top quark pairs is calculated
using the following formula:

σtt =
NData −NBG

L · ε ·BRtt→``X
(9.1)

In this formula, the nominator contains the number of measured top quark events con-
sisting of the di�erence between NData, the number of events measured in data, and NBG,
the number of background events estimated from the simulation. The denominator con-
tains the integrated luminosity L of the analysed dataset, the branching ratio BRtt→``X
describing the ratio of top quark pairs decaying into �nal states with two leptons (elec-
trons or muons) (see equations 2.7 to 2.9), and the signal e�ciency ε. It is determined
from the ratio of simulated signal events which survive the complete selection and in-
cludes the simulated detector acceptance. In addition, the corrections for the trigger,
the lepton isolation and identi�cation, the b tagging, and the kinematic reconstruction
e�ciency are applied.
Due to the selection cuts on the lepton and jet momenta and pseudorapidities, the

event rate is only measured in a limited phase space. The simulation on the other
hand covers the full phase space, so that the e�ciency factor here also extrapolates the
measured cross section to the full phase space.
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Channel NData NBG ε BR
ee 597 59.7 0.146 0.01668
eµ 1764 131.2 0.245 0.03284
µµ 612 67.4 0.166 0.01616

Table 9.1: Summary of the measured number of events, the estimated background and
the e�ciency (extracted from table 7.5). The branching ratios are slightly dif-
ferent from equations 2.7�2.9 because the MadGraph samples are produced
with equal branching ratios for all W → lν processes (but di�erent branching
ratios for the τ decays).

The number of signal and background events are summarised in table 9.1. With those
values, the total inclusive tt cross sections is determined individually for each channel:

σeett = 193.5± 8.8 (stat.)± 21.7 (syst.)± 8.7 (lumi.) pb (9.2)
σµµ

tt
= 177.2± 8.0 (stat.)± 19.8 (syst.)± 8.0 (lumi.) pb (9.3)

σeµ
tt

= 177.7± 4.6 (stat.)± 18.2 (syst.)± 8.0 (lumi.) pb (9.4)

The combinatorics due to the decay of two W bosons (WW → eµ and WW → µe)
lead to twice as many produced eµ events as ee or µµ events. In addition, also the
e�ciency is higher because there is no Z mass cut in the eµ channel. It is therefore the
expected result that the cross section measured in the eµ channel delivers the best result.
The statistical error is about half the size of the other channels and also the systematic
uncertainty is slightly smaller in this channel. This is mainly due to a smaller background
contribution from Drell-Yan events.
However, the general systematic uncertainty is rather large in all channels and the

result is not competitive with dedicated cross section measurements, e.g. [138]. As the
main focus of this work is the measurement of di�erential cross sections, no further
studies have been made to reduce these uncertainties.

9.1.1 Combination

Even though the result from the eµ channel is best, the same quantity is measured in
all three channels, so one can combine the results. Due to the unambiguous assignment
of an event to just one channel (see section 7.7.1), these are statistically independent.
Thus, the individual results can be weighted by their statistical uncertainty:

σcombinedtt =

∑
i
σi
δσ2

i∑
i

1
δσ2

i

where i ∈ ee, eµ, µµ (9.5)

106



9.2 Di�erential cross sections

The statistical error of the combination is the inverse quadratic sum:

δσ =
1√∑
i

1
δσ2

i

(9.6)

The systematic error is not calculated by simple error propagation because the uncer-
tainties are correlated in the three channels. Thus the systematic uncertainties of the
individual channels are ignored for the combination. Instead, the central value of the
combined cross section is calculated for the systematics variations. The di�erence be-
tween the combined result for the nominal setup and the combined result for a systematic
variation is then taken as the uncertainty for this variation. In those cases where both
upward and downward �uctuation were available, the average of the relative individual
uncertainties was taken as uncertainty. This is done for all systematics determined in
this work. For the b tagging the same value as for the individual channels is taken for
the combination because there is no reason that b tagging could behave di�erently in
the three channels. On the other hand the e�ciencies for the triggers and the lepton
selection could be di�erent in the three channels. So here the inverse quadratic sum
(see equation 9.6) is used to calculate the combined uncertainties (1.1 % for the trigger,
2.3 % for the lepton selection).
Using this combination method, the result is

σcombinedtt = 180.4± 3.6 (stat.)± 17.1 (syst.)± 8.1 (lumi.) pb (9.7)

The latest dedicated inclusive dileptonic tt cross section measurement in CMS is [139],
where a result of σtt = 169.9± 3.9 (stat.)± 16.3 (syst.)± 7.6 (lumi.) pb was determined.
The measurement presented in this thesis yields a slightly larger cross section, but the
di�erence is covered by only 60 % of the systematic uncertainty. When looking at
the separate channels, the ee channel gives about 16 pb larger results than the other
channels and is signi�cantly larger than other measurements. The reason for this is
currently unknown. Using a newer global tag, i.e. more accurate detector geometry and
calibration constants lead to a slightly lower cross section in the ee channel [140] but
the general trend remains. A hint for the problem in ee was already that the Drell-Yan
scaling (see table 8.4) is larger in the ee channel compared to the µµ channel, especially
at the later selection steps. However, the total inclusive cross section measurement is not
the main goal of this work and the whole measurement is dominated by the eµ channel
anyway. Therefore no further studies were made on the ee channel.

9.2 Di�erential cross sections

The main result of this work are normalised di�erential tt cross sections:

1

σ

dσ

dX
(9.8)
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A di�erential cross section dσ/dX in the quantity X describes how the the inclusive
cross section is distributed over this quantity, e.g. if X is the invariant mass of the tt
system, the di�erential cross sections can tell us the cross section for the tt production
at a given invariant tt mass. In this speci�c distribution, one would expect a zero cross
section below 2mt (or almost zero because of the natural width of the top quark mass),
a steep rise at 2mt and then a falling distribution. Should for example a new resonance
exist that can decay into a tt pair, one would see a peak at the corresponding mass.
Apart from mtt, the di�erential cross sections are measured as a function of the trans-

verse momentum and invariant mass of the dilepton system p``T and m``, and as func-
tion of the transverse momentum and the pseudorapidity of single leptons p`

+ and `−
T and

η`
+ and `− . As a result of the event reconstruction, the di�erential cross sections can also

be measured as a function of the the transverse momentum and rapidity of both the
top and antitop quarks pt and t̄T and yt and t̄ as well as for the invariant tt system ptt

T and
ytt. The many variables test the predictions in di�erent areas, for example for a correct
modelling of higher order corrections or the PDF set. A good event generator and/or
QCD calculation should be able to predict all distributions correctly.

9.3 Visible phase space

In order to be more independent of the simulation, the di�erential cross sections pre-
sented here are only given for the phase space in which they can be measured (visible
phase space) and no extrapolation to the full phase space like in section 9.1 is done.
To achieve this, the selection e�ciency determined from the Monte Carlo simulation is
calculated only after applying cuts on generator level corresponding to the visible kine-
matic range. The cuts applied on generator level are the following (see chapter 7 for
reconstruction level cuts):

pgenT (`) > 20 GeV and |ηgen(`)| < 2.4 (9.9)
pgenT (b quark) > 30 GeV and |ηgen(b quark)| < 2.4 (9.10)

Here the phase space is de�ned on parton level before �nal state QCD radiation (cor-
responds to status 3 particles in MadGraph). The requirements are also placed on
the b quark directly instead of a (generator-level) jet. The di�erence between these def-
initions of b jet is the treatment of the hadronisation modelling: only the cuts on the
hadron level (generator jet) depend on it while the b quark cut doesn't. This means
when correcting the result back to parton level instead of hadron level, one has to take
gluon radiation and hadronisation e�ects into account. This has been done in this work.
The parton level cut was also synchronised with the other analyses made public in the
preliminary CMS results [141].
For the planned publication of the full 2011 data (shown in the chapter 10), this cut

has been changed to hadron level, i.e. the cross section de�nition has changed. When
applying the cut on the b jet one �rst needs to de�ne unambiguously what a b jet exactly
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is. Here, generator level b jets have been de�ned as those jets which contain a daughter
particle from the b quark. If multiple jets exist which contain daughters of the same
b quark, only the one with highest pT is considered to be a b jet.

9.4 Normalisation

Given any of these di�erential cross sections, one can integrate over the corresponding
variable and retrieve the total cross section (in the given phase space). In this work
however only normalised di�erential cross sections are presented, i.e. the di�erential
distribution is divided by the measured total cross section (in the visible phase space),
so that the integral has value one. In the plots, some distributions (e.g. pT ) are cut o�
at a certain value so that the integral in the plot range is smaller than one.
The reason for the normalisation is that all uncertainties which only have an in�uence

on the total cross section cancel out. Only uncertainties on the shape of a distribution
remain. When comparing data to di�erent predictions, it is thus easier to see if the shapes
are modelled correctly. The cancelling of uncertainties is also described in chapter 8.

9.5 Bin-by-bin calculation

As any measurement, this one also doesn't have in�nite detector resolution and statistics.
Therefore, the cross sections cannot be measured di�erentially in a mathematical sense.
Instead several bins of X are measured, and formula 9.8 is modi�ed:

1

σ

dσ

dX
−→ 1

σ

∆σ

∆X
(9.11)

Combining this with equation 9.1 leads to the following formula to calculate the cross
section for a given bin i (with ∆X i being the bin width of bin i):

1

σ

∆σi

∆X i
=

1

σ

N i
Data −N i

BG

L · εi · ∆X i
(9.12)

Analogous to the total cross section calculation, N i
Data is the number of measured events

in bin i, which is corrected by the background estimate in that bin N i
BG from the

corrected simulation. The luminosity L appears twice: once explicitly and once inversely
in the total cross section σ. Thus it cancels out completely and the results neither depend
on the luminosity nor have an uncertainty associated to it. The e�ciency εi corrects for
detector acceptance and e�ciencies in bin i in the visible phase space region as de�ned
in equations 9.9 and 9.10.
As described in 9.1.1 for the total cross section, the statistical error is based on N i

Data,
while the whole analysis is rerun for all the systematic variations. The uncertainty is
then determined separately in every bin of every distribution. Also here the three dilep-
ton channels can be combined using their statistical uncertainties, and the systematic
uncertainty is then determined from the variations of the combined result.
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Chapter 9 Results

9.5.1 Purity, stability, and e�ciency

While there can be many small bins in X for the simulation, the measurement might
only allow a few larger bins. The reason is that the limited detector resolution leads
to migration of events from one bin into other bins. For small mismeasurements, an
event usually does not migrate at all. If it migrates, then mostly to an adjacent bin, but
also migrations into bins further away are possible. Useful values to quantify migrations
are the e�ciency εi, the purity pi, and the stability si which are determined from the
simulation:

εi =
N i
rec

N i
gen,tot

(9.13)

pi =
N i
gen and rec

N i
rec

(9.14)

si =
N i
gen and rec

N i
gen

(9.15)

The e�ciency describes the fraction of those events which were reconstructed in the
bin i (N i

rec) out of the total number of events which were totally generated in that bin
(N i

gen,tot). The total denotes that it is the number before the selection, i.e. ε
i contains

the detector acceptance and reconstruction e�ciency in the visible phase space.
For purity and stability, only events which pass the selection are considered. The

purity is the quotient of the number of events which were generated and reconstructed
in a bin N i

gen and rec over the number of events which were reconstructed in that bin N i
rec.

It is a measure for the migration into the bin: the maximum of pi = 1 is achieved when
there is no migration from events into the bin i, and the minimum of pi = 0 corresponds
to the situation where all events reconstructed in the bin i were generated in other bins.
The stability quanti�es the migration out of a bin. It is de�ned as the number of

events which are generated and reconstructed in a bin N i
gen and rec over the number of

generated events N i
gen. Thus it ranges from si = 1, meaning no event migrates out of

the bin to si = 0 where all events generated in bin i have migrated to other bins.
In �gure 9.1 the correlation plot for the transverse momentum of the leptons is shown

on the left. It is a two-dimensional histogram showing the relation of the reconstructed
value on the y axis with respect to its true value on the x axis. A measure for the
linear dependence of these two quantities is given by the correlation coe�cient % which
can take values from −1 (anti-correlated) to 1 (100 % correlated, optimal case). The
correlation can be calculated with the following formula (cov is the covariance) [142]:

%(Xreco, Xgen) =
cov(Xreco, Xgen)

σ(Xreco) ·σ(Xgen)
(9.16)

To calculate purity and stability, the correlation plot is binned, in this case into 6 bins
and formulas 9.14 and 9.15 can be applied. The result can then be seen on the right
side of �gure 9.1. In addition, the e�ciency is shown.
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Figure 9.1: Left: correlation plot for the pT of both leptons. The x axis shows the true
pT and the y axis the corresponding value after the reconstruction. The
correlation coe�cient is 0.94. Right: purity, stability as calculated from
the correlation and e�ciency are shown. The plots show the combination
of the three decay channels (i.e. the correlation plot is the sum and the
purity/stability/e�ciency plot shows the weighted average).

When choosing the binning, one has to take into account several things. On one hand
the binning should be as �ne as possible to measure really di�erentially. On the other
hand �ne binnings have disadvantages: the migration e�ects are larger and thus purity
and stability get smaller. And in low statistics regions the uncertainty will become
large for �ne bins. So the bins have �nally been chosen such that they have (with few
exceptions) better than 60 % purity and stability. Additional considerations were to have
an even number of bins in symmetric distributions (η, y) and that the bin boundaries
should have �round� numbers, i.e. for the pT the bin boundaries were placed at integer
multiples of 10 GeV, for η and y only values with one digit after the decimal point were
considered.
After the binning has been chosen, one can plot the event yield which is simply a

count of the number of events which were measured in the speci�c bins. The result is
shown in �gure 9.2 (left).

9.5.2 Cross section calculation

Finally equation 9.12 is used to convert the event yield into the di�erential cross section
as shown on the right of �gure 9.2. The plot shows the transverse momentum of the
leptons on the abscissa and the normalised di�erential cross section on the ordinate. To
compare the results with QCD expectations, three di�erent predictions are shown: the
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Figure 9.2: Left: yield plot for the pT of the leptons. The hatched error band corresponds
to the uncertainties on the luminosity and the tt cross section. Right: the
resulting cross section plot with comparison to MadGraph (red histogram
and red line), MC@NLO, and Powheg. The error band on MC@NLO in-
cludes the uncertainty on the PDF, on mt and on the Q2 scale variation. The
inner error bars for the data points correspond to the statistical uncertainty,
the outer error is the total uncertainty. The plots show the combination of
the three decay channels.

green line shows the results from Powheg and the blue line corresponds toMC@NLO.
The error band comprises the uncertainty on the PDF determined using PDF4LHC
recommendations [143] and the variations on the top quark mass and Q2 scale. The
MadGraph simulation on which the bin by bin calculation is based is shown twice:
in a smooth curve and as a binned histogram. The bins of the histogram correspond
to the bins of actual measurement which only determines a delta cross section (see
equation 9.11), i.e. the bin values quantify the normalised bin-average cross section.
The MadGraph curve on the other hand was created using a very �ne binning and
thus corresponds to the di�erential cross section.
The measured data is shown using black points with two error bars. The inner error

bars correspond to the statistical uncertainty only, the outer error bars visualise the
squared sum of the statistical and systematic uncertainty.

9.5.3 Placement of data points

The measurement only provides information about the average cross section in the whole
bin but no information about the position inside the bin where the average corresponds
to the di�erential cross section. To avoid putting the point into the middle of the bin
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9.6 Di�erential sections in further quantities

with error bars in x corresponding to the bin size, horizontal bin centre corrections are
applied [144]. The bin centre correction places the data point to that position where
the bin-average cross section equals the di�erential cross section according to the Monte
Carlo prediction. No uncertainty is assigned to this position.
The bin centres are purely determined from the MadGraph simulation. Therefore

on can read o� bin centres using the binned and smooth MadGraph curves: the bin
centres correspond to those positions where the binned histogram and the smooth curve
intersect. This is particularly visible in the two rightmost bins of the p`

+ and `−
T distribu-

tion: the bin centre correction moves the data points to the left.
One could also use other generators for the bin-by-bin e�ciency calculation and then

later for the bin centre corrections. In this work, Powheg and MC@NLO are shown
to compare with the MadGraph generator and of course with data.
The advantage of the bin centre correction is that it makes it easier to compare

the measurement to a theory prediction as the measured cross sections can now be
assigned an exact position corresponding to a di�erential measurement. When another
measurement is done in a di�erent binning and bin centre corrections are applied as well,
one can put all measured points into the same plot and thus compare more easily.
However, one needs to take care of situations in which the smooth curve intersects the

binned histogram more than once. In that case one can choose any one of the intersection
points. As this can easily lead to confusion, the binning is chosen such that this does
not happen. This is also one of the reasons for an even number of bins in symmetric
distributions.

9.5.4 Discussion of the result

From the di�erential cross section shown in �gure 9.2, one can learn that the theory
describes the data very precisely. The predicted spectrum seems to be just a little bit
softer but on the other hand the deviations from the data are within the uncertainties.
Also the three generators, MadGraph, MC@NLO, and Powheg predict almost iden-
tical distributions and cannot be distinguished from each other. Therefore this quantity
is described equally well with a tree level calculation with added parton showering and
the next-to-leading order calculations.

9.6 Di�erential sections in further quantities

In the following the corresponding four plots, i.e. the correlation, the purity, stability
and e�ciency, the yield, and the di�erential cross section are shown for the other eight
quantities. This chapter only includes the plots in which all three decay channels have
been combined because the results in the di�erent channels are similar and the �nal
result is dominated by the eµ channel anyway. The plots for the separate channels can
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be found in appendix A. The combination plots are repeated in the appendix so that a
direct comparison is possible.
Furthermore, the results for all lepton quantities are summarised in table 9.2 and all

results for top quantities can be found in table 9.3. These tables list the bin centres, the
measured cross sections and the uncertainties in all bins individually.

9.6.1 Lepton pseudorapidity

The lepton pseudorapidity has an excellent correlation between reconstructed and gener-
ated value, i.e. the direction of the leptons is measured very precisely. Therefore purity
and stability are larger than 95 % in all bins, as shown in �gure 9.3. A very good agree-
ment between data and the predictions is found and again the three calculations predict
similar distributions. MadGraph produces the leptons a bit more centrally than the
other generators but the e�ect is smaller than the statistical uncertainty of the data.
The data is a little bit asymmetric, speci�cally the bin between η = 0 and 0.6 seems

to have �uctuated downward while the bin between η = 1.2 and 1.8 has �uctuated
upward not only with respect to the simulation but more importantly with respect
to the negative η bins where the agreement between data and simulation is very good.
Ignoring the uncertainties, it seems that the data is a bit less central than the predictions
and thus disfavouring MadGraph compared to MC@NLO or Powheg.
If one considers the individual channels (�gure A.2), one can see that this e�ect is

larger in the channels with muons while the ee channel is more symmetric. This is
probably a statistical e�ect, but if it remains present with more statistics, it could also
give a hint to a problem with the simulation of the muon system because there is no
known physics process which could lead to such an asymmetry in one bin. More data is
needed here to draw conclusions about this.
The very high purity and stability in this distribution may also be used to measure

in even more bins. To keep the statistical uncertainties small, this should only be done
once more integrated luminosity is available.

9.6.2 Lepton pair transverse momentum

The lepton pair transverse momentum is an interesting quantity because it is sensitive
to higher order QCD e�ects. The correlation between the generated and reconstructed
pairs is good, and most events are in the region below 100 GeV as visible in �gure 9.4.
Therefore this region was divided into �ve bins while only two bins cover the larger
region up to 400 GeV. Stability and purity are about 80 to 90 %, only the �rst small
bin has a slightly lower purity.
In this plot again a good agreement of the predictions with the data is found. Due to

limited statistics the tail of the distribution has been smoothened (see appendix C for an
explanation how the smoothing is done). One can see thatMadGraph predicts a softer
distribution than MC@NLO or Powheg which both lead to almost identical, slightly
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Figure 9.3: Top row: correlation between generated and reconstructed η`
+ and `− and cal-

culated purity, stability and e�ciency. Bottom row: event yield on the left
and the normalised di�erential cross section on the right.
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purity, stability and e�ciency. Bottom row: event yield on the left and the
normalised di�erential cross section on the right. In the appendix (�gure A.3
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harder distributions. The data seems to prefer a harder spectrum than what Mad-
Graph predicts, but maybe a softer spectrum than the NLO predictions. Nevertheless,
the NLO predictions �t the data better.

9.6.3 Lepton pair mass

Like the other lepton quantities, also the lepton pair mass has a high correlation between
the generated and reconstructed values and thus a high purity and stability above 80 %
as shown in �gure 9.5. The binning in lepton pair mass has a constraint due to the cut
on the Z mass in the ee and µµ channel: there is one bin from 76 to 106 GeV covering
this veto region��lled only by contributions from the eµ channel. For the rest of the
distribution, all three channels are used. This also explains the drop of e�ciency and
the drop in the event yield in that bin. The regions below 76 and above 106 GeV are
then split into two bins each.
For the invariant lepton pair mass the three predictions are again so similar that one

can barely distinguish between them and furthermore the data again proves that their
quality is very good.
Also in this lepton distribution the number of bins could be increased in future mea-

surements. This could be interesting because new resonances would not only be visible
in mtt but also in this lepton-based distribution. While the leptons are measured with
high accuracy, the resolution of a possible peak would not be good due to the decay
process. One would have to study if this distribution has enough sensitivity nonetheless.
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Figure 9.5: Top row: correlation between generated and reconstructed m`` and calcu-
lated purity, stability and e�ciency. Bottom row: event yield on the left and
the normalised di�erential cross section on the right.
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Lepton transverse momentum

bin centre [GeV] bin [GeV] 1/σdσ/dp`
+ and `−
T stat. [%] sys. [%] total [%]

29 20 to 40 0.02040 2.2 4.0 4.6
55 40 to 70 0.01230 2.3 2.5 3.4
92 70 to 120 0.00359 3.3 4.6 5.6
145 120 to 180 0.00059 7.3 9.1 11.7
243 180 to 400 0.00002 21.5 21.5 30.4

Lepton pseudorapidity

bin centre bin 1/σdσ/dη`
+ and `− stat. [%] sys. [%] total [%]

−2.10 −2.4 to −1.8 0.06927 7.4 3.8 8.3
−1.48 −1.8 to −1.2 0.16551 4.6 2.9 5.4
−0.89 −1.2 to −0.6 0.26305 3.5 3.1 4.7
−0.36 −0.6 to 0.0 0.34199 3.1 2.7 4.1
0.39 0.0 to 0.6 0.31084 3.2 2.7 4.2
0.90 0.6 to 1.2 0.26033 3.5 3.0 4.6
1.47 1.2 to 1.8 0.17663 4.5 2.9 5.3
2.10 1.8 to 2.4 0.07596 7.0 3.9 8.0

Lepton pair transverse momentum

bin centre [GeV] bin [GeV] 1/σdσ/dp``T stat. [%] sys. [%] total [%]
5 0 to 10 0.00161 15.6 9.7 18.4
15 10 to 20 0.00511 9.0 9.3 12.9
29 20 to 40 0.00807 4.9 5.5 7.4
45 40 to 60 0.01148 4.1 6.0 7.3
82 60 to 100 0.00948 3.2 2.7 4.2
123 100 to 150 0.00280 5.5 8.1 9.8
212 150 to 400 0.00005 19.7 20.5 28.4

Lepton pair mass

bin centre [GeV] bin [GeV] 1/σdσ/dM `` stat. [%] sys. [%] total [%]
32 12 to 50 0.00439 4.7 4.8 6.7
60 50 to 76 0.00817 4.1 4.8 6.3
93 76 to 106 0.00794 5.1 3.9 6.4
144 106 to 200 0.00312 3.4 3.5 4.9
273 200 to 400 0.00035 7.2 8.3 10.9

Table 9.2: Summary of the normalised di�erential cross section as a function of the
lepton and lepton pair observables.
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9.6.4 Top quark transverse momentum

After having discussed the lepton quantities in the previous section, now the top quark
distributions are shown. As described in section 7.12, the top quark quantities need to
be reconstructed with a kinematic event reconstruction. The �rst top distribution shown
here is the pT distribution for the top quarks. The �rst apparent di�erence is that the
correlation between the generated and reconstructed pt and t̄T is 0.67 and thus smaller than
for all the lepton quantities (see �gure 9.6).
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Figure 9.6: Correlation between generated and reconstructed pt and t̄T .

This is due to the underconstrained event information due to the unmeasured neu-
trinos. As a consequence, purity and stability are also smaller and only in the order of
50 %. Therefore tests about the introduced bias have been made, see appendix D. The
outcome is that only a small bias is introduced as long as the simulation describes the
data reasonably, which is the case here. In �gure 9.7, the normalised cross section plot
is shown twice, in logarithmic and in linear scale.
The top quark transverse momentum itself is sensitive to higher order corrections

and possibly to processes beyond the Standard Model, but again the data agrees well
with all three predictions. It could be that the simulation overestimates the transverse
momentum, i.e. that the data is softer. However, the uncertainties are too large to prove
that.
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Figure 9.7: Top row: calculated purity, stability and e�ciency (left) and event yield
(right). Bottom row: the normalised di�erential cross section in logarithmic
(left) and linear (right) scale.
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9.6.5 Top quark rapidity

For the rapidity of the top quarks the correlation is 0.80, i.e. larger than for the pT . In
the top right plot of �gure 9.8 one can see that the e�ciency becomes small for larger
rapidities, i.e. the measurement works better for central top quarks. This can also be
seen in less than 30 % stability in the outermost bins, i.e. here many events migrate
out of these bins and into the central bins. As the number of events in the outer bins is
small, the purity is not much a�ected and stays in the order of 60 % in all bins.
In the event yield and resulting cross section, an excellent agreement between data and

the predictions is found. The three generators behave similarly although MadGraph
has a slightly more central shape than the NLO calculations MC@NLO and Powheg
which lie on top of each other. The measured data however cannot tell them apart. A
central bin at |y| < 0.2 could help here but on the other hand the di�erence between
MadGraph and the other two generators is fully covered by their uncertainty.
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Figure 9.8: Top row: correlation between generated and reconstructed yt and t̄ (rapidity
for top and antitop quarks) and calculated purity, stability and e�ciency.
Bottom row: event yield on the left and the normalised di�erential cross
section on the right. MC@NLO and Powheg lie on top of each other.
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9.6.6 Top quark pair transverse momentum

The remaining three quantities are the ones determined from the top-antitop pair. The
�rst top pair cross section shown here is its transverse momentum ptt

T . The correlation
in this variable is 0.75, purity and stability are about 60 % for the chosen binning.
Again the measured normalised di�erential cross section is in excellent agreement with

all three predictions, as can be seen in �gure 9.9.
Using the ptt

T one can check if higher order corrections are simulated correctly. Without
the higher orders, the top quark pair would always be produced without any transverse
momentum. Obviously this isn't the case and the predictions show that the cross sec-
tion is largest at approximately ptt

T = 18 GeV and falls o� fast for larger transverse
momenta. As the data supports this, it can thus be concluded that all three predictions
are su�ciently precise.

9.6.7 Top quark pair rapidity

Similar remarks as made for the top quark rapidity also apply for the rapidity of the
top quark pair. Not only the correlation for the rapidity, here 0.89, is again larger than
the one for the transverse momentum, but also the purities, stabilities and e�ciencies
look similar (see �gure 9.10). While the purity is about 70 % in all bins, the stability
and e�ciency go down to only 20 % in the two outermost bins.
The top quark pair rapidity is sensitive to the gluon PDF at high x, but once again the

agreement between data and the predictions is excellent, and all the three predictions
are exactly on top of each other. No hints for problems in the PDFs or other parts of
the calculations are found in this distribution.

9.6.8 Top quark pair invariant mass

The last quantity in which the normalised di�erential cross sections are measured is the
invariant mass of the tt system. As described already in section 9.2, this quantity is
sensitive to new resonances which could decay into a top and antitop quark pair.
The correlation between the generated and reconstructed invariant tt mass is only

0.62 and therefore also the purity and stability are rather small, i.e. in the order of only
40 %, see �gure 9.11.
Also in this distribution, the agreement between data and the predictions is very good

and nothing unexpected is found.
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Figure 9.9: Top row: correlation between generated and reconstructed ptt
T (transverse

momentum for top and antitop quarks) and calculated purity, stability and
e�ciency. Bottom row: event yield on the left and the normalised di�erential
cross section on the right.
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Figure 9.10: Top row: correlation between generated and reconstructed ytt and calcu-
lated purity, stability and e�ciency. Bottom row: event yield on the left
and the normalised di�erential cross section on the right.
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Figure 9.11: Top row: correlation between generated and reconstructed mtt and calcu-
lated purity, stability and e�ciency. Bottom row: event yield on the left
and the normalised di�erential cross section on the right.
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Top quark transverse momentum

bin centre [GeV] bin [GeV] 1/σdσ/pt or t̄
T stat. [%] sys. [%] total [%]

33 0 to 70 0.00416 2.5 7.8 8.2
107 70 to 140 0.00595 2.1 3.8 4.3
184 140 to 240 0.00217 3.2 3.9 5.0
306 240 to 400 0.00033 7.1 10.6 12.8

Top quark rapidity

bin centre bin 1/σdσ/yt or t̄ stat. [%] sys. [%] total [%]
−1.97 −2.5 to −1.6 0.03062 12.9 8.5 15.5
−1.21 −1.6 to −0.8 0.22050 3.7 2.9 4.7
−0.44 −0.8 to 0.0 0.35821 2.4 2.6 3.6
0.46 0.0 to 0.8 0.36954 2.4 2.6 3.5
1.20 0.8 to 1.6 0.21684 3.8 2.9 4.8
1.97 1.6 to 2.5 0.04196 11.2 9.8 14.9

Top quark pair transverse momentum

bin centre [GeV] bin [GeV] 1/σdσ/dptt
T stat. [%] sys. [%] total [%]

5 0 to 20 0.01480 4.0 6.5 7.7
39 20 to 60 0.00997 3.0 4.2 5.1
86 60 to 120 0.00316 4.5 7.9 9.0
233 120 to 500 0.00029 6.2 7.2 9.5

Top quark pair rapidity

bin centre bin 1/σdσ/ytt stat. [%] sys. [%] total [%]
−1.83 −2.5 to −1.5 0.00697 46.4 48.2 66.9
−1.10 −1.5 to −0.7 0.21616 5.5 6.1 8.2
−0.40 −0.7 to 0.0 0.42810 3.4 5.1 6.1
0.39 0.0 to 0.7 0.45884 3.2 4.1 5.3
1.09 0.7 to 1.5 0.21104 5.7 5.3 7.8
1.84 1.5 to 2.5 0.01290 38.1 58.3 69.6

Top quark pair mass

bin centre [GeV] bin [GeV] 1/σdσ/dM tt stat. [%] sys. [%] total [%]
364 345 to 400 0.00542 4.0 9.9 10.7
438 400 to 475 0.00425 3.8 3.5 5.2
514 475 to 550 0.00233 5.0 5.4 7.3
617 550 to 700 0.00089 5.6 7.6 9.4
817 700 to 1000 0.00020 8.5 17.4 19.4

Table 9.3: Summary of the normalised di�erential cross section as a function of top quark
and top quark pair observables.
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9.7 Summary

After having shown nine di�erent distributions, one can say that all three di�erent
predictions describe the data very well. The two NLO calculations MC@NLO and
Powheg which di�er in the added parton showering predict almost exactly the same
distributions and thus cannot be distinguished from each other in any of the cross section
plots. The MadGraph prediction produces slightly more central lepton and top quark
rapidity distributions. For the lepton rapidity the NLO predictions agree better with
the data, for the top quark rapidity no preference can be seen with the current level
of precision. Di�erences are also visible in the transverse momentum distributions for
the `¯̀ system, where MadGraph is softer than the NLO predictions. Here, the data is
found in between and does not have a clear preference.
In summary, all predictions describe the data well, but there seems to be a tiny

preference for the NLO calculations in some distributions.
The di�erential cross sections calculated in this work (except for dσ/dmtt) were re-

leased to the public in February 2012 as a CMS preliminary result [141]. In the same
week, the cross sections were already shown at the LC Forum [145]. Since then, they
have also been shown at various other conferences, for example at the PLHC 2012 [146]
(presented by myself) and the ICHEP 2012 [147].

9.8 Application in the Z/γ + b measurement

The measurement of di�erential cross sections can not only be used to compare the
results with di�erent simulations or to search for new resonances, but it is also useful
for the background determination in other analyses.
The measurement of the Z/γ∗ + b jet cross section [148] can serve as an example.

In those events where the Z decays into ee or µµ, the event topology of the Z + b is
similar to the dileptonic top quark decay: In both cases two oppositely charged isolated
leptons and a b jet are found. The main di�erence is of course the transverse momentum
imbalance which is present only in top quark events. However, due to mismeasurements
also Z + b events can have non-vanishing Emiss

T . Therefore the Z + b events are an
important background for this top quark measurement and the invariant mass cut from
76 to 106 GeV has been introduced. However, one can also look at it the the other
way round: the dileptonic top quark events are the main background to the Z + b cross
section measurement!
Figure 9.12 shows the event yield after the �nal selection in the Z+b→ µµX analysis

[149]. In that measurement, the Z window is de�ned in a larger window from 60 to
120 GeV, corresponding to the �rst three bins.
To estimate the contamination of tt events in these three bins, a ratio of tt events

outside (i.e. in the upper sideband, Mµµ > 120 GeV) and inside the Z window was
calculated. Then the ratio can then be corrected using the normalised di�erential cross
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Figure 9.12:
Event yield of the invariant dilep-
ton mass the Z/γ + b measurement
[149]. The colours used in this plot
are di�erent from the rest of this
work: the tt contribution is shown
in yellow. The Z and tt simulations
are the same as in this work.

section in the invariant dilepton mass in the eµ channel: also there the cross section
inside the Z window and in the upper sideband are calculated, see �gure 9.13.
The di�erent selection cuts in the tt and the Z+ b analysis prevent using the yields or

cross sections directly. Instead, as the same tt MadGraph simulation is used in both
analyses, a ratio is calculated which corrects the simulated di�erential cross section to
the measured cross section. This ratio is then used to correct the Z/upper sideband
ratio to �nally estimate the tt content in the Z region.
A complete description of the method can be found in Johannes Hauk's thesis [149].

His results, using the di�erential cross sections calculated in this work, have also been
included into the latest Z/γ∗ + b jet cross section publication by CMS [148].
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Chapter 10

Update to 5 fb−1

In the year 2011 a total of 5 fb−1 of luminosity have been collected by the CMS detector.
In chapter 9 only the �rst 1.14 fb−1 were analysed, the dataset used for the preliminary
CMS result [141]. Of course the analysis has not stopped at that point: this work was
taken as basis for the analysis of the complete 2011 dataset. The main contributors for
the improved analysis were other members of the DESY CMS group: Tyler Dorland
(general analysis), David J. Fischer (unfolding), Ivan Asin and Benjamin Lutz (b jets
on hadron level), Maria Aldaya (coordination and paper writing), and Andreas Meyer
(general supervision) and the results can be found in [150]. My own contribution to the
update started with many signi�cant code commits for the creation of a new NTuple and
also includes a very �rst hadron level b jet implementation, many discussions about how
things are implemented and how to improve the analysis, help with computing problems,
tracking down a strange behaviour in the kinematic event reconstruction, and running
of jobs for the energy scale systematics.

10.1 Changes in the update

The update of the analysis is not only an update in the luminosity, but there were
also other changes and improvements. The �rst change is the treatment of τ leptons.
While the decay of W bosons to e/µ leptons via intermediate τ leptons is treated as
signal in chapter 9, no intermediate τ leptons are allowed in the updated analysis.
The main reason for this is that leptons from intermediate τ leptons are softer due to
the two additional neutrinos and thus produce a di�erent lepton spectrum. In theory
calculations, the inclusion of the extra decay is additional work that is independent of
and thus not interesting for the top quark calculations. Therefore comparisons with
theories are made easier. On the other hand, the dilepton events via intermediate
τ lepton(s), when considered background, need to be subtracted from the number of
measured dilepton events, introducing a slightly larger dependence on the simulation in
this step.
The second big change was the application of a regularised unfolding procedure [151,

152] which takes migrations into other bins into account. It has been proven that
repeated binwise calculation and reweighting of the prediction leads to the same central
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Chapter 10 Update to 5 fb−1

values as the full unfolding [153]. The improvements of the full unfolding are that the
bias introduced by theMadGraph prediction is small even for larger deviations of data
and prediction (see also appendix D) and that the statistical uncertainties are described
more precisely, i.e. the bin-by-bin calculation can lead to too small statistical errors.
The third main change is that the de�nition of the visible phase space has been changed

from parton level to hadron level. How this is done and the implications have already
been discussed in section 9.3. With the new b jet de�nition, two additional distributions
have been added: the b jet transverse momentum and rapidity.
Other improvements include the addition of latest approximate NNLO calculations by

Kidonakis [22, 154] into the top quark transverse momentum pt and t̄T and rapidity yt and t̄

distributions, a revised binning optimised for the new unfolding procedure, and the use
of the Combined Secondary Vertex b tagging algorithm (see section 6.8).
Finally the Monte Carlo simulations were replaced with newer ones which provide

more statistics for higher pile-up scenarios. Also the Pythia Drell-Yan sample below
50 GeV invariant mass has been substituted with a MadGraph/Pythia simulation.
A paper including these updates is in preparation and currently under CMS collabo-

ration wide review [155].

10.2 Control plots

Figure 10.1 shows the primary vertex distribution for the updated analysis. One appar-
ent change is the primary vertex spectrum which is now shifted to higher multiplicities
when comparing to �gure 8.2 where the maximum in the Nvtx distribution was below 5
vertices.
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Figure 10.1: Vertex multiplicity in the eµ channel after dilepton selection before (left)
and after (right) reweighting in 5 fb−1 [150].
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10.2 Control plots
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Figure 10.2: Control plots for 5 fb−1 [140,150]. The top row shows the invariant dilepton
mass on the left (before the Z mass cut). The other plots are made after
full selection: the top right plot shows the lepton transverse momentum.
The bottom row shows the jet pT and the missing transverse energy.
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Chapter 10 Update to 5 fb−1

In �gure 10.2, one can see that the invariant dilepton mass spectrum is now in much
better agreement with the data than before, especially in the low mass region due to the
described change of the event generator.
The remaining control plots after full selection also show an excellent agreement of

data and Monte Carlo. The main di�erence to the control plots shown in chapter 7 is
that the fraction of tt other events is larger due to the modi�ed treatment of τ leptons.

10.3 Lepton, lepton pair and jet cross sections

In the following the resulting cross sections are shown for all eleven di�erent quantities.
The �rst variable shown is the lepton transverse momentum. In �gure 10.3, the top left
plot shows the purities, stabilities and e�ciencies. In general the plot is similar to what
was shown in the previous chapter. Due to the di�erent treatment of tau leptons however
the e�ciencies are a bit lower in the updated analysis. On the other hand the events
with only two neutrinos are better reconstructed than the events with two additional
neutrinos from the tau decay. Therefore the purities and stabilities are higher when
intermediate taus are not allowed. This can be seen when comparing the new purities
and stabilities to �gure 9.1 on page 111.
The plots on the bottom show the event yields and the resulting normalised di�erential

cross section, similar to �gure 9.2. The visible di�erence in the event yield plot is again
due to the tau treatment, i.e. the tt other contribution is now larger. Also the resulting
di�erential cross section plot is di�erent w.r.t. to chapter 9 in that the cross section was
calculated using a full unfolding procedure (see [150] for details) and that the predictions
from MC@NLO and Powheg are shown as bin-average cross sections only. This is
useful because otherwise it is often hard to distinguish between the di�erent predictions.
The plot on the top right of �gure 10.3 compares the binwise cross section calculation

(BBB) used in this thesis with the regularised unfolding (SVD) used in the extended
analysis. The τ value given in the plot is a measure for the regularisation, details are
given in [150]. The fact that the ratio is close to 1 in all bins is another proof that the
binwise calculation done in this thesis works well for this quantity.
The conclusions made from the p`

+ and `−
T cross section measurement do not change: all

three predictions are similar and the data agrees with all of them.
For the other distributions, mostly only the event yields and the resulting normalised

di�erential cross sections are shown. All plots comparing SVD and binwise unfolding can
be found in appendix D.2. The purities and stabilities are all similar to the ones shown
in the previous chapter, with the di�erence that the e�ciencies are a bit lower and the
purities and stabilities a bit higher. The corresponding plots can be found in [150].
In the η`

+ and `− cross section (�gure 10.4), the asymmetry seen in the �fth bin in �gure
9.3 is (almost) gone. With the larger statistics, one can also see that the data prefers
the NLO predictions over MadGraph.
The lepton pair p``T cross section with 5 fb−1, shown in �gure 10.5, now also allows
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Figure 10.3: Normalised lepton p`
+ and `−
T cross section for 5 fb−1 [140, 150]. The �rst

row shows the purities, stabilities and e�ciencies and the ratio between the
results from SVD and binwise unfolding [153]. The second row shows the
event yield and the normalised di�erential cross section.
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Figure 10.4: Event yield and normalised lepton η`
+ and `− cross section for 5 fb−1 [140,

150].

conclusions. While it looked like the data was somewhere in between MadGraph

and the NLO predictions in 1 fb−1 (�gure 9.4), with a slight preference to the NLO
predictions, the updated analysis clearly shows that NLO �ts better in all bins but the
fourth.
Figure 10.6 shows the mass spectrum of the lepton pair m``. While no trend was

visible in �gure 9.5, now a preference for the NLO calculations is visible especially in
the �rst bin.
Figures 10.7 and 10.8 show the b jet di�erential cross sections which have not been

measured in chapter 9. The pb and b̄T distribution (�gure 10.7) shows agreement among the
predictions but a softer spectrum in data, however with large statistical uncertainties.
The ηb and b̄ plot (�gure 10.8) shows what was also seen in the lepton η distribution:

the data is less central than the predictions, corresponding to a preference of the NLO
predictions. On the other hand MC@NLO and Powheg are not perfect, both are still
too central when compared to the data.
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Figure 10.5: Event yield and normalised lepton pair p``T cross section for 5 fb−1 [140,150].
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Figure 10.6: Event yield and normalised lepton pairm`` cross section for 5 fb−1 [140,150].
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Figure 10.7: Event yield and normalised b jet pb and b̄T cross section for 5 fb−1 [140,150].
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Figure 10.8: Event yield and normalised b jet ηb and b̄ cross section for 5 fb−1 [140,150].
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10.4 Top quark and top quark pair cross sections

10.4 Top quark and top quark pair cross sections

When the �rst top quark plot was introduced in section 9.6.4, it was noted that the
purities and stabilities were lower than in the lepton quantities. In the update of the
top quark transverse momentum (�gure 10.9), one bin was added w.r.t. to the result
presented in �gure 9.7. Even though the binning is �ner, SVD and BBB unfolding
di�er only by 5 % or less (shown in �gure D.6(e) on page 170). This recon�rms that
the bias introduced in chapter 9 is small also for top quark cross sections. In this
section, all top and top quark pair quantities are extrapolated to the full phase space
to make comparisons to other experiments and calculations easier. The top transverse
momentum is also one of the distributions where approximate NNLO calculations [22]
are available. While MadGraph and the two NLO calculations produce a spectrum
which is harder than the data, the approximate NNLO result is in excellent agreement
with data! Obviously it is not su�cient to use NLO calculations to predict the top pT
distribution correctly.
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Figure 10.9: Event yield and normalised top quark pt and t̄T cross section for 5 fb−1 [140,
150].

An approximate NNLO calculation is also available for the top quark rapidity [154],
the distribution is shown in �gure 10.10. The NNLO calculation agrees almost com-
pletely with MadGraph, while Powheg and MC@NLO predict a very slightly wider
spectrum. The di�erences are only very small and the data is compatible with all dis-
tributions because the uncertainties are larger than the di�erences in the predictions.
Also note that in this distribution even two bins have been added compared to �gure

9.8, yet the SVD/BBB ratio is still compatible with 1 in all bins (see �gure D.6(f)).
The update of the transverse momentum distribution of the tt system, shown in �gure
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Figure 10.10: Event yield and normalised top quark rapidity yt and t̄ cross section for
5 fb−1 [140,150].

10.11, does not give any additional insights which have not already been given in section
9.6.6: MadGraph and both NLO predictions show the same behaviour and the data
agrees well.
Figure 10.12 shows the tt rapidity distribution. The di�erences between the predic-

tions and also the data were barely visible in �gure 9.10�due to the new plotting style in
the update one can see thatMadGraph is a tiny bit more central than the NLO distri-
butions. The data is even more central and thus closer to the MadGraph bin-average
cross sections in all bins. On can thus conclude that the data points agree better with
MadGraph than with the NLO calculations, even though it has to be reminded that
the measurement is also compatible with MC@NLO and Powheg.
The same tiny preference for MadGraph is also visible in the mtt cross section in

�gure 10.13, otherwise there are no new insights.
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Figure 10.11: Event yield and normalised top pair ptt
T cross section for 5 fb−1 [140,150].

tty

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

ev
en

ts

0

1

2

3

4

5

6

7

310×
=7 TeVs at -15.0 fb

Dilepton Combined Data
 Signaltt
 Othertt

W+Jets
µµ ee/→* γZ / 

ττ →* γZ / 
Diboson
QCD Multijet
Uncertainty

tty

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

tt
dy

σd  σ1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
=7 TeVs at -15.0 fb

Dilepton Combined Data
MadGraph
MC@NLO

POWHEG

Figure 10.12: Event yield and normalised top pair rapidity ytt cross section for 5 fb−1

[140,150].
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Figure 10.13: Event yield and normalised top pair mtt cross section for 5 fb−1 [140,150].

10.5 Summary

The update to 5 fb−1 has reduced �uctuations such as the asymmetry in the lepton η
distribution and made it possible to see that the MC@NLO and Powheg generators
agree better with data than MadGraph in the lepton pair quantities and the b jet
rapidity, while MadGraph gives slightly better results for the tt rapidity and mass.
Finally approximate NNLO calculations are even better as seen in the top quark trans-
verse momentum. However, NNLO does not improve all predictions signi�cantly: in the
top quark rapidity the NNLO result is not much di�erent fromMadGraph,MC@NLO
and Powheg predictions.
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Chapter 11

Summary and Outlook

11.1 Summary

Two di�erent topics have been presented in this work, the results of the technical con-
tribution to the CMS collaboration and the physics analysis.
In the technical part the deployment process of the CMS software on the Worldwide

LHC Computing Grid has been presented. Software to automate the installation almost
completely was developed and is in use since the beginning of 2011. It circumvents
several possible problems which can occur during the installation and has lead not only
to a faster but also to a more reliable deployment process. This work has also been
presented at the CHEP 2010 conference and published in [76].
In the physics part of this work, normalised di�erential top quark pair production cross

sections have been measured in all the three dilepton decay channels for the �rst time
in proton-proton collisions. The dataset used has an integrated luminosity of 1.14 fb−1

and was recorded using the CMS detector in the �rst half of 2011 at a centre-of-mass
energy of 7 TeV.
The measurement was performed di�erentially in the lepton pT and η, the lepton pair

pT and mass, the top quark pT and rapidity, and the top quark pair pT , rapidity and
mass. The results are compared to three QCD predictions by MadGraph, MC@NLO
and Powheg. In general, a good agreement of the data with all three predictions is
observed. All results have been included into the �rst preliminary result of the CMS
collaboration [141] and made public in February 2012 (except for the invariant tt mass
cross section, for which a dedicated analysis was available [129]).
A �rst application of this work is the tt background determination using the normalised

di�erential invariant dilepton mass cross section in the eµ channel [149]. The result of
this work was used in the publication of the Z/γ∗+b-jet cross section measurement of
the CMS collaboration [148].
Finally the extension of this work to the full 2011 dataset has been presented, in which

slightly di�erent cross sections are measured due to the exclusion of intermediate taus
and a di�erent b jet de�nition. The results are similar and also show generally a good
agreement of the predictions with the data. In the normalised top quark transverse
momentum di�erential cross section the data is softer than the three predictions. Here,
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Chapter 11 Summary and Outlook

also a NNLO prediction is compared to the data and found to be in excellent agreement
with it. The extended analysis is currently in CMS collaboration wide review and will
hopefully be submitted to EPJC soon [155].
The �nal conclusion of this work is that the shapes of the di�erential tt cross sections

are all described amazingly well by the QCD theory predictions. Therefore no hints for
new physics are found.

11.2 Outlook

This work covers the �rst measurement of top quark di�erential cross sections at the
LHC. Several improvements have already been implemented in the update to the full
statistics of 2011 (chapter 10). There are several ideas for further studies with the same
dataset. Possible room for improvement is in the kinematic event reconstruction which
currently allows top quark masses from 100 to 300 GeV to cover mismeasurements. This
region could be limited to a smaller window around the top quark mass to have better
reconstructed events.
Another �eld is the treatment of systematic uncertainties. Currently the total sys-

tematic uncertainty is calculated from the quadratic sum of the individual uncertainties
which are thus treated as uncorrelated. Detailed studies could check the correlations and
produce more accurate uncertainties. Before doing this, the statistics of the dedicated
model variation samples should be increased.
The current analysis shows the lepton/antilepton and top quark/antitop quark quan-

tities combined, i.e. with one entry for each of the particles in the plots. One could also
add distributions for the leading (i.e. highest pT ) and the second leading lepton or top
quark separately to check if also that is predicted correctly.
Finally, this analysis can also be applied to proton-proton collisions with higher

centre-of-mass energies. As of August 19th, 2012 CMS has already recorded almost
11 fb−1 of 8 TeV data [156], twice the amount of the 2011 dataset, allowing for a more
precise measurement. With so much data, one can trade statistics for the reduction of
systematic uncertainties, for example by requiring two b tagged jets to select an even
purer tt sample. This would also have an advantage for the kinematic �t which would
only take the two b jets into account. Before work is invested in the precision mea-
surement, one could repeat the current analysis and compare the results at di�erent
centre-of-mass energies.
To close the outlook, I hope that the presented results will be used many in other

analyses, for example for the tt background determination in events with other �nal
states.

146



Appendix A

Cross section plots for the individual

channels

On the following pages �gures showing the cross sections in the individual channels can
be found. Each �gure consists of 12 plots arranges in 4 rows and 3 columns. On the
left side the e�ciency, purity and stability plots are shown, in the middle the yields and
on the right side the cross sections. From top to bottom, the ee, eµ and µµ channel
s are shown. In addition, the combination plots are shown on the bottom, they are a
repetition of what has already been shown in chapter 9.
In all cross section plots, the inner error bar shows the statistical error, the outer

error bars statistical and systematic errors added in quadrature. The measurements are
compared to the predictions from MadGraph, Powheg and MC@NLO generators.
For the MadGraph comparison, a smooth curve and a bin-averaged histogram are
shown.
In the event yields, the error band corresponds the the uncertainty on the luminosity

and the tt cross section.

� the lepton transverse momentum is shown in �gure A.1 on the following page

� the lepton pseudorapidity is shown in �gure A.2 on page 149

� the lepton pair transverse momentum is shown in �gure A.3 on page 150

� the lepton pair invariant mass is shown in �gure A.4 on page 151

� the top quark transverse momentum is shown in �gure A.5 on page 152

� the top quark rapidity is shown in �gure A.6 on page 153

� the top quark pair transverse momentum is shown in �gure A.7 on page 154

� the top quark pair rapidity is shown in �gure A.8 on page 155

� the top quark pair invariant mass is shown in �gure A.9 on page 156
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Appendix A Cross section plots for the individual channels
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Figure A.1: Di�erential tt production cross section (right column) as a function of the trans-

verse momentum of the leptons for the three decay channels µ+µ− (top), e+e−

(2nd row) and µ±e∓ (3rd row) and combined (bottom).
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Figure A.2: Di�erential tt production cross section (right column) as a function of the

pseudo-rapidity of the leptons for the three decay channels µ+µ− (top), e+e−

(2nd row) and µ±e∓ (3rd row) and combined (bottom).
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Figure A.3: Di�erential tt production cross section (right column) as a function of the trans-

verse momentum of the lepton pair for the three decay channels µ+µ− (top), e+e−

(2nd row) and µ±e∓ (3rd row) and combined (bottom).
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Figure A.4: Di�erential tt production cross section (right column) as a function of the invari-

ant mass of the dilepton system for the three decay channels µ+µ− (top), e+e−

(2nd row) and µ±e∓ (3rd row) and combined (bottom). For the µ+µ− and e+e−

channels no measurement is available in the Z0 veto bin 76 < m`` < 106 GeV.
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Figure A.5: Di�erential tt production cross section (right column) as a function of the trans-

verse momentum of the top quarks for the three decay channels µ+µ− (top), e+e−

(2nd row) and µ±e∓ (3rd row) and combined (bottom).
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Figure A.6: Di�erential tt production cross section (right column) as a function of the rapidity

of the top quarks for the three decay channels µ+µ− (top), e+e− (2nd row) and

µ±e∓ (3rd row) and combined (bottom).
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Appendix A Cross section plots for the individual channels
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Figure A.7: Di�erential tt production cross section (right column) as a function of the trans-

verse momentum of the tt quark pair for the three decay channels µ+µ− (top),

e+e− (2nd row) and µ±e∓ (3rd row) and combined (bottom).
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Figure A.8: Di�erential tt production cross section (right column) as a function of the rapidity

y of the tt quark pair for the three decay channels µ+µ− (top), e+e− (2nd row)

and µ±e∓ (3rd row) and combined (bottom).
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Figure A.9: Di�erential tt production cross section (right column) as a function of the invariant

mass of the tt quark pair for the three decay channels µ+µ− (top), e+e− (2nd row)

and µ±e∓ (3rd row) and combined (bottom).
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Appendix B

Systematics in individual channels

This section contains the same plots as shown in �gure 8.7 on page 102, but for the three
dilepton channels separately.
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Figure B.1: The plots show the squares of the systematic uncertainties in all bins of all
measured cross section quantities for the ee channel.
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Figure B.2: The plots show the squares of the systematic uncertainties in all bins of all
measured cross section quantities for the eµ channel.
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Figure B.3: The plots show the squares of the systematic uncertainties in all bins of all
measured cross section quantities for the µµ channel.
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Appendix C

Smoothing the di�erential cross

sections

All normalised di�erential cross sections were calculated in histograms, even the smooth
curves for the generator. The di�erence is that a very �ne binning was chosen. This
histogram was then drawn with ROOT's C option to retrieve a smooth curve. However,
this didn't lead to good results in regions with low statistics. Therefore parts of the
theory curves were �tted using a �t function as shown in table C.1. Furthermore, the
�ts were used to symmetrise η and y distributions. It is important that the �t functions
have the only purpose to describe the simulation in a certain range, they do NOT
describe a real functional dependence between the cross section and the corresponding
quantity�in particular, they can produce completely wrong results outside the range
in which they were applied. Checks were made by eye to make sure that the �t results
really describe the binned histograms (done by putting both the histogram and the �t
result in the same plot).

Quantity Fit function Fit range Applied range
p`

+ and `−
T TMath::Exp(x*[0]+x*x*[1])*[2] 100 � 380 GeV 120 � 400 GeV
p``T TMath::Exp(x*[0]+x*x*[1])*[2] 150 � 470 GeV 150 � 400 GeV
pt and t̄T TMath::Exp([0]*x)*[1] 200 � 360 GeV 200 � 400 GeV
ptt
T TMath::Exp(x*[0]+x*x*[1])*[2] 70 � 500 GeV 70 � 500 GeV
η`

+ and `− [0]*TMath::Gaus(x, [1], [2]) −2.4 � +2.4 −2.4 � +2.4

yt and t̄, ytt TMath::Exp(x*x*[0]+x*x*x*x*[1]+
x*x*x*x*x*x*[2])*[3]

−2.5 � +2.5 −2.5 � +2.5

m`` TMath::Exp([0]*x)*[1] 170 � 350 GeV 175 � 400 GeV
mtt TMath::Exp([0]*x)*[1] 550 � 900 GeV 550 � 1000 GeV

Table C.1: Smoothing functions used to �t the �nal results. The functions are given
in ROOT's syntax where [1], [2] and [3] stand for constants which need to
be �tted. The �t range is the range in which the function was �tted to the
histogram, the applied range is the range in which the �t was used.
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Appendix D

Bias due to bin by bin corrections

In section 9.6.4 it is observed that the correlation between the generated and recon-
structed top quark transverse momentum was only 0.67 and that thus the purity and
stability were only in the order of 50 to 60 %. Therefore closure checks were performed
for the top quark transverse momentum and for the top quark rapidity to show that the
measurement is self-consistent and sensitive to changes in the data, i.e. that the bias
introduced by the binwise calculation is acceptable.
To perform these checks, an equivalent of 1 fb−1 (i.e. same luminosity as in data) of

simulation from the tt̄ MadGraph tt sample is used to replace the data. These events
are called fake data in the following.
In the next step, the new weights are assigned to the fake data events. The weight-

ing is based on the true level values in the fake data, all other analysis steps use the
reconstruction level values only because the fake data is then treated as real data. With
these weighted fake data the full analysis is performed again, including the e�ciency
corrections from the unweighted standard tt MadGraph sample. As a last step, the
results of these toy analyses are checked.
As only di�erences in the shape contribute to the �nal result, the test distributions are

modi�ed by a linear change of the weight. Both, the t and t̄ quantities are modi�ed and
the separate weights are multiplied. For the top pT distribution the following function
is used to calculate the event weight w:

w = min
((

1 +

(
ptT
GeV

− 100

)
s

)(
1 +

(
pt̄T
GeV

− 100

)
s

)
, 0.1

)
(D.1)

Here, ptT and pt̄T are the transverse momentum of the t resp. t̄ at generator truth level,
and s is the slope that is varied. The min function makes sure that each event keeps at
least a weight of 0.1. The results for di�erent values for positive slopes can be found in
�gure D.1, the results for the same slopes with negative sign can be found in �gure D.2.
The calculation for the weights of the top rapidity distribution works similar. The

following function is used:

w = min
( (

1 + (|yt| − 1)s
) (

1 + (|yt̄| − 1)s
)
, 0.1

)
(D.2)

Here, y is the rapidity at generator truth level, and s is again the slope that is varied.
The result of the study for di�erent values for positive slopes can be found in �gure D.3,
the results for the same slopes with negative sign can be found in �gure D.4.
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Appendix D Bias due to bin by bin corrections

Figure D.1: Quantity: pt and t̄T

Event weight: w = min
((

1 +
( pT,t

GeV
− 100

)
s
) (

1 +
( pT,t̄

GeV
− 100

)
s
)
, 0.1

)
Slopes (from top to bottom): s = 0.002, 0.004, 0.006, 0.008
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Figure D.2: Quantity: pt and t̄T

Event weight: w = min
((

1 +
( pT,t

GeV
− 100

)
s
) (

1 +
( pT,t̄

GeV
− 100

)
s
)
, 0.1

)
Slopes (from top to bottom): s = −0.002,−0.004,−0.006,−0.008
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Appendix D Bias due to bin by bin corrections

Figure D.3: Quantity: yt and t̄

Event weight: w = min
(

(1 + (|yt| − 1)s) (1 + (|yt̄| − 1)s) , 0.1
)

Slopes (from top to bottom): s = 0.08, 0.16, 0.24, 0.32
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Figure D.4: Quantity: yt and t̄

Event weight: w = min
(

(1 + (|yt| − 1)s) (1 + (|yt̄| − 1)s) , 0.1
)

Slopes (from top to bottom): s = −0.08,−0.16,−0.24,−0.32
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Appendix D Bias due to bin by bin corrections

D.1 Summary of the shape variations

The resulting cross sections shown in �gures D.1 to D.4 and the calculated fake data
cross sections on true level are summarised in �gure D.5.
The plots show the default (true level) cross section from MadGraph using black

crosses. This is the sample used for the binwise cross section calculation. The red
crosses show the true level cross section of the weighted fake data. There are eight
di�erent points in every bin corresponding to the eight di�erent slopes. One can see
that the resulting cross sections for the di�erent slopes deviate from the default result.
The red points �nally correspond to the fake data measurement. The important thing
to see is that the reconstructed distributions (red points) follow the modi�ed generated
values (red crosses) for small deviations from the standard MC simulation. This is valid
for both observables.
A bias towards the default MadGraph result is however visible for large deviations

of the fake data from the standard simulation. However, the event yield control plots on
the left of �gures D.1 � D.4 show that larger deviations from the standard simulation
are well visible before the cross section calculation.
As the control plots for all nine di�erent observables agree well with data, it can be

concluded that that true cross sections in real data do not deviate much from the simu-
lation. Therefore it is measured in a region where only a very small bias is introduced.
In case there would be a larger disagreement in data, one could either reweight the

signal sample so that the measured cross section matches the reweighted signal sample
cross section and redo the analysis; or one could take bin migrations from other bins
into account. For a �rst di�erential cross section measurement and because of the good
agreement, this is not necessary in this work.
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D.2 Ratio SVD/BBB
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Figure D.5: Summary of the shape variations: the black crosses show the original Mad-
Graph values, the red crosses show the true values of the varied fake data
sample and the red points show the reconstructed values for the fake data
determined with the non-reweighted MadGraph tt sample.
A thank goes to Andreas Meyer for putting all calculated variations into the
single plots shown here.

D.2 Ratio SVD/BBB

As a last proof that binwise cross section calculation works, the ratio between SVD
unfolding and binwise calculation has been calculated in the updated analysis (chapter
10). The result is a good agreement even in top quark quantities, and even if the binning
has changed and is now optimised for SVD. The ratios are shown in �gure D.6 on the
following page.
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Appendix D Bias due to bin by bin corrections
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Figure D.6: Comparison between full unfolding and binwise cross section calculations
[153].
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Appendix E

The nafJobSplitter

During this work, a small program called nafJobSplitter.pl has been developed to
split any ntuple or histogram producing cmsRun job. Originally intended as a 5-minute
proof of principle that job splitting should be easy, it is now not only in use by the
DESY top group, but also by several people from the SUSY group and the University
of Hamburg.

The program is simple to use: instead of running cmsRun config.py, one executes
nafJobSplitter.pl N config.py where N is the number of jobs. There is no need
to write con�guration �les or set up a special environment. The program will then
automatically split the job into N sub-jobs, based on input �les, i.e. one cannot have
more jobs than input �les. The sub-jobs are submitted to the batch farm of the National
Analysis Facility (NAF). Once all jobs have run successfully, the output of the sub-jobs
is merged automatically by the last job.

In case of errors, the sub-jobs that have failed can be determined and resubmitted
automatically.

Should there be a large dataset to process and the jobs need more time to process
the data than allowed by the batch system, then a terminate signal (actually, SIGUSR1
or SIGXCPU) is sent shortly before the time limit is reached. This signal is caught
and the corresponding job is terminated gracefully, i.e. it writes out the data it has
already processed. The nafJobSplitter.pl now allows to resubmit this job such that
it skips the events which have already been processed before the timeout. Therefore
no processing time is lost even when the queue with a too short allowed runtime was
selected.

There are also three main disadvantages. The �rst one is that the software is spe-
cialised for the NAF and doesn't run elsewhere. So if a dataset is not stored at DESY,
a di�erent software has to be used.

The second problem is that the program does not create independent batch jobs, it
uses the local CMS software area in which cmsenv was executed, and this directory must
be accessible from all batch worker nodes. That also means that one must not recompile
or modify python �les while jobs are running. In practice, this is usually not a big
problem because one can simply setup a new software area in a di�erent directory.

The third problem is that the software is only maintained by me, i.e. it might simply
stop working, for example when changes are made on the batch system. On the other
hand, it has been working �ne for already more than a year and there was no need for
substantial changes so far.

171



Appendix E The nafJobSplitter

E.1 sumTriggerReports2.pl

Another tool in use also by other people is sumTriggerReports2.pl. It automatically
joins the TrigReport sections of the output of cmsRun jobs to retrieve a cut�ow. This
script is used together with the nafJobSplitter.pl but can also be used to join output
�les from CRAB.
Both the nafJobSplitter.pl and sumTriggerReports2.pl can be found in the CMS

CVS repository under UserCode/Bromo/TopAnalysis/TopUtils/scripts.
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