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Abstract
In this thesis a search for supersymmetry in events with at least one photon,

jets and missing transverse energy (ET/ ) in an integrated luminosity of 4.32 fb−1

of pp collisions at
√
s =7 TeV is presented. The data is recorded by the CMS

detector in 2011. Final states with photons are expected in models with gauge

mediated supersymmetry breaking, where the lightest supersymmetric particle is

the gravitino. The gravitino leaves the detector without energy deposition and

thus leads to missing transverse momentum in the event.

ET/ is crucial to distinguish the signal from the Standard Model events and is

reconstructed from all energy deposits in the detector. Due to the non-linearity

of the response in the calorimeter, additional corrections are required. In this

thesis, a data driven technique to determine the correction for unclustered energy

deposits, using the transverse momentum balance between a Z boson and the

hadronic recoil, is presented.

For the search for supersymmetry the ET/ distribution measured in data is

compared to the expected Standard Model distribution. For this purpose the

main Standard Model background processes from QCD multi- and photon-jet

or electro-weak processes are modelled using data events. No excess over the

Standard Model expectation is observed. Exclusion limits at the 95% CL are set

and interpreted in the GMSB parameter space.
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Zusammenfassung
Diese Arbeit zeigt eine Suche nach supersymmetrischen Endzuständen mit

mindestens einem Photon, Jets und fehlender transversaler Energie. Endzustände

mit Photonen werden in supersymmetrischen Modellen mit eich-induzierter Brechung

(GMSB) vorhergesagt. Hierbei ist das leichteste supersymmetrische Teilchen das

Gravitino, welches keine Energie im Detektor hinterlässt und so zu fehlender

transversaler Energie im Ereignis führt.

Die fehlende transversale Energie berechnet sich aus allen gemessenen Ener-

giedepositionen der verschiedenen Detektorkomponenten. Aufgrund des nicht lin-

earen Ansprechverhaltens des hadronischen Kalorimeters müssen zusätzlich Kor-

rekturen angewandt werden, um ein Maß für die tatsächlich fehlende transversale

Energie zu erhalten. Hier wird eine datengetriebene Methode vorgestellt, mit

der Korrekturen für die nicht in Jets zusammengefassten Energiedepositionen

aus Z → ee-Daten berechnet werden können. Die in ca. 36 pb−1 7 TeV Daten

gemessene Korrektur wird vorgestellt und die resultierende fehlende transversale

Energie in verschiedenen Ereignistopologien diskutiert.

Die Suche nach Supersymmetrie wurde mit 4.32 fb−1 Proton-Proton-Kollisionen

durchgeführt, die 2011 mit dem CMS-Detektor am LHC aufgezeichnet wurden.

Die gemessene Verteilung der fehlenden transversalen Energie wird mit der im

Standard-Modell vorhergesagten Verteilung verglichen. Hierzu werden die er-

warteten Hauptuntergründe mit datengetriebenen Methoden vorhergesagt. Die

Messung zeigt keine signifikante Abweichung von der Standard-Modell-Erwartung.

Die Ergebnisse werden im Rahmen der eich-induzierten Brechungsmodelle inter-

pretiert und Ausschlugrenzen mit einer statistischen Sicherheit von 95% berech-

net.
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1

Introduction

Since the start of planning in the late 1980s, particle physicists have been eagerly

awaiting the start up of the ’Large Hadron Collider’ (LHC), the world‘s largest

circular particle collider. After a construction phase of more than 10 years, the

first proton-proton collisions at the LHC finally took place in November 2009.

Since March 2010 the LHC has been operated at a centre-of-mass energy (
√
s)

of 7 TeV1, opening unprecedented possibilities to search for physics within and

beyond the Standard Model.

The Standard Model of particle physics is an experimentally very well probed

theory of the elementary particles and their interactions. But it leaves many

important issues like, e.g. the origin of dark matter unsolved. This raises the

question about a possibly more fundamental theory like, e.g. supersymmetry

(SUSY). Many theories beyond the Standard Model predict a variety of new

particles with masses in the energy regime accessible at the LHC (. 1 TeV). The

’Compact Muon Solenoid’ (CMS) is one of four particle detectors built to record

and analyse the proton-proton collisions at the LHC. In 2010 and 2011 it recorded

∼5 fb−1 collisions at
√
s =7 TeV.

In this thesis a search for supersymmetry at CMS in events with at least

one photon is presented. Photons are produced naturally in SUSY models with

gauge-mediated supersymmetry breaking (GMSB) if the next-to-lightest SUSY

particle (NLSP) is the neutralino. The neutralino NLSP can only decay into

1Here and in the following ~ = c = 1 applies.
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1. INTRODUCTION

the gravitino, the lightest supersymmetric particle (LSP) and a neutral standard

model boson. The created standard model boson is either a photon, or if the

mass difference between the NLSP and the LSP is large enough, a Z or a Higgs

boson. The branching fraction depends on the neutralino mixing matrix. Both,

the single photon final states as well as the diphoton final states, are of interest

for SUSY pair production, because one photon might not be detected due to

the limited geometrical or kinematical acceptance of the detector. Furthermore

eventually only one neutralino NLSP decays into a photon, while the other decays

via a Z or a Higgs boson into leptons or predominantly into jets1. The case of a

charged NLSP, i.e. a stau, is not studied in this thesis.

In supersymmetric models the LSP usually interacts gravitationally or via

the weak interaction, i.e. in GMSB models the LSP is the graviton. Thus it is

expected to leave the particle detectors of the LHC without any energy deposit.

The magnitude of the resulting transverse momentum imbalance (ET/ ) is an im-

portant quantity to identify events where supersymmetric particles occur, and

to distinguish them from Standard Model processes, where only neutrinos lead

to such an imbalance. Thus a good understanding of the ET/ measurement and

knowledge about the instrumental causes for high ET/ is crucial for all searches

for supersymmetry.

Technically the measurement of the momentum imbalance is very challenging,

as it is sensitive to electronic noise, limited resolution and geometrical or kinemat-

ical acceptance of the detector. Furthermore, the non-linearity of the response in

the calorimeter for neutral and charged hadrons, together with other instrumental

effects, introduces a bias in the measurement of missing transverse momentum.

To remove this bias the energy deposits clustered in jets are corrected in a first

correction step, while the remaining ’unclustered’ energy deposits are corrected

in a second step.

After a short phenomenological introduction to the Standard Model and a

short outline of the basic concepts of supersymmetry, the possible final states

with photons at the LHC are discussed in more detail in Chapter 2. The event

1In case of a small mass difference between the lightest chargino and neutralino the lightest

chargino will also decay directly via a W boson.
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reconstruction with the CMS detector, including the reconstruction and identifi-

cation of particles, is described in Chapter 3.

The measurement of the missing transverse energy is discussed in Chapter 4,

where a method to derive the corrections to the unclustered energy deposits from

Z → ee events is presented. The resulting ET/ scale and resolution are measured

in different event topologies. Furthermore two important causes of artificial high

ET/ are discussed: punch-through of high energetic jets and contributions due to

non-functioning detector regions.

In Chapter 5, the search for supersymmetry in final states with at least one

photon, jets and missing transverse momentum is presented. This includes a

data driven estimation of the main Standard Model backgrounds. These are

direct photon-jet production and QCD multi-jet production, where one jet fakes

a photon and background due to electroweak electron production, i.e. W → eν,

where one electron fakes a photon. The expected Standard Model background is

compared to the events observed in 4.32 fb−1 of data for different signal regions

and the obtained results are interpreted in the GMSB parameter space.
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2

Theoretical Background

The Standard Model of Particle Physics (SM) [1] is a description of the elementary

particles and their fundamental interactions. It is a experimentally very well

probed theory which has shown its strength with the early prediction of particles

discovered in later experiments, e.g. the W and Z boson (1983 [2; 3]), the top

quark (1995 [4; 5]) and the τ neutrino (2000 [6]).

Although the Standard Model has been incredibly successful in explaining the

experimental results, there are many important issues not solved in the Standard

Model. Probably the most conspicuous one is the predicted but not yet discovered

Higgs particle, which is needed to account for the masses of particles.

A theoretically well motivated extension of the Standard Model is supersym-

metry (SUSY), but so far there is no experimental evidence for this theory. At

the LHC a possible production of supersymmetric particles leads to a wide va-

riety of final states - including those with at least one photon, jets and missing

transverse momentum.

After a short phenomenological introduction to the Standard Model and a

discussion of some of its caveats, the basic concept of supersymmetry is outlined

in this chapter. The focus is given to supersymmetric models with gauge mediated

SUSY breaking and the resulting possible experimental signatures with photons

following David Shihs (et al.) work [7; 8; 9]. Sec. 2.1 is mainly based on [10],

while Sec. 2.1.1 and 2.2 mostly rest on [11] and [12].
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2. THEORETICAL BACKGROUND

2.1 The Standard Model

Within the Standard Model particles are classified in two categories: bosons

and fermions. Matter consists of fermions which carry a half-integer spin and

are further split into leptons and quarks. Bosons have integer spin and act as

mediators of the three fundamental forces described within the Standard Model:

• The electromagnetic force is mediated by photons between all particles

with electric charge.

• The weak force has three massive bosons acting as a mediator (W+, W−

and Z0). The way particles interact under the weak force is determined by

their weak isospin I3. The weak isospin of a particle depends on its hand-

edness or chirality, which for massless particles corresponds to its helicity

state1. All left-handed fermions as well as the W and Z bosons take part

in the weak interaction.

• The strong force is mediated by gluons between all coloured particles.

Colour is the charge of the strong force, which is carried by all quarks and

gluons. The Standard Model describes three colours: red, blue and green.

The Standard Model consists of six leptons grouped in three generations clas-

sified by their charge (Q), electron number (Le), muon number (Lµ) and tau

number (Lτ ). The first generation consists of the electron (e−) and its electro-

magnetic neutral partner, the electron neutrino (νe), both carrying a electron

number of +1. Similarly the muon (µ−) and the muon neutrino (νµ) fall into the

second generation (Lµ = +1), while the tau (τ−) and tau neutrino (ντ ) build the

third generation (Lτ = +1). There are also six antileptons with reversed charge

and lepton number.

Similarly, there are six quarks classified by their charge and flavour grouped

again in three generations. The first generation consists of the up- and down-

quark (u,d), the second of the strange- and charm-quark (s,c) and the third

1The helicity describes the direction of the spin with respect to the direction of flight.

Particles with positive helicity are called right-handed, particles with negative helicity left-

handed

6



2.1 The Standard Model

generation holds the bottom- and top-quark (b,t). The u, c and t quarks have

a charge of +2
3
, while the d, s and b quarks carry a charge of −1

3
. As for the

leptons, all quarks have a corresponding antiparticle with reversed charge and

flavour. Furthermore, each quark comes in three colours.

In each lepton and quark generation the left-handed partners form a weak

isodoublet with a isospin I3 = ±1/2, while the right handed fermions have I3 = 0

and thus are isospin singlets.

Mathematically the Standard Model is a quantum field theory, describing the

interaction between the particles with gauge symmetries. The gauge group of

the Standard Model is SU(3)C ⊗ SU(2)L ⊗ U(1)Y . Here, SU(3)C is the gauge

group of the strong force, while SU(2)L ⊗ U(1)Y combines the electromagnetic

and weak forces.

The gravity is not yet included in the Standard Model as there is no complete

quantum theory available. However, the assumed mediator of gravity is called

graviton, and often mentioned also in the context of the Standard Model.

Spontaneous Symmetry Breaking and the Higgs Mechanism

To ensure local gauge invariance the gauge fields have to be massless as it is the

case for the strong and electromagnetic interaction. However, the gauge bosons

of the weak force, the W and Z bosons, are known to have a mass around 80,

respectively 91 GeV [13]. To still accommodate the massive gauge fields in a

local gauge invariant theory, the mechanism of spontaneous symmetry breaking

and the Higgs Mechanism needs to be included.

Spontaneous symmetry breaking occurs if the ground state of the system

does not share the symmetry of the Lagrangian. In the Standard Model the

spontaneous symmetry breaking is caused by the Higgs field [14; 15; 16], where

the potential function of the corresponding complex SU(2) doublet Φ is described

by:

V (Φ) = −µ2Φ∗Φ +
1

4
λ(Φ∗Φ)2 (2.1)

where µ and λ are real parameters. The minima of the potential lie on a circle

of radius

|Φ| =
√

2µ/
√
λ ≡ v/

√
2, (2.2)

7



2. THEORETICAL BACKGROUND

so that for low energies the symmetry is broken as illustrated in Fig. 2.1.

Figure 2.1: Higgs potential function (Eq. 2.1) [17]

This minimal value is the expectation value of the quantum field in the quan-

tum vacuum, called vacuum expectation value. The parameter v in Equation 2.2

sets, in principle, the scale of all masses in the Standard Model, which get their

masses by coupling to the Higgs field.

Accordingly the mass of the Higgs boson itself is, neglecting radiative correc-

tions,

MH = v

√
λ

2
, (2.3)

where λ is the strength of the Higgs self-interaction in the higgs potential (Eq.

2.1).

Measurements of other Standard Model parameters set the weak scale v to

v ≈ 246 GeV. (2.4)

Without assuming a very large self-interaction in the higgs sector1, this sets the

Higgs boson mass to be in the order of a few hundred GeV. However, the Higgs

boson is the only Standard Model particle which has not been discovered so far

in any experiment. The lower bound on the Higgs boson mass has been set

to mH ≥ 114.4 GeV at the 95% confidence level by the LEP experiments [18].

Recent results from the CMS collaboration exclude Higgs boson masses between

1The possibility of a large self-interaction is generally not favoured as non-pertubative

calculations would be introduced, and these are difficult to handle.
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2.1 The Standard Model

127 GeV and 600 GeV at the 95% confidence level [19]. At the low end of the

explored mass range (110-600 GeV) an excess of events observed for hypothesised

Higgs boson masses makes the observed limits weaker than expected1. More data

is needed to ascertain the origin of this excess. The ATLAS collaboration reports

similar results [20].

Electroweak Unification

The combination of the gauge theory of the electromagnetic force (quantum

electrodynamics, QED) and the weak force is described in the Glashow-Salam-

Weinberg model [21; 22; 23] within a SU(2)L ⊗ U(1)Y gauge group. The charge

of SU(2)L is the weak isospin and the corresponding gauge mediators are three

massless W bosons (W 1,W 2,W 3). The U(1)Y has one massless gauge boson, the

B0. The charge of the U(1)Y is called weak hypercharge. As described above the

Higgs Mechanism leads to a spontaneous symmetry breaking of the electroweak

symmetry and thus to a mixing of the four massless bosons to the three mas-

sive mediators of the weak force (W+,W−,Z0) and the massless mediator of the

electromagnetic force, the photon (γ):

|W±〉 = |W 1〉 ± i|W 2〉 (2.5)

|γ〉 = cos θW |B0〉+ sin θW |W 3〉 (2.6)

|Z0〉 = − sin θW |B0〉+ cos θW |W 3〉 (2.7)

The angle θW is the Weinberg angle described by the couplings of the two

forces. Due to the dependence on θW the mass of the W± boson (MW ) and the

Z0 boson (MZ) differ, and can be described by:

MZ =
MW

cos θW
. (2.8)

The mass scale of the W and Z boson depends on the vacuum expectation

value of the Higgs field v/
√

2 and the gauge coupling constant g of the SU(2)L

1The expected exclusion range was 117-543 GeV.

9



2. THEORETICAL BACKGROUND

group. E.g. the mass of the W±, without the inclusion of radiative corrections,

is given by:

MW = gv/
√

2 ∼ 80 GeV. (2.9)

The lifetime of the massive bosons is in the order of 10−25 s. After this time

they decay predominantly into quarks (70%) [13]. The relatively short lifetime

leads to a reach of the weak force in the order of ∼ 10−18 m.

The coupling of the electroweak force is not constant, but dependent on

the distance between the two charges. For small distances the coupling in-

creases, which can be physically interpreted as vacuum polarisation, where virtual

electron-positron pairs interact with the photon partially screening the charge.

Quantum Chromodynamics

The strong force is described by a SU(3)C gauge group with a quantum field

theory called quantum chromodynamics (QCD) [24]. The SU(3)C symmetry

seems to be unbroken in nature. Within QCD the gauge bosons of the strong

force, the gluons, are massless as they do not couple to the Higgs field. To ensure

the gauge invariance of the theory eight gluon states occur, each carrying one of

the three colours and an anticolour.

Similarly to the electroweak force the coupling of the strong force is not con-

stant but depending on the distance between the coloured particles. As in the

electroweak case part of the colour charge is screened by interactions with vir-

tual quark-antiquark pairs and, again, the screening of the charge increases for

small distances. However, for the strong force, a second effect plays an impor-

tant role for the energy dependence of the strong coupling. This effect is called

confinement and occurs due to the interaction between the gluons themselves.

These additional gluon loops decrease the coupling of the strong force for short

distances.

As the second effect is much stronger than the screening of the colour charge,

the confinement leads to the fact that coloured particles, like quarks, can not

be isolated and the coupling increases strongly with the distance between the

particles. Therefore, the potential energy increases rapidly for large distances

10



2.1 The Standard Model

between two coloured particles, which leads to the production of new quark-

antiquark pairs. These couple with the original quarks to colourless bound states,

which are not affected by the colour confinement. The resulting colourless bound

states are classified in two categories: mesons, consisting of a quark and an

antiquark with the same colour (or anti-colour), or, baryons, consisting of three

quarks or antiquarks with different colour. Despite of the fact that the mediator

bosons are massless, the confinement of the quarks leads to a very short reach of

the strong force (∼ 10−15).

On the other hand, for small distances, within the colourless bound states,

the strong coupling becomes relatively weak, and the behaviour of the quarks can

be described as if they were single, isolated particles, which is called asymptotic

freedom.

2.1.1 Beyond the Standard Model

Although the Standard Model provides an experimentally well probed theoreti-

cal framework to describe the known particles and their electroweak and strong

interactions1, it possesses structural defects and it leaves many important issues

unaddressed.

Unification of the Forces

The successful combination of the quantum field theories of the weak and the

electromagnetic forces raises the question whether a further unification of the

forces in one ’theory of everything’ is possible. In Grand Unified Theories (GUTs)

the strong interaction is linked to the electroweak interaction within a gauge group

G with one single coupling. The group G consists of the gauge groups of the three

unified forces:

G ⊂ SU(3)C ⊗ SU(2)L ⊗ U(1)Y . (2.10)

In the GUTs the coupling of the three forces converge at a common value at

extremely high energies in the order of M & 1015 GeV. The energy where the

1Already in this description one of the caveats of the Standard Model becomes clear -

gravity, the fourth fundamental interaction is not yet included as no adequate quantum field

theory has been developed yet.
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2. THEORETICAL BACKGROUND

unification occurs is called GUT scale. Below this scale the symmetry of the group

G is spontaneously broken, leading to the known running of coupling constants

as described in the Standard Model.

Though theoretically very interesting, the Standard Model in its current ver-

sion is not a GUT theory as the extrapolation of the couplings in the Standard

Model does not lead to a unification at high scales.

Dark Matter

Several cosmological experiments have shown that the universe seems to consti-

tute of much more than visible matter [25]. To account for this dark matter was

postulated and it is assumed that it contributes to ∼23% of the energy in the

universe [26]. However, the consistence of dark matter, not interacting electro-

magnetically, is widely unknown until today. The neutrino is an example of hot

dark matter within the Standard Model, as it interacts, besides gravity, only via

the weak force. However, hot dark matter is not able to explain the formation

of galaxy clusters and the observed galactic rotational curves. Futhermore, the

mass of the neutrino is much too small to explain the large amount of dark matter

observed by the experiments, which leaves the question about the origin of dark

matter unsolved within the Standard Model.

Naturalness of the Standard Model

In Sec. 2.1 the discussion about the masses in the Standard Model and their

dependence from the weak scale v has been at tree level without considering any

higher order loop corrections. Due to the renormalisability of the Standard Model

the theory should deliver finite results for all higher-order correction. However,

at least at very high energies near the Planck scale (∼ 1019 GeV) significant

contributions from gravity are expected. But, even if we just assume that the

Standard Model is valid up to a scale Λ very different from the weak scale v,

higher order corrections lead to large corrections of the Higgs boson mass for

every Standard Model particle that couples to the Higgs field. For example the

Higgs self interaction at one-loop order leads to a positive correction ∼ λΛ2Φ∗Φ
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2.2 Supersymmetry

to the mass term −µΦ∗Φ in Eq. 2.1. The coefficient −µ2 can then be replaced

by the more physical, one-loop corrected value −µ2
phys :

−µ2
phys = −µ2 − AλΛ2. (2.11)

A is a numerical factor, which is not important for the main argument — the

corrected mass term in the Higgs potential, and thus the Higgs boson mass itself

depends on the square of the scale Λ1:

MH =
√

2µphys. (2.12)

As discussed above, the physical Higgs boson mass needs to be in the order of

∼ 100 GeV to reach the phenomenologically fixed value of v. For a large scale of

Λ, e.g. the Planck scale, this relies on a remarkable cancellation in the order of

10−34 between the Lagrangian parameter −µ2 and Λ2. This high-level of needed

fine-tuning of the parameters doubts the naturalness of the Standard Model in

its current version.

In addition to the discussed caveats the large number of free parameters in the

model, like the masses of the quarks and leptons, the mass differences between

the generations and the number of generations itself, indicate that there might

be a more fundamental theory about the particles and their interactions. In

this context many theories have been discussed - but until now no significant

experimental evidence for either has been found.

2.2 Supersymmetry

Supersymmetry (SUSY) is a theoretically well motivated candidate for an exten-

sion of the Standard Model introduced in the early 1970s. It introduces a new

symmetry between bosons and fermions by using an algebra with a generator Q

changing the spin of each particle by 1
2

and thus changing bosons to fermions and

vice versa:

Q|boson〉 = |fermion〉,Q|fermion〉 = |boson〉 (2.13)

1Ultimately all Standard Model masses depend on v and thus on µphys.
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Each supermultiplet, which is an irreducible representation of the supersymmetric

algebra, contains fermion and boson states and contains an equal number of

fermionic and bosonic degrees of freedom. Particles in one supermultiplet are

called superpartners and have the same mass. As the generator of supersymmetry

commutes with the generator of gauge transformations, the superpartners have

furthermore the same electrical charge, same isospin and same colour.

One of the main qualifying arguments for SUSY is that it solves the fine-

tuning problem of the Standard Modelas first proposed in the early 1980s. If

the coupling of bosons and fermions to the Higgs field is equal, the contributions

from higher-order loop corrections cancel if there is a scalar particle with same

mass for each Standard Model fermion. However, in the energy regime covered

so far no sign of the supersymmetric particles has been found, which implies that

supersymmetry is broken. Still the remaining contributions from higher-order

corrections to −µ2
phys are small, as long as the masses of the supersymmetric

particles are not larger than ∼1 TeV1.

Besides the hierarchy problem also some of the other caveats of the Standard

Model can be solved within supersymmetric theories. In the beginning of the

1990s it was shown [27] that the supersymmetric particles change the coefficients

in the renormalisation equation such that the couplings of the three forces de-

scribed in the Standard Model unify at energies around ∼ 2 · 1016 G̃eV as shown

in Fig. 2.2. Furthermore some of the new particles are good candidates for dark

matter particles [28].

2.2.1 The Minimal Super Symmetric Standard Model

The minimal supersymmetric extension of the Standard Model is called Minimal

Supersymmetric Standard Model (MSSM). It is only one of many possible SUSY

models, but it is called minimal as it introduces only one new degree of freedom

in the superspace.

1In this case the theory is still renormalisable and the corrections to −µ2
phys are depending

only logarithmically on Λ. This is called soft SUSY breaking and its assumption is one of the

reasons to search for SUSY at the LHC, where sparticles masses up to the TeV scale should be

visible in the experiments.
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2.2 Supersymmetry

Figure 2.2: Two-loop renormalisation group evolution of the inverse gauge cou-

plings in the Standard Model (dashed lines) and the MSSM (solid lines).

Particles in the MSSM

As the number of fermionic and bosonic degrees of freedom is equal in each mul-

tiplet, the minimal extension of the Standard Model leads to one superpartner

for each Standard Model particle. The superpartners of the fermions with two

helicity states (L,R) form a chiral multiplet with a boson (spin 0) as their su-

perpartner. The bosons of the Standard Model (spin 1) are combined with their

superpartner, a fermion (spin 1/2), in a gauge multiplet. To complement the

SUSY particle spectrum the graviton (spin 2) is added in another supermultiplet

together with its superpartner the gravitino (spin 3/2). The superpartners of the

Standard Model particles are denoted with a˜above the corresponding Standard

Model notation. The partners of the fermions are called sfermions, e.g. selectron

(ẽ), smuon (µ̃), stau (τ̃), etc., while the partners of the gauge bosons are called

gauginos, e.g. gluino (g̃), wino (W̃ ), etc..

In the Standard Model the Higgs sector is described by one Higgs doublet,

while in the MSSM two Higgs doublets are needed to give mass to all particles.
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2. THEORETICAL BACKGROUND

One of the doublets Hu couples only to up-type quarks, while the other Hd couples

only to down-type quarks. The two Higgs doublets with their superpartners have

eight degrees of freedom. Three are needed to give mass to the Standard Model

W± and Z boson, while the others build five Higgs particles by mixing between

the Higgs doublets. This results in three neutral superpositions of the Hu and

Hd (two scalar Higgs particles (h0,H0) and a pseudoscalar A0), and two charged

Higgs bosons (H±) originating from the mixture of the H+
u and H−d .

As in the Standard Model, the supersymmetric eigenstates of the theory are

not necessarily the mass eigenstates, but broken symmetries can lead to a mixing

between particles with same quantum numbers. The gluino is the only gauge

boson which can not mix with any of the other gauginos, but the higgsinos mix

with the supersymmetric partners of the electroweak bosons. Electroweak sym-

metry breaking leads to a mixing of the superpartners of the neutral wino (W̃ 0),

the bino (B̃0) and the higgsinos (H̃0
u,H̃0

d) to four neutral mass eigenstates, the

neutralinos (χ̃0
1...4):

χ̃0
1

χ̃0
2

χ̃0
3

χ̃0
4

 =


M1 0 −cβ sW mZ sβ sW mZ

0 M2 cβ cW mZ −sβ cW mZ

−cβ sW mZ cβ cW mZ 0 −µ
sβ sW mZ −sβ cW mZ −µ 0




W̃ 0

B̃0

H̃0
d

H̃0
u


(2.14)

with cβ ≡ cos β,sβ ≡ sin β,cW ≡ cos θW and sW ≡ sin θW . θW is the Weinberg

angle and tan β the ratio between the vacuum expectation values of the two Higgs

doublets. mZ is the mass of the Z boson, while M1,2 are the mass parameters of

the wino and bino. µ is the Higgs boson mass parameter.

Similarly the charged higgsinos and winos mix to two charged mass eigen-

states, the charginos (χ̃±1,2): χ̃+
1

χ̃+
2

 = X

 W̃+

H̃u
+

 ,

 χ̃−1

χ̃−2

 = X

 W̃−
H̃d
−

 (2.15)

with

X =

(
M2

√
2 mW sin β√

2 mW cos β µ

)
(2.16)

16



2.2 Supersymmetry

Here θW , β ,M2 and µ are denoted as above, while mW is the mass of the W

boson. The charginos and neutralinos are ordered in dependence of their masses,

where the numbering starts with the lightest gaugino.

Not only the gauginos, but also the sfermion gauge eigenstates can mix and

build new mass eigenstates if the mixing sfermions have the same colour and

electrical charge. Neglecting the mixing between the first two generations of

sfermions, the MSSM introduces 35 new particles, which are summarised in

Table 2.1.

Superpotential and R parity

The supersymmetric interactions are described with the so called superpotential:

WMSSM = ūyuQHu − d̄ydQHd − ēyeLHd + µHuHd (2.17)

Here ū, Q, Hu, d̄, Hd, e and L are the superfields of the corresponding super-

multiplet1, yi are Yukawa matrices describing the mixing and coupling of scalars

to fermions. µ is again the Higgs boson mass parameter.

In principle additional terms violating the lepton or baryon number are al-

lowed. Therefore a new quantum number, the R parity is defined in supersym-

metry:

PR = (−1)3(B−L)+2S, (2.18)

where B is the baryon number, L the lepton number and S the spin quantum

number. All Standard Model particles have PR = +1, while all supersymmetric

particles have PR = −1. If R parity is conserved, this leads to the conservation

of baryon and lepton numbers. As a result in a collision of Standard Model

particles supersymmetric particles can only be produced in pairs. Furthermore

the final state of the decay of a supersymmetric particle always contains a stable

supersymmetric particle, the lightest supersymmetric particle (LSP). In some

SUSY breaking models the LSP is a good candidate to explain the origin of dark

matter [28], which would solve one of the main open questions of the Standard

Model.

1ū, Q and d̄ are the supermultiplets containing squarks and quarks, while L and e describe

the sleptons and leptons. Respectively Hd and Hu contain the Higgs and higgsino particles.
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2. THEORETICAL BACKGROUND

Name Spin PR Gauge Eigenstates Mass Eigenstates

Higgs Bosons 0 +1 H0
u H0

d H+
u H−d h0 H0 A0 H±

ũL ũR d̃L d̃R see left

Squarks 0 -1 s̃L s̃R c̃L c̃R see left

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e see left

Sleptons 0 -1 µ̃L µ̃R ν̃µ see left

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

Neutralinos 1/2 -1 B̃0 W̃ 0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

Charginos 1/2 -1 W̃± H̃+
u H̃−d χ̃±1 χ̃±2

Gluino 1/2 -1 g̃ g̃

Gravitino 3/2 -1 G̃ G̃

Table 2.1: The particles of the MSSM. The mixture between the first and sec-

ond sfermion generation is neglected. The four Higgs bosons (PR = +1) are no

supersymmetric particles, but an extension of the Standard Model Higgs sector.
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2.2 Supersymmetry

2.2.2 Gauge Mediated Breaking of Supersymmetry

Possible soft breaking terms added to the superpotential of the MSSM are quite

constrained in order to ensure the renormalisability of the theory and avoid the

reintroduction of quadratic divergences. Nevertheless 105 additional free param-

eters are needed to characterise the SUSY breaking terms. The SUSY breaking

is assumed to take place in a sector, separate from the visible particles, called

’hidden’ sector. Different models of SUSY breaking have been studied; one ap-

pealing breaking scenario called mSUGRA (minimal supergravity) assumes that

the interaction between the hidden sector and the Standard Model particles is

gravitational.

Another one, called GMSB (gauge mediated SUSY breaking), introduces a

second hidden sector containing messenger fields for the communication between

the hidden sector and the visible particles [29]. Hereby the messenger fields

underlie the Standard Model gauge interactions and couple to the SUSY breaking

hidden sector. All soft mass breaking terms arise dynamically and depend on the

scale of the messenger fields Mmess and the scale of SUSY breaking in the hidden

sector F .

Gauge mediation is a very attractive scenario for the MSSM as it solves the

SUSY flavor problem, by naturally suppressing flavour-changing neutral currents

due to the Standard Model gauge interaction between the messenger fields and

the visible sector1. Furthermore it provides a calculable framework, which allows

the derivation of a phenomenological predictive framework.

Recently a model-independent framework for GMSB was formulated: General

Gauge Mediation (GGM) [7]. This allows to identify features of GMSB in general

and make predictions for possible final states observable at the LHC.

GGM encompasses all models where the theory decouples into the MSSM

and a separate hidden SUSY breaking sector in the limit that the MSSM gauge

couplings αi → 0. This includes models with both, weakly and strongly coupled

messenger fields, where any number of messenger and SUSY breaking fields can be

accommodated. However, models based on nontrivial embeddings of the Standard

1In other models, like mSUGRA, the corresponding couplings have to be set to zero to avoid

lepton flavour violation.
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Model gauge group into larger groups are not included (e.g. SU(5)GUT ). The

Higgs sector is not discussed in detail, but it is just assumed that tan β and µ

can be set freely [9].

Within the framework of GGM the most common predictions of all GMSB

models can be derived. These include, among others1, a gravitino LSP with a

light mass in the order of ∼ eV - GeV:

mLSP =
F√
3Mpl

, (2.19)

where mLSP is the mass of the gravitino, Mpl is the Planck scale and F the SUSY

breaking scale introduced above.

Widely known features like a bino or stau NLSP can be part of a large set of

models, while they are not in general a prediction of gauge mediation. This is

important as the NLSP type is one of the key quantities determining the inclusive

signatures at a collider if R-parity conservation is assumed. In this case the NLSP

always decays into its Standard Model partner plus the gravitino. These decays

can be prompt or delayed depending on the interaction between NLSP and the

gravitino. Thus, besides the type of the NLSP, also its lifetime τNLSP is strongly

influencing the collider signatures:

τNLSP ∼
F 2

m5
NLSP

. (2.20)

In the following the decay of the NLSP to the gravitino is assumed to be prompt.

This results in final states with high pT objects (determined by the NLSP type)

and missing transverse energy due to the gravitino leaving the detector without

any energy deposition. A schematic Feynman diagram of a typical GGM event

at a collider is shown in Fig. 2.3.

At the LHC the typical production will be coloured superpartners, e.g. squarks

and gluinos. Their decays will produce Standard Model particles, mostly quarks,

and end with a decay of the NLSP to its Standard Model partner and a gravitino.

As within the GGM framework the type of the NLSP is not limited, it results in

a very rich variety of possible final states [9]. This includes possible final states

with high pT photons if the NLSP is gaugino-like.

1see [7] for a complete list of common features
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2.2 Supersymmetry

Figure 2.3: Schematic diagram [9] of a GGM event showing two decay chains

ending with a decay of the NLSP to its Standard Model partner and a gravitino.

2.2.2.1 Experimental Signatures with Photons

Final states with photons are experimentally interesting as photons can be iden-

tified with relatively high purity and efficiency at the collider experiments. If in

addition missing transverse energy occurs in the events as it is expected within

GGM, the Standard Model background is widely suppressed which makes the

channel experimentally well accessible.

If the NLSP is gaugino-like, in general, the NLSP will be a mixture of binos,

winos and higgsinos. For simplicity the focus can be set on gauge eigenstate

limits separating the possible final states for each gaugino. This leads to three

different scenarios: bino-like NLSP, wino-like NLSP and higgsino-like NLSP1. To

1If the NLSP is a neutral higgsino it typically produces a Z or a h boson. The branching

ratio is strongly model dependent, so that it is useful to define two extreme cases in which the

higgsino decays only to Z or only to h plus gravitino as outlined here [8]
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focus on final states with photons, models with higgsino-like neutralinos, where

no photons in the final state are expected, are not discussed here further1.

A bino-like neutralino decays predominantly in photons with a branching

fraction ∼ cos2 θW , while the decay to Z bosons is sub dominant (∼ sin2 θW ).

For a neutral wino-like neutralino the branching ratios are flipped, so that the

decay goes dominantly to Z as shown in Fig. 2.4. The branching fraction of bino

and neutral wino NLSPs is mostly determined by the Weinberg angle θW . In

addition, at low masses, the decay to Z bosons is kinematically suppressed.
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Figure 2.4: Branching ratio of bino- and wino-like neutralino to photons and Z

bosons in dependence of the neutralino mass [8].

If the neutralino is wino-like, the splitting between the charged and the neutral

wino is generally small [30] and thus the neutral and charged winos become co-

NLSPs. In this case the charged wino will also decay directly into the gravitino

and a W± [8].

As discussed in Sec. 2.2.1 R-parity conservation leads to pair production of

supersymmetric particles and thus two NLSPs are expected in each event. There-

fore the most likely final state for a pure bino-like neutralino contains two photons

and two gravitinos plus eventually produced additional Standard Model particles.

A Feynman diagram of such a decay is shown in Fig. 2.5. Besides this signature,

final states with only one photon can occur if one of the NLSPs decays into a

Z boson, instead of a photon. A corresponding Feynman diagram is shown in

Fig. 2.6(a).

1see e.g. [8] and [9] for a detailed discussion of higgsino-like final states
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Figure 2.5: Sample Feynman diagram of an typical diphoton final state expected

within the GGM framework for a bino-like neutralino.

Experimentally the search for final states with at least one photon is promising

as it includes also the diphoton final states, which are not included in dedicated

searches for the diphoton final state, where one of the photons fails the detector

acceptance criteria.

For the wino-like NLSP the probability for a diphoton final state is quite sup-

pressed. However, even if the wino-like neutralino is not decaying dominantly

into photons, final states with a single high pT photon still are not negligible,

especially for low wino masses. This raises the opportunity to search for a wino-

like neutralino in final states with one photon. An example Feynman diagram of

such a decay is shown in Fig. 2.6(b). Compared to inclusive searches looking for

hadronic final states (e.g. [31; 32]), this has the advantage of suppressed Standard

Model backgrounds due to the clear experimental signature of the photon. First

limits on the wino- and bino-like neutralino have already been set at the Teva-

tron [33; 34], but the LHC experiments have by now superseeded these limits as

summarised here [9].

To allow the calculation of cross sections as model independent as possible the

GGM predictions can be formulated in a simplified scenario as discussed in detail

here [8; 35]. The main idea is to use minimal spectra, which include the NLSP,

together with squarks and gluinos for coloured production. All other masses
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are assumed to be decoupled1. All squark flavours are set to be approximately

degenerate except for right-handed up-type squarks, which are decoupled. The

production is assumed to be coloured production, i.e. squark and gluino produc-

tion, as the production cross sections are much larger than for direct production

of the neutralinos [9].

For the interpretation of the search for supersymmetry in photon final states

presented in chapter 5 two bino-like scenarios have been studied: one with a

fixed neutralino mass of 375 GeV and varying squark and gluino masses, the

other with a decoupled squark mass2 and varying gluino and neutralino masses.

For the interpretation of the results in a model with a wino-like neutralino only

the scan in squark and gluino mass has been performed, while the neutralino mass

has been set to 375 GeV as in the bino-like scenario. The three corresponding

simplified GGM spectra are summarised in Table 2.2.

The resulting NLO cross sections3 for both scenarios in the squark-gluino mass

plane and in the neutralino-gluino plane are visualised in Fig. 2.7.

Table 2.2: Summary of studied GGM benchmark scenarios with a bino- and

wino-like neutralino.

Parameter Bino-like χ̃0
1 Wino-like χ̃0

1

fixed mass Mχ̃0
1

Mq̃ Mχ̃0
1

Mg̃ [ GeV] 400-2000 400-2000 400-2000

Mq̃ [ GeV] 400-2000 2500 400-2000

Mχ̃0
1

[ GeV] 375 150-1050 375

µ [ GeV] 2500 2500 2500

tan β 2 2 2

cτNLSP [mm] 0.1 0.1 0.1

1In the simplified GGM spectra analysed here all decoupled masses are set to 2500 GeV.
2In this scenario all light squark masses are set to 2500 GeV.
3The NLO cross sections have been calculated with prospino [36], the corresponding renor-

malisation uncertainties and the PDF uncertainty on the cross section are shown in App. A.1.1.
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Figure 2.6: Sample Feynman diagram of an typical single photon final state ex-

pected within the GGM framework for a (a) bino-like and (b) wino-like neutralino.
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Figure 2.7: NLO cross sections in the squark-gluino mass plane of (a) bino- and

(b) wino-like neutralino with mass Mχ̃0
1

= 375 GeV and (c) in the neutralino-gluino

mass plane of a bino-like neutralino.
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3

Event Reconstruction with the

CMS Detector

The Large Hadron Collider (LHC) [37] is a circular hadron collider designed for

proton-proton collisions at a centre-of-mass energy of 14 TeV and a luminosity

of L = 1034 cm−2 s−1. Besides protons, it can collide also heavy ions (Pb) with

a maximum energy of 5.5 TeV and a luminosity of L = 1027 cm−2 s−1. The

LHC is designed to reach these unprecedented energy scales, enabling the search

for possible physics beyond the Standard Model and extending the reach of the

ongoing search for the Higgs boson. Depending on the cross section of the physics

process under study, σ, the expected number of events per second is N = Lσ,

where L is the machine luminosity. For the LHC the luminosity is given by

L =
N2
b nbfrevγ

4πεnβ∗
F, (3.1)

where Nb is the number of particles per bunch, nb the number of bunches per

beam and frev the revolution frequency. γ is the Lorentz factor and F a reduction

factor due to the crossing angle. The normalised transverse emittance, εn, is a

measurement of the parallelism of the beam. Together with the beam size at the

interaction point, β∗, it defines the width of the beam1. The design luminosity

for proton collisions can be reached with 2808 bunches colliding every 25 ns.

1The nominal design luminosity corresponds to εn = 3.75 µm and β∗ = 0.55 m for proton-

proton collisions.
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The LHC is operated by the european organisation for nuclear research (CERN)

and located near Geneva in the former 26.7 km tunnel of the LEP machine. It has

two multiple-purpose experiments, ATLAS [38] and CMS [39], which are designed

for the peak luminosity for proton-proton operation. Furthermore there are two

experiments designed for lower luminosity: LHCb [40] focusing on b-physics and

TOTEM [41] for the detection of protons from elastic scattering at small angles.

The ALICE experiment [42] is optimised for the heavy-ion collisions and thus

capable of running with the peak luminosity for this operation mode. Figure 3.1

shows an overview of the LHC and its experiments.

Figure 3.1: Overview of the LHC and its experiments [43].

The first proton-proton collisions took place in November 2009 at a centre-of-

mass energy of 900 GeV. This was raised before the end of the year to 2360 GeV

making the LHC the highest-energy particle accelerator on the earth. Since March

2010 the LHC has been operated at a centre-of-mass energy of 7 TeV. This energy

is planned to be increased to 8 TeV in 2012. Then, after a two-year shut-down, the

LHC is expected to be operated at the original design energy of 14 TeV in 2015.

However, already during the runs in 2010 and 2011 the instantaneous luminosity

has been increased steadily. This was achieved by tuning the beam parameters
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leading to a maximum instantaneous luminosity of L = 3.55 · 1033 cm−2 s−1 in

October 2011. In 2010 CMS recorded a total integrated luminosity of 43 pb−1,

whereas in 2011, due to the rapidly increasing luminosity, CMS recorded 5.2 fb−1of

proton-proton collisions. The integrated luminosity versus time delivered to the

LHC experiments in 2011 is shown in Fig.3.2 [44].

(a) (b)

Figure 3.2: (a) Integrated and (b) peak luminosity versus time delivered to the

LHC experiments in 2011[44].

3.1 Kinematic Definitions

CMS uses a right-handed coordinate system, with the origin in the centre of the

detector. The x-axis is pointing to the centre of the LHC, the y-axis is pointing

up, and the z-axis is pointing in the beam direction. The polar angle, θ, is

measured from the z-axis, whereas the azimuthal angle, φ, is measured relative

to the x-axis in the x-y-plane. The pseudorapidity η is defined as:

η = −ln tan(
θ

2
). (3.2)
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3. EVENT RECONSTRUCTION WITH THE CMS DETECTOR

The Lorentz invariant distance between two relativistic objects, ∆R , is given by:

∆R =
√

(∆η)2 + (∆ϕ)2. (3.3)

At the LHC, and all other hadron colliders, the initial momentum of the collid-

ing particles is not known and consequently it is not possible to measure, e.g.

the momentum balance of a collision directly. However, it is known that the

initial particles have no momentum transverse to the beamline. Thus transverse

quantities can be utilised to measure the energy and momentum of the particles.

These quantities refer to the components in the x-y-plane, i.e. the transverse

momentum, pT, is:

pT = p · sin θ (3.4)

and transverse Energy, ET, is:

ET = E · sin θ. (3.5)

Missing transverse momentum ( ~ET/ ) is the vectorial sum of transverse momenta,

while its magnitude is called missing transverse energy (ET/ ).

3.2 The CMS Detector

The ambitious LHC physics programme focusing on the search for the Higgs

boson and physics beyond the Standard Model sets high requirements for the

experiments. The CMS detector [39] is designed to meet these requirements

focusing on:

• a good resolution and reconstruction efficiency in the inner tracker for

charged particles and an efficient triggering and tagging of τ ’s and b-jets.

This is particularly important for the searches for the Higgs boson, e.g.

H → bb̄ and searches for supersymmetry with b/τ -jets.

• a good electromagnetic energy resolution for the measurement of photons

and electrons in a wide geometric coverage and an efficient photon and

lepton isolation at high luminosities. This is again important for the Higgs

searches (H → γγ), but also for searches for supersymmetry (GMSB) or

new massive vector bosons (Z ′ → e+e−).
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• a good resolution of ET/ and dijet mass requiring a hadronic calorimeter

with a large hermetic coverage and with fine lateral segmentation. This

is needed for many searches for new physics (e.g. supersymmetry), where

often final states with large ET/ are expected.

• a good identification of muons and their transverse momenta in a wide

range of the detector, a good dimuon mass resolution and the possibility

to measure the charge of the muon in the muon system. This allows, e.g.

the search for heavy Higgs bosons in the four muon final state H → ZZ →
µ+µ−µ+µ− or the measurement of possible new massive vector boson (Z ′ →
µ+µ−).

The CMS detector is a typical cylindrical high-energy particle detector com-

posed of several layers of subdetectors arranged around the beam line. One of the

main distinguishing features of the CMS detector is the superconducting solenoid,

providing a 3.8 T magnetic field, which is used to divert charged particles. The

measure of the solenoid, 13 m long and 5.9 m inner diameter, drives the compact

design of the CMS detector, accommodating inner tracker and the calorimetry

inside the bore of the magnet coil and integrating also the muon system within

the return yoke of the solenoid.

The different subcomponents of the detector sum up to a length of 21.6 m, a

diameter of 14.6 m and a weight of 12500 tons. A schematic picture of the CMS

detector and its subcomponents is shown in Fig. 3.3.

3.2.1 The Inner Tracker

The inner tracker measures charged particles within the |η| < 2.5 pseudorapidity

range. To ensure a good resolution and measure possible secondary vertices from

τ or b decays hybrid pixel detectors are installed close to the interaction vertex.

In the barrel region three pixel layers at radii r of 4.4 to 10.2 cm are installed.

Further away from the interaction point (r ≥ 20 cm) the particle flux is low

enough to enable the use of silicon microstrip detectors, which are placed at r

between 20 and 110 cm in the barrel region of the detector. In addition the

forward region is instrumented with 2 pixel and 9 microstrip layers.
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Figure 3.3: Schematic picture of the CMS detector and its subcomponents [39].

Overall the inner tracker consists of 1440 silicon pixel and 15148 silicon strip

detector modules, providing an impact parameter resolution of ∼ 15 µm and a

pT resolution of about 1.5% for 100 GeV particles [45].

3.2.2 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) is located outside the inner tracker. It

is used mainly to measure the energy of photons and electrons. It consists of

61200 lead tungstate crystals mounted in the central barrel part of the detector,

completed by 7324 crystals in each of the two endcaps. The energy resolution

of the ECAL is better than 0.5% for unconverted photons with ET > 100 GeV.

The barrel region of the ECAL (EB) provides coverage in pseudorapidity |η| <
1.479, which is extended in the endcaps (EE) up to |η| < 3.0.
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3.2 The CMS Detector

The lead tungstate crystals have short radiation lengths, are fast and radiation

hard, which makes them very useful for LHC calorimetry. However, the light

yield of the crystals is relatively low, which poses high requirements on the used

photodetectors operated in the 4T magnetic field.

The basic building block of the ECAL front end electronics is a group of

25 crystals: a trigger tower in EB or a supercrystal in EE. The 25 crystals are

grouped in a 5x5 geometry. Each trigger tower contains a motherboard (MB), a

low voltage regulator board (LVRB), 5 very front end (VFE) boards and a front

end (FE) card. Each VFE card contains amplification and digitisation for the

signals from 5 crystals, the signals from the 5 VFEs are collected on the FE card.

In the barrel each FE is served by three optical links: one for sending the data,

one for the transfer of the trigger primitive measurement and a third link which

transmits control, clock and trigger signals.

About 99% of the ECAL crystals have been fully operational during the 7 TeV

data taking [46]. The remaining 1% of crystals are either non-functioning or have

a high level of electronic noise and are thus masked for the reconstruction. While

overall this has small impact on the event reconstruction, it becomes important

for events with high ET/ and high jet activity, where the probability that a jet hits

an affected detector area is increasing.

3.2.3 The Hadron Calorimeter

The hadronic calorimeter (HCAL) is surrounding the ECAL, but still located

mostly inside the magnet coil. To suppress non-Gaussian tails in the measurement

of hadron showers and ET/ it is important to avoid energy losses of the hadrons

outside the calorimetry as far as possible. To achieve the required hermetic

coverage the HCAL consists of four subdetectors: the hadron barrel (HB) and

hadron endcap (HE) located inside the solenoid magnet cover a pseudorapidity

range of |η| < 1.4 and 1.3 < |η| < 3.0 respectively. The hadron forward (HF)

lies close to the beam pipe but far from the interaction point covering very high

pseudorapidities (3 < |η| < 5). The hadron outer (HO) (|η| < 1.26) is placed

outside the solenoid, in the barrel region.
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Besides the HF, the HCAL is a sandwich sampling calorimeter using brass as

absorber material. Brass was chosen to maximise the amount of absorber inside

the magnet and is well suited as it has a relatively short hadronic interaction

length λ1 and is not magnetic. The active medium consists of plastic scintilla-

tor tiles, which are read out with optical fibres connected to hybrid photodiodes

(HPDs). In the HF the absorber material is steel. The hadrons emit Cherenkov

light in radiation-hard Quartz fibres, which is read out and amplified by photo-

multipliers.

The material thickness of the HB in terms of hadronic interaction lengths

reaches up to ∼ 10 λ for |η| ∼ 1.3. But for smaller pseudorapidities the material

thickness decreases to a minimal thickness of ∼ 6 λ in the central part of the

HB. The ECAL adds ∼ 1 λ in this region, but still late showering high energetic

hadrons might punch-through the HB depositing parts of their energy outside.

To measure parts of this leaking energy the HO is located outside the solenoid in

the barrel region. But even including the HO very high energetic hadron showers

might deposit parts of their energy further outside in the detector, e.g. the muon

system. The material thickness in interaction lengths for the calorimetry and the

muon system is shown in Fig. 3.4 in dependence of the pseudorapidity.

For |η| <1.48 the HCAL cells map onto the 5x5 ECAL crystal arrays forming

’calorimeter towers’. For larger pseudorapidities the size of the towers increases

and the corresponding ECAL cluster contains less crystals. The calorimeter tow-

ers are used to combine the measurement of ECAL and HCAL, resulting in the

reconstruction of hadrons with a resolution of ∆E/E ≈ 100%/
√
E[GeV ]⊕ 5%.

3.2.4 The Muon System

The Muon System is the outermost subsystem of the CMS detector. It is located

outside the magnetic coil and integrated partly in the iron return yoke of the

solenoid. It consists of four muon stations covering the region up to |η| < 2.4.

In the muon barrel region (MB) aluminium drift tube chambers (DT) are used

to ensure a high resolution measurement of the muons. The endcaps of the

1The interaction length is the distance in a material after which the energy loss of a rela-

tivistic particle due to nuclear interactions is reduced by a factor 1/e.
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Figure 3.4: Material thickness in hadronic interaction lengths after the ECAL,

HCAL, and at the depth of each of the four muon stations (MB,ME) as a function

of pseudorapidity [39].

muon system (ME) are equipped with cathode strip chambers (CSCs). The CSCs

provide a faster response time than the DTs, which is needed due to higher muon

rates in the forward region. Resistive plate chambers (RPCs) are installed in both

detector regions to complement the measurement of the CSCs and DTs. The

RPCs have a much lower momentum resolution than the other muon detectors,

but an excellent time resolution and a fast response time. Therefore, the RPCs

are used to identify the correct bunch crossing. The muon detectors are arranged

in both detector regions in 4 stations numbered from the inside out. Combining

the track measurement in the inner tracker and the measurement from the muon

system results in a pT resolution between 1 and 5% up to a pT of ∼1 TeV.
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3.2.5 Trigger and Data Acquisition

The LHC bunch-crossing rate at the design luminosity of the LHC corresponds

to ∼109 interactions per second. This exceeds the available data processing rate,

which is in the order of ∼300 Hz, by a factor of ∼107. To achieve this dras-

tic reduction factor CMS uses a two-level trigger system. The level-1 trigger

(L1) [47] is composed of custom hardware processors. It uses information from

the calorimeters and the muon system, where in a first step local triggers are ac-

tivated if energy above a threshold is deposited in the calorimeter towers or track

patterns are recognised in the muon system. The output of these local triggers is

ordered by quality and forwarded to a global trigger, which decides if the event is

processed further. The output rate of the L1 trigger is about 30 kHz with a total

latency of less than 3.2 µs. The high level trigger (HLT) [48] builds the second

stage of the trigger system and decreases the processed event rate to the required

∼300 Hz. It is a software trigger where different algorithms use almost the full

event data, i.e. including also the information from the tracker. Several hundred

HLT paths select different combinations of particles giving suitable input for the

various CMS data analyses.

3.3 Event Cleaning and Basic Event Selection

A basic event selection and cleaning has been applied throughout all presented

studies to reduce the effects of known sources of noise and preselect good collision

events.

Therefore events with more than 10 tracks and a fraction of high-purity tracks

larger than 25% are rejected. This reduces events where beam particles are

traversing the pixel detector longitudinally leading to large occupancies and many

fake tracks. Furthermore a well identified primary vertex is required in order to

further reject noise events and identify good collision candidates. The selection

is based on the number of degrees of freedom of the vertex (ndof > 4), the vertex

z-coordinate (|z| ≤ 24), and the radial distance of the vertex from the beam-pipe

centre ρ (ρ ≤ 2 cm).
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Anomalous signals in the calorimeters are mostly due to particles hitting the

transducers or striking the sensors and random discharges of the readout detector

(HCAL). In the HF, scintillation and Cherenkov light affect the measurement of

the photomultiplier tubes. Also punch-through particles exiting the back of the

calorimeter can introduce additional ET/ to the measurement in the HF. In the

HB and HE electronic noise from the hybrid photo diode (HPD) and readout

box (RBX) can affect the readout of one up to all 72 channels in a RBX. For

most of the anomalous signals in the calorimeters a basic event cleaning is applied

by default in the CMS reconstruction software (CMSSW) based on information

about charge sharing between neighbouring channels, timing and pulse shape

[49; 50]. The identified unphysical measurements in the ECAL or HCAL are thus

excluded for reconstruction of higher level objects as jets or ET/ .

3.4 Particle Reconstruction and Identification

For a physics measurement the detector signals need to be translated into mean-

ingful physics quantities. CMS uses a wide variety of reconstruction algorithms

to calculate momentum four-vectors and other object specific variables from the

measurements of the different CMS subsystems. To identify and distinguish

the resulting physics objects, i.e. jets, muons, electrons and photons, different,

analysis-specific identification criteria are used. In the following the key features

of the reconstruction and the identification criteria of the objects used in the later

analyses are summarised. The measurement of the ET/ is described in more detail

in Chapter 4.

3.4.1 Jets

Quarks and gluons produced in high-energy proton-proton collisions can not be

observed directly, due to their colour charge and the resulting confinement. In-

stead quark-antiquark pairs are created, building a shower of new colour neutral

particles (hadrons or mesons), called a jet. Thus jets are mainly reconstructed

from the measurements in the ECAL and HCAL. But also the information from

the inner tracker can be utilised to improve the reconstruction. Jets considered
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here are clustered with the anti-kT clustering algorithm [51] with a size parameter

R =0.5. CMS uses three different jet reconstruction algorithms. Calorimeter jets

(CaloJets) are reconstructed using only the energy deposits in the calorimeter

towers. The jet-plus-track (JPT) algorithm utilises the transverse momentum

of well measured tracks in the inner tracker and removes the corresponding, ex-

pected calorimeter deposits from the calculation [52]. The particle-flow (PF)

jets are reconstructed by clustering four-momentum vectors of particle-flow can-

didates reconstructed by the particle-flow algorithm [53] utilising all detector

components. The non-linearity of the response in the calorimeter for neutral and

charged hadrons raises the need of jet energy corrections (JEC) to correct the jet,

on average, back to hadron level [54]. Several levels of jet energy corrections are

available including:

• Offset (L1): These corrections are applied to subtract energy not asso-

ciated with the high pT scattering. CMS has developed three different

methods to correct the offset introduced due to contributions from noise

and pile up [54]. Here, the jet-area method (L1Fast) is applied, where

for each event an average transverse momentum ρ is estimated per unit

area. Depending on the jet area the jet is then corrected in dependence of

ρ. For particle-flow jets charged hadrons not originating from the primary

vertex can be identified and are in the following excluded from the jet re-

construction. Thus the identified charged hadrons are also excluded from

the calculation of ρ in this case.

• Relative jet corrections (L2): Before the application of JEC the re-

sponse of the jets is dependent on the pseudorapidity. The level 2 correc-

tions remove this dependency by correcting each jet relative to a jet in the

central region of the detector.

• Absolute jet corrections (L3): These corrections are designed to remove

the pT dependence of the jet response and correct the jet back to the hadron

level.

• Residual corrections: Comparison between data and Monte Carlo simu-

lation (MC) shows slight differences between the jet response in data and
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MC. Therefore these, relatively small, additional corrections are applied on

data only in dependence of η and pT of the jets.

If not indicated otherwise, jets are corrected up to Level 3 in the following. For

data the residual corrections are applied in addition. Offset corrections are only

applied for results showing data recorded in 2011.

As a simple quality requirement loose jet identification (JetID) criteria are

defined. For calorimeter jets the criteria are [55]:

• electromagnetic energy fraction (EMF) > 0.01,

• fraction of jet energy from the hottest (i.e. of highest energy) hybrid photo

diode < 0.98,

• number of hits (i.e. cells) making up 90% of the jet’s energy (n90hits) > 1.

The corresponding definition for particle-flow jets referring to the reconstructed

charged or neutral hadrons and photons is [55]:

• number of constituents > 1,

• neutral hadron fraction < 0.99,

• neutral electromagnetic fraction < 0.99,

• charged hadron fraction > 0 if |η| > 2.4,

• charged multiplicity > 0 if |η| > 2.4,

• charged electromagnetic fraction < 0.99 if |η| > 2.4.

3.4.2 Photons

The excellent energy resolution and high granularity of the CMS ECAL allows

a high precision measurement of isolated photons. Photon candidates are recon-

structed from local deposits in the ECAL, which are summed up into superclus-

ters.

The material in front of the calorimeter can cause conversion of photons and

bremsstrahlung from electrons and positrons. This leads to a spread of the photon
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decay remnants due to the strong magnetic field. Therefore, the reconstructed

superclusters are extended in φ and corrected as a function of the ratio of the

supercluster size in φ to the size in η. Additional corrections are applied to

compensate for variations along η in the amount of tracker material, the ET

dependence of conversions and bremsstrahlung and the η dependence of lateral

energy leakage. For simulated signal photons, the corrections are in the order of

1% of the uncorrected supercluster energy [56].

The reconstruction of the photon is based on the ratio of the energy deposited

within a 3×3 array of ECAL crystals centred around the seed crystal of the

supercluster to the total energy of the supercluster, called r9. The energy of the

photon candidate is estimated depending on this quantity, which gives a measure

if the photon is converted or not. For high values of r9, i.e. r9 > 0.94(0.95)

in the barrel (endcap), the energy of the 5×5 crystals around the crystal with

the highest energy deposit is used as photon energy instead of the supercluster

energy [56]. Besides this, the r9 variable is also used to avoid the reconstruction

of photons (or electrons) from single noisy crystals.

Photons produced in decays of neutral hadrons in jets, e.g. π0, tend to be

less isolated and have a wider shower transverse profile. Thus further variables

including isolation and shower shape variables are used to increase the purity of

the photon identification. The applied identification criteria for photons include

cuts on the following variables:

• ECAL isolation (IsoECAL): the sum of the ECAL energy in an annular

region around the photon in η − φ plane with inner radius ∆R=0.06 and

outer radius ∆R=0.3. A three crystal wide strip along φ is excluded.

• HCAL isolation (IsoHCAL): the sum of the HCAL energy in an annular

region around the photon η−φ plane with inner radius ∆R=0.15 and outer

radius 0.3.

• Tracker isolation (IsoTrack): the scalar sum of the pT of the tracks in a

hollow cone around the photon with inner radius ∆R=0.04 and outer radius

∆R=0.3.
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• Combined isolation (Isocomb): the combined isolation is the sum of

ECAL, HCAL and tracker isolation.

• Hadronic energy fraction (Had
Em

): the ratio between the HCAL energy in

an annular region around the photon with outer radius ∆R=0.15 and the

ECAL supercluster energy.

• Supercluster shape σiηiη: η − η element of the η − φ covariance matrix,

which is a measure for the extent of the supercluster in η:

σ2
iηiη =

Σ5×5
i wi(iηi − iηseed)2

Σ5×5
i wi

, wi = max(0, 4.7 + ln
Ei
E5×5

) (3.6)

i is an index within the 5 × 5 electromagnetic cluster, thus Ei and iηi are

the energy and η index of the corresponding crystal, while iηseed is the η

index of the seed crystal. E5×5 is the energy of the 5 × 5 crystals around

the seed crystal.

• Pixel seed veto: To avoid the misidentification of electrons as photons,

photons are required not to match any track reconstructed in the pixel

detector that is consistent with the primary vertex.

The used selection criteria for isolated photons (γ) are summarised in Ta-

ble 3.1. The criteria have been optimised using MC simulation for Standard

Model processes and possible GGM signal. The resulting photon efficiency has

been measured on data and the ratio of photon efficiencies between data and MC

simulation was found to be [57]:

εdatae

εMC
e

= 0.99± 0.04. (3.7)

The calorimeter isolation variables are strongly dependent on the number

of pile up interactions in the event. To minimise the pile up dependence of

the photon identification, the ECAL and HCAL isolations are corrected for this

effect using again the average transverse momentum ρ per unit area. The average

calorimeter isolations show a linear dependence on ρ and the obtained slope is

used to calculate the pile up corrected isolations [57]:

IsoCorr
ECAL = IsoECAL − 0.1474 · ρ (3.8)
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and

IsoCorr
HCAL = IsoHCAL − 0.0467 · ρ. (3.9)

The pile up corrected combined isolation is then defined as

IsoCorr
comb = IsoCorr

HCAL + IsoCorr
ECAL + IsoTrack. (3.10)

To identify jets with high electromagnetic energy deposits, i.e. due to π0

hadrons occuring in the shower, a second object (γJet) is defined by loosening the

isolation cuts. It is defined such, that it is still similar to a photon in terms of

resolution, while disjunctive from the tighter photon definition (γ). The γJet will

be used for a data driven estimate of Standard Model background in the presented

search for supersymmetry. The main difference to the photon identification are

looser isolation criteria as summarised in Table 3.1. To avoid overlap with the

tight photons, the γJet is required to fail either the photon isolation or the selection

criteria on the shower shape variable σiηiη.

Table 3.1: Summary of photon and jet-photon fakeable object identification cri-

teria.

Cut γ γJet

Pixel Seed no no

IsoCorr
comb[ GeV] < 6 < (min(30, 0.3 · pT))

σiηiη < 0.011 < 0.014
Had
Em

< 0.05 < 0.05

r9 < 1 < 1

additional requirements - IsoCorr
comb ≥ 6 GeV || σiηiη ≥ 0.011

3.4.3 Electrons

Electrons are identified using similar criteria on isolation and shower shape as

photons. The main difference is that electron candidates must match a charged

particle track within ∆η and ∆φ, while they are still isolated from additional

tracks. Furthermore, electrons are required to be within the fiducial region of the
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calorimeter (|η| <1.4442 or 1.5660< |η| <2.5); additional selection criteria for the

rejection of converted photons are not applied.

The electron requirements applied for the ET/ studies presented in the next

chapter are summarised in Table 3.2. These differ slightly from the electron

definition used for the search for supersymmetry. In the latter an electron iden-

tification very similar to the described photon identification is used to estimate

the background from electroweak processes. This electron object (γe) is required

to pass all tight photon identification criteria, except for the pixel match veto

requirement, which is inverted instead.

Table 3.2: Summary of electron identification criteria.

Cut barrel endcap

Pixel Seed yes yes

track match ∆φ < 0.8 < 0.7

track match ∆η < 0.007 < 0.01

IsoECAL [ GeV] < 2 · pT < 0.06 · pT

IsoHCAL [ GeV] < 0.12 · pT < 0.05 · pT

IsoTrack [ GeV] < 0.15 · pT < 0.15 · pT

σiηiη < 0.011 < 0.003
Had
Em

< 0.05 < 0.07

Often the electron (or muon) energy deposits in the calorimeter are in a first

step also reconstructed as jets. The jets used for the search for supersymme-

try presented later, are cleaned from these jets. For this purpose another very

loose electron selection is defined requiring electrons with a minimum transverse

momentum of 15 GeV, |η| <2.6 and a combined isolation smaller than 0.2·pT.

3.4.4 Muons

Muon candidates are required to have a track in the inner tracker matching the

track reconstructed in the muon system. The ECAL and HCAL isolation are

required to be inconsistent with the expected energy deposit of the muon in the

calorimeters and also the tracker isolation is expected to be small.
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A loose muon selection is defined requiring muons with a minimum transverse

momentum of 15 GeV, |η| <2.6 and a combined isolation smaller than 0.2·pT is

defined. This definition is used later, similar to the loose electron definition, to

identify jets reconstructed from the muon energy deposits.
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4

Measuring the Missing

Transverse Energy

4.1 Reconstruction and Correction

Neutral weakly interacting particles leave a typical collider detector, like CMS,

without any significant response in one of the detector components. The resulting

imbalance in the total measured transverse momentum is the only way to deduce

the presence of such a particle, which is important for both, Standard Model

precision measurements and searches for new particles.

For the Standard Model, the only particle leaving the detector without detec-

tion is the neutrino, consequently ET/ is an important observable for measurements

of the decays of W bosons and top quarks, where it is used in the event reconstruc-

tion and to reject background events without neutrinos. Beyond the Standard

Model, many theories predict final states with new weakly1 interacting particles,

e.g. the Gravitino in GMSB SUSY models as described in Sec. 2. Again, the

ET/ has large values in the events of interest and the observable is utilised to reject

background events with smaller ET/ .

Technically, the ET/ is defined as the negative vector sum over all reconstructed

final state particles and hence is sensitive to mismeasurement of particle momen-

1’weakly’ denotes here particles leaving the detector without significant energy deposit, they

take part in the weak interaction and/or the gravitation only.
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4. MEASURING THE MISSING TRANSVERSE ENERGY

tum caused by, e.g. detector malfunction and noise, particles hitting poorly

instrumented regions of the detector, cosmic-rays, and beam halo particles.

During the data taking in 2009 and 2010 CMS commissioned three distinct al-

gorithms for the reconstruction of ET/ [58; 59] corresponding to the three available

jet reconstruction algorithms. The ’Calo ET/ ’ algorithm uses only energy deposits

in the calorimeters (ECAL, HCAL), where the direction of towers, relative to

the centre of the detector, is used to define pseudo-particles. The track-corrected

ET/ (TC ET/ ) extends the Calo ET/ by including the transverse momentum of well

measured tracks in the inner tracker and removing the corresponding, expected

calorimeter deposits from the calculation [60]. The particle-flow ET/ (PF ET/ )

is calculated from the objects reconstructed by the particle-flow algorithm [53]

utilising all detector components.

For Calo ET/ the main source of underestimating the magnitude of ET/ is the

non-linearity of the response in the calorimeter for neutral and charged hadrons.

In addition, charged particles are bent in the magnetic field, which leads to a

displacement of the calorimetric energy deposits, especially for particles with low

pT. To remove the resulting bias on the ET/ scale two correction steps are applied

as described below in more detail.

Naturally, both effects are much smaller for the algorithms, which are not

relying on the calorimeter information only. For PF ET/ charged hadrons are re-

constructed from tracks, and a correction factor is already applied intrinsically to

the neutral hadron and photon energy leading to a reconstruction of the particles

near to the correct energy scale. But due to, e.g. limited reconstruction effi-

ciency of low energy tracks and calorimeter clusters, masked cells and cracks in

calorimeters, limited muon acceptance in the forward region, nuclear interaction

in the tracker and asymmetric photon conversions or electron bremsstrahlung in

the tracker, the application of additional corrections to jets and ET/ still improves

the energy scale calibration of the particle-flow objects. Similarly also the TC ET/

is expected to profit from additional corrections1.

1However, the following studies focus on the other two algorithms, which are expected to

differ most in their performance. The performance of TC ET/ is expected to range between the

other two algorithms.
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4.1 Reconstruction and Correction

A first step of corrections, referred to as ’type-I correction’, utilises the jet

energy corrections, which have been developed to correct the jets to the hadron

level [61]. The difference between uncorrected and corrected jets is propagated

to the ET/ for all jets that have less than 0.9 of their energy in the ECAL1 and a

corrected transverse momentum pT≥ 20 (10) GeV for Calo (PF) ET/ .

Since jet energy corrections are unreliable at low energies, only corrected jets

above the mentioned thresholds are considered. This leads to a distortion of the

type-I corrected MET at low energies, which can be reduced by applying a cor-

rection to the remaining ’unclustered’ energy deposits not considered within the

type-I corrections. This includes energy deposits not reconstructed in jets at all

and jets below the type-I correction threshold, both are denoted by ’unclustered

energy’ in the next sections. The correction improves significantly the ET/ energy

scale and is called ’type-II correction’.

In the following a strategy to derive the type-II correction from Z → ee events

is discussed and the resulting scale for PF and Calo ET/ derived on 36±4 pb−1 of

the 2010 data is presented (Sec. 4.2). The results from data are compared to the

type-II correction scale obtained using the generator information of simulated

events. The resulting scale and resolution for ET/ after the different correction

steps are shown in Sec. 4.3. In Sec. 4.3.1, Z → ee events are studied showing the

improvement of scale and effects on resolution due to the type-II corrections. In

addition the performance in dijet events after each correction step is presented in

Sec. 4.3.2 for PF and Calo ET/ , probing the derived correction in another event

topology. The presented studies are also documented in detail in [62; 63] and

some of the results have been published here [59; 64]. In Sec. 4.4 several sources

of instrumental mismeasurement, which can lead to additional contributions in

the tail of the ET/ distribution are discussed.

1 With this selection criteria on the electromagnetic fraction of the jet, electrons and photons

possibly reconstructed as jets are not corrected, but assumed to be already well calibrated.
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4. MEASURING THE MISSING TRANSVERSE ENERGY

4.2 Derivation of Type-II ET/ Corrections

4.2.1 Event Selection for Z → ee events

For the derivation of the type-II corrections and for their validation Z → ee

events from data are used. These events were recorded during the 2010 LHC run

using the CMS two-level trigger system. The selection was based on the presence

of at least one electron with transverse energy above a threshold of 15 or 17 GeV.

To account for the different thresholds applied on trigger level the offline selection

for electrons is requiring a transverse energy above 20 GeV such that the trigger

efficiency for Z → ee events is estimated to be above 99%. In addition to the

offline selection of electrons the identification criteria described in Sec. 3.4.3 are

applied to all electrons1. To reject possible background at least two electrons

with an invariant mass of the two leading electrons between 60 and 120 GeV are

required.

The MC simulated events, shown for comparison, are usually scaled to a

luminosity of 36 pb−1, but in plots comparing data and simulation the number of

simulated events is scaled directly to the data. Pile up is already included in the

simulation, which is weighted such that the distribution of the number of primary

vertices matches the corresponding distribution in data, i.e. 2.7 on average for

the 2010 data.

4.2.2 Derivation of Type-II Scale

In the Z → ee event topology, the hadronic recoil uT balances the transverse

momentum of the Z boson as the events have basically no intrinsic ET/ . This

balance between the ~pT of the Z boson (~qT) and the recoil can be utilised to get a

measure for the correct scale of the unclustered energy, as the electrons and thus

the ~qT are measured with high precision. In addition Z → ee events form an ideal

sample for the derivation of the type-II corrections as the Z bosons are usually

produced with low ~qT and the recoil is dominated by unclustered energy and soft

1 For the particle-flow corrections the particle-flow electrons (and jets) are used. In this

case the offline event selection is also done with particle-flow electrons, while the online trigger

selection is always using the standard electrons.
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4.2 Derivation of Type-II ET/ Corrections

jets. The ’unclustered energies’, i.e. energy deposits not reconstructed in jets

and jets below the type-I correction threshold, are combined to a single object

called ~UT. The kinematic definitions of the described Z → ee event topology are

illustrated in Fig. 4.1. For the derivation of the type-II scale, only events without

any jet above the type-I threshold are used to minimise the influence of the jet

energy scale (JES)1.

UT

UT,∥

axis q
,∥T
 (+)

electronelectron

Z boson
qT=∑ pT,electron

axis q
,⊥T
 

jet

hadronic recoil
u
T
=∑ pT,jet+UT

unclustered energy
UT,⊥

Figure 4.1: Kinematic definitions for Z → ee events.

~UT is split into components parallel and perpendicular to ~qT to separate effects

from other components, such as noise, underlying event, etc. from the measure-

ment of the unclustered energy. The projection along the qT,‖ axis (UT,‖) is chosen

for the derivation of the correction, because the range of the energy spectrum of

the unclustered energy over all events along this axis is larger compared to, e.g.

the orthogonal axis, where on average no unclustered energy is expected.

1In Sec. 4.3.1 the whole sample, including events with jets, is used for the validation of the

corrections.
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4. MEASURING THE MISSING TRANSVERSE ENERGY

In general the ET/ can be divided into individual contributions from jets, iso-

lated muons, isolated electrons and photons, and unclustered energies. Isolated

muons, electrons and photons are expected to require no scale correction, since

their energy is measured with high resolution. The contribution due to the un-

clustered energy is the difference between the reconstructed ET/ and the sum of

the other contributions. As described above unclustered energies are handled as

a single object ~UT and thus, for Z → ee events, it can be defined as:

~UT = − ~ET/ uncorr −
∑

~pT,jet,uncorr −
∑

~pTelectron, (4.1)

where ~pT,jet,uncorr is the momentum of an uncorrected jet with a corrected

pT ≥ 20 (10) GeV for Calo (PF) ET/ and less than 0.9 of their energy in the ECAL.

For PF ET/ the type-II scale has been derived for several jet energy thresholds. A

jet threshold of 10 GeV shows the best performance for the type-I corrections with

respect to resulting scale and resolution and is therefore used in the following [59].

The distribution of qT and UT is shown in Fig. 4.2 for Calo ET/ and in Fig. 4.3 for

PF ET/
1.

The mean of the parallel component of the measured unclustered energy pro-

jected to qT is shown in Fig. 4.4(a) in dependence of qT for Calo ET/ and in

Fig. 4.5(a) for PF ET/ . The mean and its uncertainty have been obtained by fit-

ting a Gauss function2 to the UT,‖ in each qT bin. Exemplary distributions and

the results from the fit in individual qT bins are shown in App. A.3.1. Large error

bars are due to low statistics in the corresponding distribution, or, in individual

bins, due to a failure of the fitting algorithm3.

The relative response of the unclustered energy in each event is defined as

R =
qT − UT,‖

qT

. (4.2)

1As the applied jet threshold is smaller for PF ET/ than for Calo ET/ , the total number of

events passing the selection is smaller in this case.
2The fit has been performed in the ±2 σ range around the mean of the histogram.
3Also, in some high qT bins, the number of events is very low, leading to an underestimation

of the corresponding uncertainty on the mean. However, the effect on the resulting type-II scale

is negligible as the result is dominated by the lower qT region.
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Figure 4.2: Calo ET/ : Distribution of (a) qT and (b) UT in the selected Z → ee

sample without jets.

R is measured in the same bins of qT as the average parallel component < UT,‖ >.

The mean of the relative response in each bin, < R >, is shown in Fig. 4.4(b)

for Calo ET/ and in Fig. 4.5(b) for PF ET/ . The mean and uncertainty are again

obtained by fitting a Gauss function in each qT bin as described above for the UT,‖

distribution. Exemplary distributions and the results from the fit in individual

qT bins are also shown in App. A.3.1.
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Figure 4.3: PF ET/ : Distribution of (a) qT and (b) UT in the selected Z → ee

sample without jets.

 [GeV]
T

q
0 10 20 30 40 50

[G
eV

] >
T,

<
U

0

5

10

15

20

25

30

35

40
-136.0pb  = 7 TeV, s2010, 

(a)

 [GeV]
T

q
0 10 20 30 40 50

<
 R

 >

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
-136.0pb  = 7 TeV, s2010, 

(b)

Figure 4.4: Calo ET/ :(a) Average parallel projection of UT and (b) average relative

response R of unclustered energy in bins of qT.
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Figure 4.5: PF ET/ : (a) Average parallel projection of UT and (b) average

relative response R of unclustered energy in bins of qT.
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Ideally the resulting correction should be applicable to different event topolo-

gies. Therefore it should not be obtained directly from the relative response mea-

sured in dependence of qT. Instead the correction is derived in bins of < UT,‖ >

utilising both plots from Fig. 4.4 (4.5 for PF ET/ ). These figures have the same

binning, and, in order to account for the lower number of entries at high qT, the

bin size is increased for larger values of qT. In each bin of qT the average UT,‖ is

measured and the resulting correction factor UScale is calculated as

UScale(< UT,‖ >) =<
1

|R− 1| > (4.3)

The resulting correction factor for unclustered energy is shown in Fig. 4.6 for

Calo ET/ and PF ET/ .
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Figure 4.6: Resulting correction factor derived on data level in dependence of

average UT,‖ for (a) Calo ET/ and (b) PF ET/ .

The statistical uncertainty of the mean of UT,‖ in each qT bin translates into

a horizontal uncertainty in Fig. 4.6. Due to the small size of the 2010 dataset

some uncertainties are very large and it is difficult to determine a functional form

of the correction from data only. But, as a validation, the method has been

applied on MC simulation as well and the resulting correction factors are shown
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4.2 Derivation of Type-II ET/ Corrections

in Fig. 4.7. For ease of comparison the correction factors obtained from data are

shown again in the same figure. However, points with a very large uncertainty

are not displayed to improve the readability. For the fitted correction function

all points, as shown in Fig. 4.6 were used.
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Figure 4.7: Resulting correction factor derived on data level from (left column)

data and (right column) simulation in dependence of average UT,‖. Data points

with large uncertainties are removed to improve the readability of the plot. For

the fit of the correction function all points, as shown in Fig. 4.6 are used.
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For Calo ET/ , a function of the form

A+B · e−C·x/GeV (4.4)

is found to describe the distribution in simulation, where x is < UT,‖ >. The

resulting parameters and their uncertainties from the fit are

A = 2.0± 0.7, B = 1.3± 0.5 and C = 0.1± 0.1.

Fitting the same function on the data yields

A = 2.3± 0.4, B = 1.9± 1 and C = 0.2± 0.2,

which is, within the statistical uncertainties, in good agreement with the results

obtained from simulation.

As expected the derived scale for PF ET/ is smaller than for Calo ET/ . Further-

more, the energy dependence of the scale factor is smaller. Therefore, a single

scale factor is derived by fitting a constant A to the distribution of UScale. The

resulting correction factor for particle-flow is

A = 1.4± 0.2

for data and

A = 1.5± 0.1

for simulation. As for Calo ET/ the value measured from data agrees well with

the expectation from simulation, which underlines the high quality of simulation

and the good understanding of the CMS detector.

For both algorithms another approach using only simulation has been tested,

which uses the generator information as estimator for the unclustered energy

instead of qT [63]. Again, the resulting correction scale was found to be in good

agreement with the results measured on data level.

As the measured direction of ~UT is affected by noise and underlying event, it is

expected that the average value of UT is higher than the average UT,‖. As UT,‖ is

only accessible in some event topologies similar to Z → ee, the type-II correction

in general is calculated by multiplying directly the UT with the correction factor

UScale(UT,‖).
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4.2 Derivation of Type-II ET/ Corrections

4.2.3 Systematic Uncertainties

The main systematic uncertainty for the data driven derivation of the type-II

scale is currently the size of the used data sample resulting in large uncertainties

of the fitted parameters. This uncertainty has been propagated to the ET/ for the

validation of dijet events and will be discussed in Sec. 4.3.2.

Another systematic uncertainty arises from the different jet flavour composi-

tion of the Z → ee sample on which the type-II correction is estimated, compared

to other samples like for instance photon-jet. While in the photon-jet sample the

leading jet is very likely a quark jet (90%), the jet-flavour composition of the lead-

ing jet in the Z → ee events is about 60% quarks and 40% gluons at transverse

momenta of 20 GeV as shown in Fig. 4.8. If the unclustered energy is dominated

by jets just below the threshold of 20 GeV, the derived Z → ee correction factor

overcorrects if applied on a quark-jet dominated sample, because of the different

flavour-dependent jet-response, i.e. ∼ 10% at a jet momentum of 20 GeV[54].

For a pure gluon-jet sample the derived correction will instead be too small by

at most 6%. Therefore the systematic uncertainty due to jet flavour composition

is estimated to be smaller than 6% for Calo ET/ .

For particle-flow jets the flavour-dependence of the jet-response is smaller

than for calorimeter only jets, i.e ∼ 3% at a jet momentum of 10 GeV[54]. At

transverse momenta below 10 GeV the Z → ee events contain about 50% quarks

and 50% gluons leading to a maximal uncertainty due to jet flavour composition

for PF ET/ in the order of 1.5%.

In addition, systematic uncertainties can arise from out-of-cone showering of

jets, that are already intrinsically considered in the corrected jet energy and thus

in the type-I MET corrections, and can be double-counted as unclustered energy.

Another source of systematic uncertainty is the application of the correction di-

rectly to the measured direction of UT instead of UT,‖. As explained before UT is

expected to be larger due to noise and underlying event and therefore leads to a

small systematic overcorrection of the unclustered energy. The average difference

between the UT and UT,‖ was measured from Z → ee data as ∼4 GeV. The

resulting effect on the ET/ scale was found to be small compared to the effects

from jet energy corrections.
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Figure 4.8: MC prediction (PYTHIA [65]) for quark and gluon fraction of leading

jets in Z → ee events.

4.3 Scale and Resolution

For the following measurement of the ET/ scale and resolution the data is corrected

with the type-II scale obtained from data, while the type-II scale obtained from

simulation is used for simulation. The performance of the corrections is studied

by applying them to Z → ee and dijet events comparing the resulting data and

MC distributions. To validate the scale of ET/ after the application of type-I and

type-II corrections, the parallel and perpendicular components of ET/ to different

axes defined for each event topology are studied. For Z → ee events the hadronic

recoil is calculated and studied in addition to ET/ .

4.3.1 Z → ee Events

To validate the derived type-II scale, the ET/ parallel and perpendicular projec-

tions to the direction of the reconstructed Z boson are studied after the appli-

cation of the type-I and the type-II corrections. Furthermore, the scale of the

ET/ is validated looking at the ratio between the hadronic recoil uT and the ET/

in dependence of the reconstructed Z boson pT (qT). Again the hadronic recoil

is also projected to the axis parallel to the Z direction (u‖). In the following,
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4.3 Scale and Resolution

these distributions are shown for both studied ET/ algorithms: calorimeter only

and particle-flow.

4.3.1.1 Performance in Events without Jets

As discussed before, the type-II corrections are derived from a sample without

jets above the type-I threshold to minimise the dependence on the JES. As a

first closure test for the correction the ET/ scale and resolution is measured in the

same event sample. The resulting parallel and perpendicular projections of the

ET/ against qT are shown in Fig. 4.9 for PF ET/ and in Fig. 4.10 for Calo ET/ .

As only events without jets used for the type-I correction are selected the

results for uncorrected and type-I corrected ET/ are identical by construction.

Thus the type-I corrected ET/ is not shown in the corresponding figures. The

expected adjustment of the ET/ scale after the application of the type-II correction

is visible over the whole range of qT. As expected, the perpendicular component

of ET/ is small and no significant shift is introduced by the correction. The results

from data and simulation agree within the statistical uncertainties.
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Figure 4.9: PF ET/ (no jets): Uncorrected and type-II corrected ET/ (a) parallel

and (b) perpendicular to Z direction in dependence of qT compared with Monte

Carlo simulation (dashed lines).
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Figure 4.10: Calo ET/ (no jets): Uncorrected and type-II corrected ET/ (a) parallel

and (b) perpendicular to Z direction in dependence of qT compared with Monte

Carlo simulation (dashed lines).

4.3.1.2 Performance in Inclusive Events

The performance of uncorrected, type-I and type-II corrected ET/ in all selected

Z → ee events, including events with jets, is shown in Fig. 4.11 for PF ET/ and

Fig. 4.12 for Calo ET/ .

For both algorithms the extension to the whole Z → ee dataset shows an

overcorrection of the ET/ scale in events with jets. This is expected due to the jet

energy scale (JES) dependence on the flavour composition of the jets. The JES is

derived using QCD dijet events which have a different quark-gluon mixture than

Z → ee events leading to an overcorrection of the jets and too large type-I cor-

rections and thus leading to the overcorrection of ET/ scale visible in the inclusive

Z → ee events. It is expected, that additional flavour corrections [66] will reduce

this effect.

To study the size of the overcorrection due to the flavour dependencies of

the JES, the vector sum of the difference between the transverse momenta of

corrected jets ( ~pTj,corr) and corresponding jets on generator level ( ~pTj,gen) has
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Figure 4.11: PF ET/ (inclusive jets): (a) ET/ parallel to Z direction and (b) ratio

of hadronic recoil projected to Z direction (u‖) and qT in dependence of qT. Monte

Carlo simulation is shown for comparison (dashed lines).

been computed for each event in the simulated sample:

~∆jet =
∑

( ~pTj,corr − ~pTj,gen). (4.5)

The average of the magnitude of this vector, < ∆jet >, is measured in dependence

of qT showing the size of the resulting offset of the ET/ scale due to the flavour

dependence of the jet energy corrections (Fig. 4.13(a)). The size of this offset

corresponds well to the offset visible in Fig. 4.11(a). For further crosscheck the

resulting offset is subtracted from the hadronic recoil in each event

(
u‖
qT

)∆jet
=
u‖ −∆jet

qT

,

leading to a validation of the type-II ET/ scale in inclusive events assuming perfect

jet energy correction of the reconstructed jets. The resulting ET/ scale is visible

in Fig. 4.13(b) showing (
u‖
qT

)∆jet
in dependence of qT

1. The overcorrection is com-

pletely removed and a slight under-correction of ET/ scale after type-II corrections

1Fig. 4.13 shows the described influence of jet energy corrections for PF ET/ , the correspond-

ing results for Calo ET/ show similar results and are attached in A.3.2.
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Figure 4.12: Calo ET/ (inclusive jets): (a) ET/ parallel to Z direction and (b)

ratio of hadronic recoil projected to Z direction (u‖) and qT in dependence of qT.

Monte Carlo simulation is shown for comparison (dashed lines).

emerges. By deriving the correction from inclusive events, the type-II corrected

ET/ could be adjusted further for this effect. However, within the uncertainties

due to the JES corrections the type-I and type-II corrections show a good per-

formance and the improvement of the ET/ scale after application of the derived

type-II corrections is visible, especially for low qT.

The type-I and type-II corrections lead to an upscaling of the ET/ and, there-

fore, to an expected widening of the ET/ distribution. Due to this expected and

necessary upscaling, the ET/ scale is adjusted, but it is difficult to compare the

performance of the different correction steps with respect to the resolutions di-

rectly. To account for the different scales the ET/ response in dependence of qT

as shown before (e.g. Fig. 4.11(b)) is used. The scale corrected response is then

defined as the width of the ET/ distribution divided by the ET/ response and allows

the comparison between different algorithms and correction steps.

The correction of the unclustered energy tends to improve the resolution of the

ET/ and recoil distributions. However, noise and energy deposits from pile up are
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Figure 4.13: PF ET/ (inclusive jets, simulation only): (a) < ∆jet > and (b)

(
u‖
qT

)∆jet in dependence of qT.

scaled up too, and this unavoidable effect is working against the improvement

of resolution. For PF ET/ , where the overall amount of unclustered energy is

relatively small, the effects due to noise and pile up become more important

and the type-II correction, depending on the cleanliness of the event, slightly

worsens the resolution. This is especially true for events with pile up and the

perpendicular component of the recoil with respect to the Z boson direction, as it

contains only a small amount of unclustered energy. The resolution of type-I and

type-II corrected ET/ is shown for the parallel and the perpendicular components

in events with and without pile up in Fig. 4.14 for Calo ET/ and in Fig. 4.15 for PF

ET/ . For ease of comparison all distributions are normalised to the uncorrected

ET/ .

All in all the type-II correction improves significantly the scale of the ET/ in

Z → ee events for both ET/ algorithms, while the effect on the resolution is more

subtle and depends strongly on the ET/ algorithm and event selection.
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Figure 4.14: Calo ET/ (inclusive jets, data only): Scale corrected resolution for

(a), (c) parallel and (b), (d) perpendicular component of the recoil in dependence

of qT for events with (upper row) 1 and (lower row) > 1 reconstructed primary

vertices.
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Figure 4.15: PF ET/ (inclusive jets, data only): Scale corrected resolution for

(a), (c) parallel and (b), (d) perpendicular component of the recoil in dependence

of qT for events with (upper row) 1 and (lower row) > 1 reconstructed primary

vertices.
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4.3.2 Minimum Bias and Dijet Events

A less biased way to study the ET/ performance is to look at events with no

jet selection criteria applied, so called minimum bias events. The corresponding

ET/ distributions for uncorrected, type-I and type-II corrected ET/ are shown in

Fig. 4.16. The distortion introduced by the type-I correction at the jet threshold

and smoothened by the type-II correction is very clearly visible in these events.
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Figure 4.16: Calo ET/ : ET/ uncorrected, type-I and type-II corrected ET/ in

minimum-bias events compared with Monte Carlo simulation (dashed lines).

However, jet samples probe the ET/ scale in events similar to a typical event

topology for searches for physics beyond the Standard Model. In dijet events the

bisector axis can be utilised to decompose the ET/ into two components, similar

to the qT axis used before in the Z → ee event topology. This axis divides

the azimuthal opening angle between the two leading jets in two, as illustrated in

Fig. 4.17. As the parallel projection of the ET/ to the bisector axis is dominated by

unclustered energy it is well suited to validate the performance of the correction.

The dijet events are selected requiring at least two jets with corrected

pT ≥ 40 GeV, where the two leading jets are required to be back-to-back in
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Figure 4.17: Kinematic definitions for dijet events.

the transverse plane ( |∆φ(j1, j2) − π| < 1.0) and within |η| < 3.0. If any jet

candidate above the pT threshold of 40 GeV is failing the basic JetID require-

ment, the event is not considered at all. Again two ET/ algorithms (Calo and PF

ET/ ) have been studied. The data has been recorded during 2010 requiring two

jets with an average pT≥15 GeV on trigger level. The accumulated amount of

data used in these studies corresponds to 0.02 pb−1.

The mean of the parallel projection of ET/ on the bisector axis in dependence

of the average jet pT is shown in Fig. 4.18 for Calo ET/ and PF ET/ . The parallel

component shows a negative offset for uncorrected MET which is enlarged by the

application of type-I correction as it calibrates the jets correctly in the direction

opposite to the dijet opening angle. The type-II correction, however, calibrates

the rest of the calorimeter energies removing the offset nearly completely. The

small remaining offset of the parallel component after the type-II correction is

expected as the bisector axis is defined to point towards the smaller opening angle

between the jets introducing a bias to negative values.

Independent from the average jet pT a clear improvement of the ET/ scale after

the application of type-II corrections is visible for both ET/ algorithms. For Calo

ET/ , where the effect of the correction is largest, the bias on the ET/ scale is reduced

by a factor ∼3 to values below ∼2 GeV.

As discussed in Sec. 4.3.1 it is difficult to compare the performance of the

different algorithms with respect to the resolution. As a first step similar to the
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Figure 4.18: Mean values of ET/ ‖,(bisector) as a function of average pT of the

leading two jets in events compared with Monte Carlo simulation (dashed lines) for

uncorrected, type-I corrected, and type-II corrected (left) Calo ET/ and (right) PF

ET/ (published in [59]). The blue band on the distribution with type-I corrections

represents the uncertainty due to uncertainties on the jet energy scale. The red

band on the distribution with type-II corrections represents uncertainties due to

the jet energy scale and statistical uncertainties due to the size of the Z → ee

sample from which the correction for unclustered energies was derived.

procedure applied previously on Z → ee events the ET/ needs to be corrected

for the response differences between the algorithms using the scale derived from,

e.g. Z → ee. In addition, if the response is studied in dependence of ΣET,

the upscaling of this quantity needs to be addressed as well. This has been

studied in more detail in minimum bias events [67] showing a clear improvement

of the resolution for type-I corrected Calo ET/ after the application of type-II

corrections in multi-jet events as shown in Fig. 4.19. However, the algorithms

including the measurement of the track (TC ET/ , PF ET/ ) show clear improvements

in the resolution with respect to Calo ET/ . As the effect of the type-I and type-II

corrections to PF ET/ are small only the uncorrected PF ET/ is shown here. Overall

PF ET/ yields the smallest resolution [59].
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Figure 4.19: Calibrated ET/ x,y resolution versus calibrated PF ΣET for Calo ET/ ,

TC ET/ , and PF ET/ in data and simulation taken from [67]. Both, type-I and

type-II corrected Calo ET/ are shown, while TC and PF ET/ are not corrected.
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4.4 Large ET/ due to Misreconstruction

ET/ , as a vectorial sum of all transverse momenta measured in the detector, is

very sensitive to any possible instrumental mismeasurement. This can be caused

by several sources like anomalous signals in the calorimeters, non-collision parti-

cles hitting the detector, or collision particles hitting non-instrumented or non-

functioning regions of the detector. Such a mismeasurement can easily lead to

additional contributions in the tail of the ET/ distribution.

Especially for analyses requiring high energetic jets and ET/ , the understanding

of the various sources of high ET/ is crucial and, therefore, besides the measure-

ment of scale and resolution, a key ingredient for the measurement of the missing

transverse energy. For most of these sources a strategy to identify these prob-

lematic events has been developed, allowing a removal of these events for physics

analyses. Algorithms correcting the misreconstruction are provided or are being

developed for some of the known sources, which is particularly interesting for

searches with very low expected event rates.

The available solutions for a basic event cleaning of anomalous signals in the

calorimeter have been discussed briefly in Sec. 3.3. Two of the possible causes

for additional tails in the ET/ distribution are discussed in the following: punch-

through of high energetic jets and contributions due to non-functioning detector

regions.

4.4.1 Punch-through of High Energetic Jets

As described in Sec. 3.2.3 the Hadron Calorimeter (HCAL) is located almost

completely inside the solenoid. In the barrel region this leads to a relatively

small thickness (& 6 λ) of the calorimeter and very high energetic, late showering

jets might punch-through the HCAL depositing parts of their energy outside

the inner calorimetry. Even including the relatively thin HO (∼ 1.5 λ), located

outside the solenoid in the barrel region, the thickness in the barrel is only & 10

λ so that very high energetic jets might still deposit parts of their energy further

outside, e.g. in the muon system. The mismeasurement of jets due to punch-

through introduces non-Gaussian tails to the jet momentum resolution, which also

leads to additional events in the tail of the ET/ distribution. To understand and
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4.4 Large ET/ due to Misreconstruction

quantify the importance of punch-through in events with high ET/ MC simulated

dijet events have been studied. Here the jets are reconstructed with too small

energies due to two main causes:

• punch-through : Jets mismeasured due to leakage out of the calorimetry

• heavy flavour jets: Jets with large fraction of their energy in b or c quarks

decaying partly into e, µ or τ and neutrinos

If the muon system is included, the minimal thickness of the detector rises

to ∼ 20 λ, therefore it is a powerful tool to identify and possibly correct punch-

through of high energetic jets. For this purpose, the number of hits in the muon

system within the jet cone is used. As the quarks in the heavy flavour jets decay

partially into muons, they should leave measurable signs in the muon system as

well as the punch-through jets. Still both effects can be distinguished comparing

the total number of hits in the muon system and the distribution of hits in

the four muon stations. Muons from b or c quark decays have less hits than

punch-through jets and the hits are expected in all four muon stations, while less

energetic punch-through jets deposit their energy in the first layers of the muon

system only.

A method to derive the best suited variables for the identification of punch-

through has been developed. As the distributions of these variables might differ

between data and simulation, the generator level information is not needed in

this method, but is used for validation purposes only. The main idea is to first

select a dijet event sample and clean it from heavy flavour jets, using b-tagging

algorithms [68; 69]. In a second step the response R of the jets is measured using

the average value of the two leading jets (pT,dijet) in the event instead of the

generator jet pT:

R =
pT,jet − pT,dijet

pT,dijet

. (4.6)

with

pT,dijet =
pT,jet1 + pT,jet2

2
(4.7)

A Gauss function is fitted to the jet response distribution of the selected events

and its mean is used to separate the jets into two samples: one with low response
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jets (L), one with high response jets (H). As possible variables the number of hits

in the muon drift tubes or muon resistive plate chambers are considered. Besides

the total number of hits also the number in each station has been studied as well

as the energy deposited in the hadron outer calorimeter. For each variable and

variable combination the normalised distribution of low and high response jets is

compared and simple cuts on the variables are optimised such that the highest

possible L−H√
L+H

ratio is achieved.

In simulation the best performance for the identification of punch-through is

achieved by requiring

• > 8 hits in the resistive plate chambers in the jet cone and

• ≥ 1 hit in the second or third station of the resistive plate chambers in the

jet cone.

To ease the use of the muon hits associated to a jet, the calculation of these

variables has been included in the standard reconstruction of the jets and is

available on analysis level via the JetID object.

Overall the number of jets affected by punch-through is very small, e.g ∼ 2%

of jets with pT ≥500 GeV, but an event selection requiring a very high pT of

the jets and high ET/ can raise this number up to ∼70%. The percentage of jets

affected by punch-through and the percentage of jets tagged as heavy flavour jets

on generator level are shown in dependence of generated jet pT in Fig. 4.20 for

simulated QCD dijet events with ET/ ≥ 200 GeV.

The resulting effects from punch-through and heavy flavour jets for the tail

of the ET/ distribution (ET/ ≥ 200 GeV) in simulated QCD dijet events are shown

in Fig. 4.21. Only events with at least one jet with generated pT ≥ 150 GeV

are considered. In addition at least 2 jets with a reconstructed pT ≥ 200 GeV

are required. The number of events affected by punch-through in this scenario is

∼20%, while the number of events with a b-tagged heavy flavour jet is ∼35%1.

As for the jet resolution, the effect on the ET/ tail is highly dependent on the

details of the event selection. But, for analyses requiring high energetic jets and

1On generator level the number of low response heavy flavour jets with neutrino content

was found to be in the order of ∼62%
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Figure 4.20: Percentage of jets tagged as punch-through or heavy flavour jet

(generator level) in dependence of generator jet pT for events with ET/ ≥ 200 GeV.

ET/ , the rejection of events affected by punch-through can significantly reduce the

number of expected tail events. In principle the correlation between the leakage

outside the calorimetry and the muon system variables can also be used to not

only identify, but correct for punch-through. First studies using the HMatrix

Method [70] have shown promising results and could be investigated further if

needed for a specific analysis.

4.4.2 Contributions from non-functioning Detector Re-

gions

If hit by a particle, non-functioning detector regions induce artificial ET/ to the

event. The ET/ is due to the energy of the particle not measured in the malfunc-

tioning detector.

As described in Sec. 3.2.2, about 1% of the ECAL crystals are masked for the

reconstruction of higher level objects such as ET/ and jets. Although the overall

percentage of affected crystals is small, the masked channels still have a significant
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Figure 4.21: ET/ distribution (ET/ ≥ 200 GeV) in Monte Carlo simulation of QCD

dijet events (jet pT ≥ 200 GeV). Events affected by punch-through are shown in

red, events with low response heavy-flavour jets in blue.

effect on the tails of the ET/ distribution. Especially in events with many jets the

probability that one of the particles hits a masked crystal is non negligible. If, in

addition, the crystals are adjacent in η-φ, the effect is enhanced as the amount of

non measured energy increases. This is the case for masked very front end (VFE)

and front end (FE) cards, where 5x1 and respectively 5x5 crystals are affected.

Overall ∼70% of the masked cells belong to such a cluster.

The effect on the ET/ distribution due to the masked FE cards has been studied

by masking the corresponding crystals in simulation as well. The effect becomes

visible if the resulting ET/ distributions with and without masked cells in the

simulation are compared. In Fig.4.21 the masked cells are not masked in the

simulation, while they are in Fig.4.22. Without the masked cells ∼78% of the

events in the high ET/ tail can be explained by either heavy flavour jets or punch-
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through. After the inclusion this percentage is reduced to ∼49% due to the

additional events in the tail. By comparing the total number of events, the

additional tail due to masked FE cards is measured to be ∼60% in this specific

dijet selection. As for punch-through the percentage of affected events is highly

dependent on the details of the event selection. Therefore analyses sensitive to

events with large ET/ need to identify and possibly reject or recover these events.
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Figure 4.22: Monte Carlo simulation of QCD dijet events (ET/ ≥ 200 GeV,jet pT ≥
200 GeV). Other than in Fig. 4.21 ECAL cells masked in the event reconstruction

on data level are also masked in the reconstruction of the simulated events. Events

affected by punch-through are shown in red, events with low response heavy-flavour

jets in blue.

Around 70% of the masked FE/VFE cards have a measurement from the

separate readout of the L1 trigger available. The trigger readout saturates at

high energies, but for events with smaller energies the trigger information can be

used to recover the event. Even if the energy is above the saturation threshold the
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information can be used to identify and reject affected events [59; 71]. The trigger

saturation threshold was raised from 64 GeV to 128 GeV in 2011 to enlarge the

recovery potential of the events affected by masked cells. For the remaining 30%

of masked channels no measurement of the deposited energy is available. Here

the energy deposited in neighbouring crystals around the masked cells can be

utilised to identify an energy deposit and thus reject the event [59; 71].

In summary, two important causes of artificial high ET/ have been discussed:

punch-through of high energetic jets and contributions due to non-functioning

detector regions. For both methods a basic strategy to identify possibly affected

events has been presented: in case of punch-through the number of hits in the

muon system behind a jet can be utilised, while in case of non-functioning detector

regions in the CMS ECAL either the trigger primitive information or the energy

deposited around a masked detector region can be used. The events with ET/ above

300 GeV passing the signal selection of the SUSY search presented in the next

chapter have been checked for possible signs of either of the discussed effects. In

both, signal and selected control samples, no obvious indication of fake energies

was found.

For the low ET/ region the derived type-II correction shows a clear improve-

ment of the ET/ scale in all studied event topologies. The adjustment of the

unclustered energy leads, in principle, to an improvement of the resolution, while

the unavoidable upscaling of noise by the correction contradicts this effect. For

Calo ET/ , where the effect of the corrections is large, the resolution shows a clear

improvement after the correction, especially in minimum bias events. For the

particle-flow algorithm the overall effect from the type-II corrections is small and

the type-II correction might slightly worsen the resulting resolution in some set-

tings. Thus the correction should only be applied after careful balancing the

advantages and disadvantages for the specific usecase.

The derived type-II scale has been applied as default correction to Calo ET/ for

several CMS analyses studying the scale and resolution of ET/ published here [59]

together with the results from the validation in dijet events presented in Sec. 4.3.2.
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Search for Supersymmetry in

Events with Photons and ET/

In this chapter a search for supersymmetry in events with at least one isolated

photon, jets and ET/ on 4.32 fb−1 of the 2011 data is presented. As discussed

in Sec. 2.2.2 the production of photons is expected in some SUSY models with

gauge-mediated symmetry breaking. CMS has performed two searches for GMSB

final states with photons with the 35 pb−1 dataset accumulated in 2010. One is

analysing events with diphotons [72], the other events with a single photon and

a lepton [73].

The more inclusive single-photon analysis presented here adds an important

channel to the CMS GMSB SUSY searches. Like the diphoton analysis it includes

final states with two photons, but in addition it includes events where one photon

is not detected because of the limited geometrical or kinematical acceptance of

the detector. Furthermore it is sensitive to final states with a single photon,

where only one neutralino NLSP decays into a photon, while the other decays

into a W or Z boson depending on the composition of the NLSP as discussed

in Sec. 2.2.2.1. The 1.1 fb−1 results [74; 75] have already been presented at the

Lepton-Photon [76] and SUSY [77] conferences, here the analysis is extended to

the full integrated luminosity of the year 2011 [78].

This analysis requires one photon, ET/ and jets in the final state. Dominant

standard model background processes are direct photon-jet production and QCD

multi-jet production where one jet fakes a photon. QCD events have only small
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intrinsic ET/ , but the resolution of the jet energy measurement together with

the large cross section leads to a significant contribution in the tail of the ET/

distribution. Other backgrounds arise from electroweak electron production, i.e.

W → eν, where an electron fakes a photon. Additional contributions are expected

from initial or final state radiated photons.

Compared to the diphoton final state, the background to the single photon

channel is larger. Therefore single photon trigger thresholds are too large for the

efficient selection of many SUSY benchmark points, so that for this analysis a

cross-trigger based on a single photon and hadronic transverse energy (HT) is

utilised.

The main backgrounds are modelled using data driven techniques. The photon-

jet and multi-jet background (γ/QCD) is modelled using an exclusive data control

sample, where one jet for each event is required to fulfil a loose ’fake’ photon ID

(γJet). The electroweak backgrounds (e → γ) are modelled using an exclusive

electron data control sample.

After a detailed description of the used dataset and the applied selection

criteria in Sec. 5.1, the estimation of Standard Model backgrounds is discussed

in Sec. 5.2. The results of the measurement in the 2011 dataset are compared

to the combined Standard Model estimates in different signal regions as shown

in Sec. 5.3. Finally, the interpretation of the obtained result in different GGM

parameter space regions is presented in Sec. 5.4.

5.1 Event Selection

5.1.1 Trigger

The analysis is using a data sample with an integrated luminosity of 4.32 fb−1.

The dataset is accumulated using a set of triggers which require a single photon

with pT ≥ 70 GeV and a minimum hadronic transverse energy HT 1. The HT

threshold for the Trigger is raised for the later runs to a maximum of 400 GeV

and is calculated from all calorimeter jets passing the JetID requirement with

pT > 40 GeV and |η| ≤ 3.0.

1HT ≥ 200− 400 GeV
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Up to run-number 165970 the JetID requirement on HLT level contained a

cut on the number of calorimeter towers carrying 90% of the jet energy (n90 ≥
2). This was replaced by a cut on the number of calorimeter hits carrying 90%

of the jet energy (n90Hits ≥ 2) which adjusts the online cuts to match the

recommended JetID requirements. The jets reconstructed from the photon energy

deposits tend to pass the JetID cuts with the cut on n90Hits, but some of them

fail the cut on n90. Therefore in the first ∼ 300 pb−1 of the dataset the efficiency

of the HT requirement of the trigger drops as these jets are not included in the

calculation of HT . The drop of efficiency in events with one photon in the barrel

region (|η| ≤ 1.4) has been studied using a single photon dataset as denominator.

The corresponding trigger efficiencies of the HT requirement can be found in

App. A.5. To avoid effects from this inefficiency the affected data (∼ 300 pb−1)

is not used in this analysis.

For the run range used in this analysis the highest HT threshold on trigger

level is 400 GeV, where the HT requirement of the trigger becomes fully efficient

for an offline HT selection requiring HT ≥ 450 GeV as shown in Fig. 5.1. The

efficiency of the photon requirement of the trigger was found to be ∼ 100%

efficient for photons with pT ≥ 80 GeV as shown in Fig. 5.1(b). In the figure

only photons passing the photon identification criteria described in Sec. 3.4.2 are

shown. As the isolation requirements applied on trigger level are looser than

the offline selection, also events with high pT photon-like objects not passing the

offline selection are triggered. Additional low pT photons in these events passing

the γ offline selection lead to the enhanced efficiency below the trigger threshold.

Technical details of the selected runs and the used datasets can be found in

App. A.4.

5.1.2 Simulated Datasets

Simulated events of Standard Model processes are mostly used to validate the

data driven background estimation methods, although for some small background

contributions the simulated events are used directly.

For comparison with Standard Model expectations GGM Signal MC samples

with a wino- or bino-like NSLP have been produced for the CMS SUSY analyses
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Figure 5.1: Trigger Efficiency (a) of the HT requirement and (b) of the photon

requirement of the used Photon-HT cross trigger [79].

with photons. Here, as discussed in Sec 2.2.2.1, simplified GGM spectra are

assumed. The squark and gluino masses vary between 160 and 2000 GeV in these

samples, while the NLSP mass is in the range between 150 and 1050 GeV. Two

sample GGM parameter points are used for reference in the following sections:

GGM A: mq̃ = 2500 GeV,mg̃ = 800 GeV,mχ̃0
1(bino) = 650 GeV

Cross section (NLO): 0.059 pb

Number of generated events: 10 000

GGM B: mq̃ = 1280 GeV,mg̃ = 1200 GeV,mχ̃0
1(bino) = 375 GeV

Cross section (NLO): 0.007 pb

Number of generated events: 10 000

For both reference points a bino-like neutralino is assumed. A more detailed,

technical description of all simulated Standard Model and GGM signal samples

can be found in App. A.4.

All used MC samples have been generated with a pile up distribution matching

roughly the pile up conditions for the 2011 data taking. In order to account for
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the changing pile up conditions during the year, the number of generated primary

vertices in the simulation is reweighted to match the average distribution obtained

in the used data set, i.e. 9.8 primary vertices on average for the 2011 data.

5.1.3 Event Selection

To meet the trigger requirements and select the events of interest the following

cuts are applied:

• ≥1 photon with pT ≥ 80 GeV and |η| ≤ 1.4

• ≥2 jets with pT ≥ 30 GeV and |η| ≤ 2.6

• HT ≥450 GeV.

A tighter cut on these or other variables could improve the signal to background

ratio, and, thus the exclusion reach for some parameter points. However, the

kinematics of the GGM events depend on the parameter region and the mixture of

the neutralino. Thus, in general, the selection cuts are choosen to be as inclusive

as possible to avoid dependencies on the details of the GGM model. Only for the

jet multiplicity cut a less inclusive selection requiring ≥3 jets has been studied

besides the selection with ≥2 jets. The results of both selections will be presented

in parallel in the following sections.

For the final selection the photon is selected using the identification criteria

as described in Sec. 3.4.2. For the selection of the control samples needed for

the data driven background estimation the cuts are applied to the corresponding

fakeable objects (γJet,γe) instead1.

The particle flow algorithm is used for the reconstruction of jets and the jets

are required to be within η < 2.6 and have pT > 30 GeV. However, for the

calculation of HT , calorimeter jets with pT > 40 GeV and |η| ≤ 3.0 are used to

make the HT calculation similar to the calculation on trigger level2.

Usually the photon-like objects (γ, γJet or γe) and isolated leptons (muons,

electrons)3 are treated also as jets and thus might appear in the jet count. To

1See Sec. 3.4.2 (Sec. 3.4.3) for the definition of jet-photon (electron-photon) fakeable objects.
2In the offline calculation of HT the jets are additionally corrected for pile up effects

(L1FastJet).
3see Sec. 3.4.3 and 3.4.4 for details on the identification criteria
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avoid this, the jet collection is cleaned from these objects by neglecting all jets

with a small distance in η and φ between the jet and the leading photon-like

object or isolated lepton (∆R ≤ 0.3). For consistency the calorimeter jets used

for the HT calculation are cleaned in the same way 1. After this cross cleaning of

object collections, jets do not overlap with isolated muons or electrons nor with

the leading photon object and the HT corresponds to the transverse energy of

all these jets plus the photon-like object.

While the photons usually have a very small amount of their energy deposited

in the hadron calorimeter, the situation is different for some of the jets which are

reconstructed as a photon (γJet). Here, due to the looser isolation criteria of the

γJet compared to the γ, the hadronic energy fraction is mostly non-negligible. To

avoid a bias between the photon and the γJet control sample the four-momentum

of the photon-like object is replaced by the momentum of the matching pile up

corrected jet. The matching jet is required to have a relative energy ET,rel =
ET,jet

ET,γ/γJet/γe
> 0.95 and to be within ∆R ≤ 0.3 around the photon2.

In a first step the whole ET/ spectrum is used to study the expected Standard

Model backgrounds, while the final signal region of the analysis is reduced to

events with high ET/ (ET/ > 100 GeV). For both purposes the raw, not corrected

PF ET/ is used. The ET/ type-I corrections are not optimised to handle jets with a

very large fraction of their energy deposited in the electromagnetic calorimeter,

i.e. jets reconstructed from electron or photon energy deposits. Consequently

the currently available correction tends to introduce a bias between γ and γJet

sample, and, thus, is not applied in the following.

1The jet matching the leading photon-like object is also removed. However, the pT of the

reconstructed photon object is added to the HT instead.
2If no jet fulfilling these criteria is found, the photon object is used.
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5.2 Estimation of SM Backgrounds

5.2 Estimation of SM Backgrounds

To estimate the amount of Standard Model events expected in a signal region

with high ET/ the expected contribution from each of the Standard Model back-

grounds is evaluated. As described above, the main backgrounds from QCD and

electroweak processes are modelled using data events, while for the remaining

backgrounds plain simulation is used.

In the following section the background estimation method for the γ/QCD

background is described. First simulated events are used to illustrate the method

and show that it works on simulation (Sec. 5.2.1.1), the background estimation

from data is then shown in Sec. 5.2.1.3. The obtained results from data and

simulation are summarised in Table 5.1. Similarly the e→ γ background will be

discussed in Sec. 5.2.2. Finally, further contribution from initial and final state

radiation (ISR/FSR) are discussed in Sec. 5.2.3.

5.2.1 Photon/QCD Background

The γ/QCD background is a composition of direct photon-jet production and

of QCD multi-jet production where one jet fakes a photon. Compared to the

resolution for hadronic energy deposits, the resolution of photons is very good

due to the excellent resolution of the CMS ECAL. Consequently, in the γ/QCD

events, the ET/ is predominantly due to the jet resolution including non-Gaussian

tails.

Due to the high fraction of energy deposited in the ECAL, also the resolution

of jets faking a photon is better than for average jets. Therefore, the response

of γJet is assumed to be similar to photons, which is utilised to estimate the

background contributions from γ/QCD events from a γJet data control sample.

The control sample is selected by applying the same signal selection cuts as

defined in Sec. 5.1.3, except that instead for a photon a photon-like object (γJet)

with loose identification criteria as defined in Sec. 3.4.2 is required. The γJet defi-

nition is orthogonal to the γ identification criteria in the signal selection, so that

the data control sample and the signal sample have no overlap. Possible signal

contamination has been studied and will be discussed later. The pT distribution
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Figure 5.2: Simulation of γ/QCD events: pT distribution of leading photon-like

object for signal (γ) and control (γJet) sample in events with (a) ≥2 jets and (b)

≥3 jets for events with ET/ < 100 GeV.

of photons and γJetobjects in simulated γ/QCD events are shown in Fig. 5.2 for

events with ≥2 and ≥3 jets.

To estimate the ET/ distribution in the tight photon sample, the events in

the control sample are reweighted so that the photon1 pT distribution agrees.

Therefore the inverse weight w−1 is defined as the ratio of the number of γJet

objects to the number of tight photons in each photon pT bin:

w−1(pγT ) =
#γJet

#γ
. (5.1)

The distribution of the inverse weight as defined in Eq. (5.1) is determined in a

signal depleted region with ET/ < 100 GeV. The resulting histogram, or more

precisely the inverse value in each photon pT bin of the histogram, is then used to

weight the ET/ distribution of the γJet sample leading to an estimate for the γ/QCD

1In the following ’photon’ is usually used to denote all photon-like objects (γ,γJet,γe). A

photon passing the photon identification described above is referred to as ’tight’ photon.
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background. The uncertainty in each bin of the inverted weight distribution is

propagated to the control sample as a systematic uncertainty for the reweighting.

The resulting shape and normalisation of the distribution of inverse weights

shows a slight dependence of the number of jets in the event. Thus events with ex-

actly two jets are corrected with the weight distribution obtained in these events

only, while events with higher jet multiplicities are corrected with the average

weight distribution observed in event with three or more jets. To account for the

remaining shape differences (see App. A.6.1 for details) an additional systematic

uncertainty of 10% is applied to these events. The effect of an additional correc-

tion due to the different normalisations of the weight distribution was found to

be negligible (see App. A.8.2) and thus is not applied in the following.

The systematic uncertainty due to the extrapolation of the weight in a signal

depleted region to the whole control sample is expected to be small, as the whole

photon pT distribution, up to the highest values, is dominated by events with low

ET/ as shown exemplary for data1 in Fig. 5.3. To further evaluate this assumption

the inverse weight distributions obtained in the control region, i.e. in a region with

ET/ < 100 GeV and in the whole sample have been compared in simulated events

as shown in Fig. 5.4. The largest relative difference between both distributions

is in the order of 5% for all photon momenta and is assigned as an additional

systematic uncertainty to the γ/QCD background prediction.

Similarly the effect from other standard model processes or possible SUSY

signal on the inverse weight has been studied on simulated events. For this pur-

pose the resulting weights in dependence of the γ pT from γ/QCD simulation

have been compared to the corresponding values obtained on a sample with all

possible contributions from standard model processes, or, respectively, on a sam-

ple containing GGM SUSY Signal. In both cases the relative difference is found

to be smaller than 1% and can safely be neglected2.

In the following section the method is shown to work for simulation, before it

is applied on data events in Sec. 5.2.1.3.

1MC simulation yields similar results.
2See App.A.6.3 for the corresponding ratio plots.
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Figure 5.3: Data (4.32 fb−1): Correlation between ET/ and the pT of the leading

photon-like object in the (a) γ and (b) γJet sample in events with ≥3 jets.
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Figure 5.4: Simulation of γ/QCD events: Comparison of the ratio of γJet to γ

events in dependence of the leading photon pT for the whole sample and for events

in the control region only (MET <100 GeV) for (a) 2 and (b) ≥3 jets.
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5.2.1.1 Closure Test

The dependence of the inverse weight from the γ pT in the γ/QCD Monte Carlo

sample has already been shown in Fig. 5.4 for events with ≥2(≥3) jets. Both

distributions show a similar dependence on the pT of the photon-like object.

The prediction of the γ/QCD background is obtained by reweighting the simu-

lated γJet sample by the weights obtained in . The resulting prediction is shown in

Fig. 5.5 and compared to direct MC simulation. The corresponding event yields

for three different signal region definitions are summarised in Table 5.1. The

method closes within the uncertainties. The corresponding reweighted photon pT

distributions are shown in App. A.6.2.
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Figure 5.5: Simulation of γ/QCD events: ET/ background prediction derived by

reweighting the γJet control sample as described above. The systematic uncertainty

due to statistical errors of the weights and the kinematical differences between

control region and the whole spectrum is shown in combination with the statistical

error of the control sample as hatched band for events with (a) ≥2 and (b) ≥3 jets.
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5.2.1.2 Contributions from other processes

The contribution of other Standard Model processes and possible GGM signal

to the obtained weights has been discussed above and was found to be negligi-

ble. However Standard Model processes can contribute to the resulting γ/QCD

background prediction, if the events contain a jet passing the γJet identification

criteria1. Of course some jets in the W and tt̄ sample are also passing the γ

identification and thus slightly enhance the amount of expected Standard Model

background events. However, the probability of a jet to pass the γJet or γ identifi-

cation is expected to be similar as in γ/QCD events. Thus, within the systematic

uncertainties, the additional contributions are well described by the small addi-

tional γJet control sample selected from W and tt̄ events. The resulting contribu-

tion from simulated W and tt̄ events is shown in Fig. 5.6(a), where it is compared

to direct simulation of the total SM background including γ/QCD events. Over-

all the contributions from W and tt̄ events are small compared to the γ/QCD

events.

Also possible SUSY GGM signal events, can contribute to the resulting back-

ground prediction in the high ET/ signal region as shown in Fig. 5.6(b) for a

typical signal benchmark scenario (mq̃ = 2500 GeV,mg̃ = 800 GeV,mχ̃0
1(bino) =

650 GeV). The signal contamination in the γJet control sample is governed by

the probability for a real photon from a signal event to pass the γJet identification

criteria. The exact value depends on the photon momentum and is generally

between 15% and 20%. To account for this effect signal contamination is treated

in the statistical interpretation of the result.

1In principle, also events with an electron or a real photon (ISR/FSR) passing the γJet

identification can contribute. However, the contribution from electrons and photons was found

to be very small compared to the contribution from jets. Possible overlap with the estimated

ISR/FSR background (Sec. 5.2.3) and e → γ (Sec. 5.2.2) background is included within the

systematic uncertainties.
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Figure 5.6: γ/QCD background estimation with (a) contribution from elec-

troweak processes and (b) contribution from electroweak processes and GMSB

events (mq̃ = 2500 GeV,mg̃ = 800 GeV,mχ̃0
1(bino) = 650 GeV) in events with

≥3 jets. The total γ/QCD background prediction is visualised with the red error

band. The contribution from (a) electroweak and (b) GGM events is shown with

the blue hatched uncertainty band.
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5.2.1.3 Prediction for Data

Now, after the method has been shown to close on simulation, in this section

the data driven prediction is discussed. Figure 5.7 shows the pT distribution

of the leading photon-like object in the signal selection in data and in the un-

weighted data control sample used to model the γ/QCD background. For both

jet selections only events with ET/ < 100 GeV are shown.

 [GeV]
T

1st photon p
200 400 600 800 10001200 1400

N
um

be
r 

of
 E

ve
nt

s/
B

in

-110

1

10

210

310

410

510

610 Data
γ

jet
γ

 = 7 TeVs    -14.3fb < 100GeV
T

E 2 jets, ≥, γ1≥

 [GeV]
T

1st photon p
200 400 600 800 10001200 1400

N
um

be
r 

of
 E

ve
nt

s/
B

in

-110

1

10

210

310

410

510

610
Data

γ

jet
γ

 = 7 TeVs    -14.3fb < 100GeV
T

E 3 jets, ≥, γ1≥

Figure 5.7: Data (4.32 fb−1): pT distribution of the leading photon-like object in

the γ and γJet sample in events with ET/ < 100 GeV and (a) ≥2 or (b) ≥3 jets.

The inverse weights measured in γ and γJet events in the ET/ < 100 GeV

selection are shown in Fig. 5.8. As described above the statistical error in each

bin of the histogram is taken as main systematic uncertainty on the weight.

In addition the 5% uncertainty due to kinematic differences between the signal

depleted control region (ET/ < 100 GeV) and the whole dataset is considered.

The obtained prediction is listed for three different signal region definitions in

Table 5.1, while the predicted ET/ distribution is shown in Fig. 5.9. For comparison

the results from simulation (presented in Sec. 5.2.1.1) are shown in the same

table. The event yields from simulation disagree clearly with the values obtained

from data, while the estimate from simulation agrees nicely with the number of

simulated signal events (as shown also in Fig. 5.5). The discrepancy between
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Figure 5.8: Data (4.32 fb−1): Ratio of γJet to γ events in dependence of the

leading photon pT in events with ET/ < 100 GeV and (a) 2 or (b) ≥3 jets.

data and simulation is due to imperfect modeling of the very high ET/ tail in the

simulation, which is, especially in events with multiple jets, expected for the used

simulation (pythia [65], no NLO corrections). The observed differences between

data and simulation enhance the importance of a data driven prediction of the

γ/QCD background.
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Table 5.1: Expected event yields of the γ/QCD background estimation method

for three different signal regions (ET/ > 100/200/350 GeV). The event yields

correspond to a luminosity of 4.32 fb−1.

γ/QCD MET ≥ 100 GeV MET ≥ 200 GeV MET ≥ 350 GeV

≥1 photon, ≥2 jets (stat) (sys) (stat) (sys) (stat) (sys)

Estimate from data 608 ±47 +54
−54 91 ±16 +9.9

−9.9 6.8 ±4.1 +0.8
−0.8

Estimate from simulation 190 ±40 +42
−42 8.5 ±1.9 +2.3

−2.3 0.4 ±0.1 +0.1
−0.1

Direct simulation 184 ±31 12 ±2.5 0.7 ±0.2

≥1 photon, ≥3 jets (stat) (sys) (stat) (sys) (stat) (sys)

Estimate from data 361 ±40 +33
−33 44 ±10 +4.0

−4.0 3.1 ±3.1 +0.5
−0.5

Estimate from simulation 115 ±34 +26
−26 4.5 ±1.7 +1.5

−1.5 0.1 ±0.03 +0.02
−0.02

Direct simulation 102 ±26 6.9 ±2.3 0.3 ±0.1

N
um

be
r 

of
 E

ve
nt

s/
B

in

-110

1

10

210

310

410

 [GeV]TE
0 100 200 300 400D

at
a/

P
re

d.

11

3

0.3

Data
γ

)
jet

γPred. (from 

 = 7 TeVs    -14.3fb  2 jets≥, γ1≥

(a)

N
um

be
r 

of
 E

ve
nt

s/
B

in

-110

1

10

210

310

410

 [GeV]TE
0 100 200 300 400D

at
a/

P
re

d.

11

3

0.3

Data
γ

)
jet

γPred. (from 

 = 7 TeVs    -14.3fb  3 jets≥, γ1≥

(b)

Figure 5.9: Data (4.32 fb−1): Comparison between events passing the tight pho-

ton selection and the data γ/QCD background prediction derived by reweighting

the γJet control sample for events with (a) ≥2 and (b) ≥3 jets. Note, that the

shown data contains also additional backgrounds and possible signal.
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5.2.2 e→ γ Background

Another, however already minor, background contribution to this single photon

analysis is coming from electrons faking the tight photon identification. These

electrons originate mainly from semileptonic tt̄ and W events, where, in addition

to the electrons and jets, missing transverse energy is produced due to neutrinos.

Other contributions originate from electroweak initial state or final state radiation

(ISR and FSR). The strategy followed to model this background contribution is

similar to the diphoton analysis [57]: the signal selection is applied, but instead

of a photon an electron (γe) as defined in Sec. 3.4.2 is required, in order to

select the control sample. The probability for an electron to fake a photon has

been measured on Z → ee events in data and simulation [57]. In general, the

probability is found to decrease in dependence of the transverse momentum of

the electron. However, for electron pT values above ∼80 GeV, as required here,

this dependency can be neglected and the probability was found to be [57]:

p(e→ γ) = 0.006± 0.0025,

where the uncertainty is mainly due to statistics.

The Z → ee control sample, on which the photon fake-rate p(e→ γ) is deter-

mined, is affected by ISR and FSR in a similar way as the tt̄ and W background

with at least one electron in the final state. Therefore, the two background contri-

butions from photon-fakes (e→ γ) and from ISR/FSR photons can be modelled

simultaneously by the electron control sample weighted according to the mea-

surement of p(e → γ). ISR and FSR photons originating from tt̄ or W events

with no electron in the final state are not covered by this background estima-

tion because of the requirement of at least one electron in the photon-fake rate

measurement. This additional background contribution is taken directly from

simulation as discussed in more detail in Sec. 5.2.3.

5.2.2.1 Closure Test

In Fig. 5.10 the electron control sample, weighted with p(e → γ), is shown and

compared to the direct simulation. The corresponding event yields in three dif-

ferent signal regions are shown in Table 5.2. For the simulation only events with
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at least one generator electron passing the signal selection with one reconstructed

tight photon are considered. The method closes well within the uncertainties.
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Figure 5.10: Simulated tt̄ and W background: ET/ distribution of the selected

events in the electron control sample after reweighting (hatched). The prediction

is compared to the direct simulation in events with (a) ≥2 jets and (b) ≥3 jets.

5.2.2.2 Prediction for Data

The method to estimate the electroweak background has been shown to work on

simulation and is now applied on the data sample. The obtained estimation is

listed in Table 5.2. The ET/ distribution of the electron control sample before and

after the reweighting are shown in App. A.7. The e → γ background is signif-

icantly smaller compared to the γ/QCD background estimated in the previous

section.
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Table 5.2: Expected event yields of the e → γ estimation method for three

different signal regions (ET/ > 100/200/350 GeV). The event yields correspond to

4.32 fb−1.

EWK MET ≥ 100 GeV MET ≥ 200 GeV MET ≥ 350 GeV

≥1 photon, ≥2 jets (stat) (sys) (stat) (sys) (stat) (sys)

Estimate from data 17 ±0.3 +7.2
−7.2 3.5 ±0.2 +1.5

−1.5 0.4 ±0.1 +0.2
−0.2

Estimate from simulation 11 ±0.3 +4.6
−4.6 2.2 ±0.2 +0.9

−0.9 0.2 ±0.1 +0.1
−0.1

Direct simulation 8.9 ±2.6 2.8 ±2.2 ≤ 0.01 ± ≤ 0.01

≥1 photon, ≥3 jets (stat) (sys) (stat) (sys) (stat) (sys)

Estimate from data 12 ±0.3 +4.9
−4.9 2.2 ±0.1 +0.9

−0.9 0.3 ±0.04 +0.1
−0.1

Estimate from simulation 7.2 ±0.2 +3.0
−3.0 1.2 ±0.1 +0.5

−0.5 0.1 ±0.03 +0.04
−0.04

Direct simulation 6.2 ±1.3 0.6 ±0.3 ≤ 0.01 ± ≤ 0.01
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5.2.3 Further Backgrounds

Besides the discussed backgrounds appearing due to jets or electrons being misiden-

tified as photons, additional backgrounds can occur due to initial state and final

state radiation (ISR/FSR) of photons. ISR and FSR in events with electrons in

the final state are already covered by the data driven electroweak background

prediction as discussed in the previous section. As the remaining contributions

are small and difficult to derive from data, these backgrounds are taken directly

from the simulation with a systematic uncertainty of 100%.

For tt̄ events the contribution due to ISR/FSR is determined by taking all

events from the MC simulated sample, which pass the selection and have a gen-

erator photon matched to the selected tight photon. For events with W and Z

bosons a dedicated sample is used as defined in App. A.4. For both contributions

events with generator electrons are rejected. The used MC samples are both gen-

erated with MadGraph [80] on parton level, while the development of the fully

hadronised event, including initial and final state parton showers, is done with

pythia [65]. The resulting contributions after the final selection are summarised

in Table 5.3. The dominant contribution is coming from tt̄ or W/Z events with

one or more neutrinos in the final state, while events where the W/Z bosons

decay hadronically usually do not pass the ET/ requirement.

Table 5.3: Expected event yields due to ISR/FSR for three different signal regions

(ET/ > 100/200/350 GeV).

ISR/FSR (Sim.) MET ≥ 100 GeV MET ≥ 200 GeV MET ≥ 350 GeV

≥1 photon, ≥2 jets (stat) (sys) (stat) (sys) (stat) (sys)

W/Z 28 ±3.2 +28
−28 10 ±2.0 +10

−10 1.6 ±0.8 +1.6
−1.6

tt̄ 3.8 ±0.9 +3.8
−3.8 0.8 ±0.4 +0.8

−0.8 ≤ 0.01 ± ≤ 0.01 +≤0.01
−≤0.01

≥1 photon, ≥3 jets (stat) (sys) (stat) (sys) (stat) (sys)

W/Z +Jet 14 ±2.3 +14
−14 6.3 ±1.5 +6.3

−6.3 0.7 ±0.5 +0.7
−0.7

tt̄ 3.4 ±0.8 +3.4
−3.4 0.6 ±0.3 +0.6

−0.6 ≤ 0.01 ± ≤ 0.01 +≤0.01
−≤0.01
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5.3 Results

The combined background prediction, the observed data and two exemplary GGM

benchmark signal samples are shown in Fig. 5.11 before the final selection on ET/ .

The data is in good agreement with the standard model expectation for the whole

ET/ range. The included systematic uncertainties for each of the backgrounds are

summarised in Table 5.6.

To define the final signal region different cuts on the ET/ variable have been

studied with respect to the expected event yields and the expected sensitivity

of this analysis. The expected and observed event yields for three signal regions

(ET/ > 100/200/350 GeV) are summarised in Table 5.4(5.5) for events with ≥2

(≥3) jets. The resulting event yields in dependence of possible cuts on ET/ are

compared to the expectation for the two example GGM benchmark points in

Fig. 5.12.

For the same exemplary signal points the S/
√
S + σ2

B and S/
√
S +B values

have been compared for different ET/ cuts. Here, S is the expected number of

selected signal events, B the number of estimated background events and σB the

uncertainty on the background estimation. The resulting distributions are shown

in Fig. 5.13.

The events in the signal region (ET/ ≥ 300 GeV) have been scanned in order

to identify possible contributions from one of the known sources of high artificial

ET/ as outlined in Sec. 4.4. In addition the three available ET/ algorithms have

been compared to identify possible problems in the event reconstruction. In

both, signal and selected control samples, no obvious indication of fake energies

was found. In a few events possible signs for punch-through were found, also a

couple of events seem to be slightly affected by non-functioning regions in the

ECAL. However, only very small fraction of events is affected and the events

are distributed over all control samples. Therefore possible effects on the high ET/

tail are expected to be negligible and the events are not removed from the final

selection. More details about these events are summarised in App. A.8.4.

The calculation of exclusion limits and the interpretation in the GGM para-

meter space for a bino- and a wino-like NLSP scenario are discussed in the fol-

lowing section.
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Table 5.4: Resulting event yields for the ≥1 photon and ≥2 jet selection for three

different signal regions (ET/ > 100/200/350 GeV).

4.32 fb−1 MET ≥ 100 GeV MET ≥ 200 GeV MET ≥ 350 GeV

≥1 photon, ≥2 jets (stat) (sys) (stat) (sys) (stat) (sys)

QCD (from data) 608 ±47 +54
−54 91 ±16 +9.9

−9.9 6.8 ±4.1 +0.8
−0.8

e→ γ (from data) 17 ±0.3 +7.2
−7.2 3.5 ±0.2 +1.5

−1.5 0.4 ±0.1 +0.2
−0.2

FSR/ISR(W ,Z) 28 ±3.2 +28
−28 10 ±2.0 +10

−10 1.6 ±0.8 +1.6
−1.6

FSR/ISR(tt̄) 3.8 ±0.9 +3.8
−3.8 0.8 ±0.4 +0.8

−0.8 ≤ 0.01 ± ≤ 0.01 +≤0.01
−≤0.01

total SM estimation 656 ±47 +93
−93 106 ±17 +23

−23 8.7 ±4.2 +2.5
−2.5

Data 615 63 4

Table 5.5: Resulting event yields for the ≥1 photon and ≥3 jet selection for three

different signal regions (ET/ > 100/200/350 GeV).

4.32 fb−1 MET ≥ 100 GeV MET ≥ 200 GeV MET ≥ 350 GeV

≥1 photon, ≥3 jets (stat) (sys) (stat) (sys) (stat) (sys)

QCD (from data) 361 ±40 +33
−33 44 ±10 +4.0

−4.0 3.1 ±3.1 +0.5
−0.5

e→ γ (from data) 12 ±0.3 +4.9
−4.9 2.2 ±0.1 +0.9

−0.9 0.3 ±0.04 +0.1
−0.1

FSR/ISR(W ,Z) 14 ±2.3 +14
−14 6.3 ±1.5 +6.3

−6.3 0.7 ±0.5 +0.7
−0.7

FSR/ISR(tt̄) 3.4 ±0.8 +3.4
−3.4 0.6 ±0.3 +0.6

−0.6 ≤ 0.01 ± ≤ 0.01 +≤0.01
−≤0.01

total SM estimation 390 ±40 +55
−55 53 ±11 +12

−12 4.0 ±3.1 +1.3
−1.3

Data 375 41 3
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Figure 5.11: Total standard model background prediction, as discussed above,

compared to the selected number of events in 4.32 fb−1and two exemplary GGM

signal benchmark points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]) before the final cut on ET/

for the (a) ≥2 and (b) ≥3 jet selection. The hatched band represents the combined

uncertainty on the total Standard Model background.
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Figure 5.12: Event yield integral in dependence of possible cuts on ET/ in events

with (a) ≥2 and (b) ≥3 jets.

Table 5.6: Summary of considered systematic uncertainties on total standard

model background.

Background source of syst. errors uncertainty on

total background

≥1 photon, ≥2 jets

γ/QCD Statistical weight uncertainty ±5.9%

Extrapol. from ET/ <100 GeV to whole spectrum ±2.9%

EWK (e→ γe) fake rate uncertainty ±1.4%

FSR/ISR

W → µ/τν,Z → νν NLO uncertainties, etc. ±9.9%

tt̄→ µ/τν +X NLO uncertainties, etc. ±0.8%

≥1 photon, ≥3 jets

γ/QCD Statistical weight uncertainty ±9.0%

Extrapol. from ET/ <100 GeV to whole spectrum ±4.5%

EWK (e→ γe) fake rate uncertainty ±1.7%

FSR/ISR

W → µ/τν,Z → νν NLO uncertainties, etc. ±11.9%

tt̄→ µ/τν +X NLO uncertainties, etc. ±1.2%
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Figure 5.13: (a) S/
√
S +B and (b) S/

√
S + σ2

B values for two exemplary GMSB

signal points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]). S is the expected number of se-

lected signal events, B the number of estimated background events and σB the

uncertainty on the background estimation. The expected background contribution

from signal is not considered.
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5.4 Interpretation

In order to maintain a good signal efficiency the final signal region for the calcula-

tion of exclusion limits is defined with a relatively loose selection criteria requiring

ET/ ≥100 GeV. To still achieve a good sensitivity, the limits are calculated in 6

distinct bins with the following ET/ ranges [ GeV]:[100,120), [120,160), [160,200),

[200,270), [270,350) and [350,∞).

The exclusion limits are CLs limits calculated with a fully frequentist approach

(’LHC style’), the software is based on the RooStats toolkit [81]. An end-user

interface provided by the CMS Higgs group [82] is used.

As discussed above1 the exclusion limits have been calculated for two different

neutralino eigenstates: one assuming a bino-like neutralino, the other a wino-like

neutralino. The interpretation is done in the squark-gluino mass plane for both

neutralino models. In addition the bino-like neutralino scenario is interpreted in

the gluino-neutralino mass plane.

The number of GGM events expected to pass the signal selection (SGGM) is

obtained in each of the six signal bins, as well as the expected contribution from

GGM simulated events to the data driven Standard Model background estimation

methods (BGGM). To avoid effects from GGM signal contamination in the limit

calculation the acceptance times efficiency (A×ε) for each of the GGM parameter

points is adjusted by the background event yield from GGM signal:

A× ε =
SGGM −BGGM

NGGM

, (5.2)

where NGGM is the total number of GGM events expected at this parameter

point2. The signal contamination, i.e. the ratio of expected Standard Model

background events estimated from GGM signal (BGGM) compared to the number

of expected signal events (SGGM), is shown in the studied GGM parameter planes

in App. A.9.1.

1See Sec. 2.2.2.1 for the details of the assumed GGM parameter space
2Thus the acceptance times efficiency includes the branching ratio into photons.
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5.4.1 Systematic Uncertainties

To account for possible differences between data and simulation the obtained

acceptance is scaled by εdatae

εMC
e

, the ratio of photon efficiencies in data and MC

simulation1, for each signal sample point.

In addition, besides the statistical error of the simulation, the following sys-

tematic uncertainties on the signal acceptance are considered within the limit

setting framework as nuisance parameters:

• Jet energy scale: 2%

• εdatae

εMC
e

: 4%

• Luminosity: 4.5%

• PDF uncertainty on the acceptance (depending on the GGM parameter

point):∼0.03-20%2

These uncertainties are propagated within the limit setting framework and

displayed as experimental error band around the expected limit in the following.

To estimate the impact from theoretical uncertainties on the cross section

at each point the renormalisation scale and the PDF uncertainty on the cross

section are combined. The NLO cross section is then scaled up (down) by this

uncertainty to obtain the corresponding ±1σ theoretical error band.

5.4.2 Sample Limit Calculation

As an example, the limit calculation is discussed in more detail for a GGM point

which turns out to be excluded by the measurement. For this example the squark

mass is chosen to be 720 GeV, the gluino mass 800 GeV, and the neutralino χ̃0
1

mass to be 375 GeV. The neutralino is assumed to be a bino mass eigenstate.

After all selection criteria are applied, the total acceptance times efficiency in

events with ET/ ≥ 100 GeV is found to be 75 ± 19% for the ≥ 2 jet selection.

1See Sec. 3.4.2
2See App. A.1.2 for the distribution of the uncertainties in the squark-gluino (gluino-

neutralino) mass plane.
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The NLO cross section is 0.51+0.07
−0.08 ±0.06 pb. The first uncertainty corresponds

to the renormalisation scale uncertainty, the second to the PDF uncertainty on

the cross section. This implies, for a luminosity of 4.32± 0.19 fb−1, an expected

number of signal events after all cuts of 1641 ± 316. The expected background

contribution is 309 events, which is subtracted from the expected signal events

for the limit calculation. The corresponding numbers for each of the six exclusive

bins used for the limit calculation are summarised in Tab. 5.7 together with the

obtained 95% cross-section limit for each bin.

Table 5.7: Observed and expected event yields, acceptance × efficiency (A × ε)

and obtained limits for each exclusive signal bin for a sample GGM point (mχ̃0
1

=

375 GeV (bino-like), mg̃ = 800 GeV, mq̃ = 720 GeV) and the ≥2 jet selection.

SData is the number of events in data passing the signal selection, BSM is the

expected contribution from Standard Model backgrounds. As introduced above,

SGGM is the number of simulated GGM events passing the signal selection and

BGGM the expected contribution from GGM events to the data driven estimation

of Standard Model backgrounds. The observed and expected 95%CL limits on the

total signal-cross section and on the number of signal events passing the selection

are given.

ET/ [ GeV] 100-120 120-160 160-200 200-270 270-350 ≥350

A × ε [%] 3.4 8.4 9.2 17 16 12

Observed event yields

SData 283 199 70 39 20 4

Expected event yields

BSM 272±38 187±29 91±25 63±15 34±11 5.8±3.7

SGGM 76±7 184±14 201±15 381±26 356±25 268±19

BGGM 15 31 40 61 60 55

95% CL Limit

Observed [ pb] 0.69 0.22 0.086 0.02 0.016 0.014

SGGM 103 81 34 15 11 7

Expected [ pb] 0.63 0.19 0.1 0.034 0.028 0.013

SGGM 93 69 39 26 19 7

The combination of the individual bins leads to an upper limit at the 95% CL
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for a GGM cross section of 0.008 pb for the assumption of a Gaussian background

uncertainty distribution, the combined expected upper limit is 0.013± 0.004 pb.

The renormalisation scale uncertainties and the PDF uncertainty on the cross

section lead to a ±1σ range of the NLO cross section between 0.61 pb and 0.42 pb,

which is above the observed cross-section limit. Therefore this particular point

can be excluded.

5.4.3 Results

The exclusion limits have been calculated for both jet selection scenarios

(≥2/3 jets). For all considered GGM benchmark scenarios both selections show

very similar results. Therefore in the following only the results of the more in-

clusive ≥2 jet selection are discussed, while the results from the ≥3 jet selection

are shown and compared to the ≥2 jet selection in App. A.9.2. A combination

of both selections is, in principle, possible. With the current selection the cor-

relation between the selections is very large and no significant improvement is

expected. However, splitting the events in several disjunct jet multiplicity bins

could improve the results significantly.

The squark-gluino mass plane reaches for both masses from 400 GeV to

2000 GeV, while the neutralino mass is set to 375 GeV for both neutralino

scenarios. The obtained acceptance times efficiency is shown for both neutralino

modes in Fig. 5.14. For comparison also the acceptance times efficiency observed

in the highest ET/ bin is shown in Fig 5.14. As outlined in Sec. 2.2.2.1, for the

wino-like neutralino much less photons than for the bino-like case are expected.

Therefore, the lower acceptance for the wino-like neutralino is expected. The

resulting limits are shown in Fig. 5.15.

The observed and expected limits1 for four exclusive signal bins are shown in

Fig. 5.16 for both types of neutralinos. As already expected from the signal to

background ratio of the studied sample points (Fig. 5.13) the sensitivity of each

bin increases with the ET/ cut.

1To reduce the need of computing resources in the limit calculation the limits shown here for

the individual ET/ bins are the ’asymptotic’ CLs limits [82]. The difference between asymptotic

and fully frequentist CLs limits has been studied at exemplary GGM points and was found to

be very small.
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For a bino-like scenario the resulting upper limit cross section is in the order

of 0.01 pb−1with a typical acceptance of ∼ 79%. For the wino-like scenario the

acceptance drops to ∼ 8%, leading to an upper limit cross section of ∼ 0.08 pb−1.

This corresponds in both cases to ∼ 32 signal events. Thus squark masses up to

∼ 1040 (780) GeV and gluino masses up to ∼ 960 (730) GeV for the bino- (wino-)

like neutralino scenario and a neutralino mass of 375 GeV can be excluded at

95% CL.

For the bino-like neutralino the exclusion limit has been studied also in the

gluino-neutralino mass plane. Here the gluino mass ranges from 160 GeV to

2000 GeV, while the neutralino mass is in the range between 150 GeV and

1050 GeV. The obtained acceptance times efficiency is shown in Fig. 5.17, again

in two versions, including all events with ET/ ≥ 100 GeV and for the highest ET/

bin only.

The resulting cross-section limits are shown in Fig. 5.18. The expected and

observed limits obtained in each of the four highest ET/ bins separately are shown

in Fig. 5.19. Again, in general, the sensitivity of each bin is increasing with

higher ET/ . But for lower neutralino masses the lower ET/ ranges also contribute

significantly to the resulting combined limit.

The observed combined upper cross section limit is in the order of 0.02 to

0.01 pb−1depending on the neutralino mass. The typical acceptance ranges be-

tween ∼ 56% and ∼ 78%, which corresponds to ∼ 53 - 37 signal events. As a

result bino-like neutralinos with masses up to ∼ 800 GeV can be excluded if the

gluino mass is below ∼ 800 GeV. The bound on the gluino mass ranges from 800

to 960 GeV for neutralino masses below ∼ 800 GeV.
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Figure 5.14: Acceptance times efficiency in percent for a (a) bino- and (b) wino-

like neutralino for the ≥2 jet selection in the squark-gluino mass plane. For the

same jet selection the acceptance times efficiency in the highest ET/ bin is shown

for a (c) bino- and (d) wino- like neutralino.
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Figure 5.15: 95% CL exclusion limits in the squark-gluino mass plane for a (a)

bino- and (b) wino- like neutralino and observed cross-section limits for a (c) bino-

and (d) wino- like neutralino. The shaded uncertainty band around the exclusion

contours corresponds to the experimental uncertainties on the acceptance. The

impact of NLO renormalisation and PDF uncertainties on the signal cross section

is visualised with the dotted lines.
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Figure 5.16: (a,b) Observed and (c,d) expected 95% CL exclusion limits in several

distinct ET/ bins for a (a,c) bino- and (b,d) wino- like neutralino in the squark-gluino

mass plane.
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Figure 5.17: Acceptance times efficiency in percent for (a) all events in the signal

region (ET/ ≥ 100 GeV) and (b) in the highest ET/ bin in the gluino-neutralino mass

plane. The neutralino is bino-like and the ≥2 jet selection is applied.
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Figure 5.18: (a) 95% CL exclusion limits and (b) observed cross section limits for

a bino-like neutralino in the gluino-neutralino mass plane. The shaded uncertainty

band around the exclusion contours corresponds to the experimental uncertainties

on the acceptance. The impact of NLO renormalisation and PDF uncertainties on

the signal cross section is visualised with the dotted lines.
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Figure 5.19: (a) Observed and (b) expected 95% CL exclusion limits in four

exclusive ET/ bins for a bino-like neutralino in the gluino-neutralino mass plane.
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6

Conclusions

6.1 Summary

In this thesis a search for gauge mediated supersymmetry in 4.32 fb−1 of data

recorded in 2011 with the CMS detector has been presented. The search was

performed in final states with at least one photon, jets and missing transverse

energy. The selected data is in good agreement with the Standard Model back-

ground expectation, exclusion limits at the 95% CL have been calculated and

interpreted in the GGM parameter space.

As a key ingredient for the presented search for supersymmetry the missing

transverse energy has been studied in detail. A data driven strategy to derive

the correction scale for unclustered energy deposits, the type-II correction, has

been presented. The resulting scale and resolution have been studied in different

event topologies.

Measuring the Missing Transverse Energy

The type-II correction scale has been measured in Z → ee data using 36 pb−1 of

the 2010 7 TeV dataset for Calo ET/ and PF ET/ utilising the transverse momentum

balance between the Z boson and the hadronic recoil. Both results were found

to be in good agreement with the MC expectations. The obtained data and MC

driven type-II scales are summarized in Table 6.1.
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type-I jet pT MC Data (36 pb−1)

PF ET/ ≥ 10 GeV 1.5±0.1 1.4±0.2

Calo ET/ ≥ 20 GeV A=2.0±0.7 A=2.3±0.4

B=1.3±0.5 B=1.9±1

C=0.1±0.1 C=0.2±0.2

Table 6.1: Data and MC driven type-II scale for PF ET/ and Calo ET/ (statistical

errors only). For Calo ET/ the correction was fitted with a function of the form

A + B · e−C·x/GeV , where x is the average vector sum of the unclustered energy

deposits. For PF ET/ the correction is described by a single constant parameter A.

The obtained correction scales were applied on Z → ee events with and with-

out jets, validating the resulting ET/ scale after the different levels of corrections.

In addition the performance was studied in dijet events. For both ET/ algorithms

the type-II correction improves the scale of the ET/ in Z → ee as well as in dijet

events, especially in the low ET/ region. For Calo ET/ , where the effect of the

correction is largest, the scale was adjusted within 1-2 GeV after the applica-

tion of the corrections. This reduced the bias measured without correction by

a factor of ∼3. Clear improvements were also visible for PF ET/ , but here the

needed corrections are much smaller. In dijet events the scale was measured to

be adjusted within 2 GeV already before the application of the correction, which

underlines the high capability of the particle-flow algorithm to reconstruct parti-

cles down to small transverse momenta. Good agreement between data and MC

simulation was observed for both event samples. The resolution was studied in

Z → ee events, showing that the adjustment of the unclustered energy leads to

an improvement of the resolution, while the unavoidable upscaling of noise by the

correction contradicts this effect and in some settings might slightly worsen the

resulting resolution.

Two important causes of artificial high ET/ were discussed: punch-through

of high energetic jets and contributions due to non-functioning detector regions.

For both methods a basic strategy to identify possibly affected events has been

presented: in case of punch-through the number of hits in the muon system behind

a jet are utilised, while in case of non-functioning detector regions in the CMS
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ECAL either the trigger primitive information or the energy deposited around a

masked detector region can be used. The events with ET/ above 300 GeV passing

the signal selection of the SUSY search have been checked for possible signs of

either of the discussed effects. In both, signal and selected control samples, no

obvious indication of fake energy was found.

Search for Supersymmetry

For the final selection 615 events with at least one high energetic

photon (pT ≥80 GeV), at least two jets (pT ≥30 GeV) and ET/ ≥ 100 GeV have

been selected in 4.32 fb−1 of data. The expected main background from Standard

Model processes (γ/QCD) and the already minor electroweak background(e→ γ)

have been estimated with two data driven methods. The much smaller Standard

Model background expected due to initial or final state radiated photons has been

estimated using MC simulation. The combined background expectation for all

Standard Model backgrounds in the signal region was found to be 656 ± 47+93
−93

events. No significant excess over the Standard Model expectation was observed.

The results have been interpreted in different GGM scenarios with a bino- or

wino-like neutralino. For this purpose the signal region has been divided into

six distinct ET/ bins, which have been combined for the calculation of exclusion

limits. The observed upper limit on the cross section is in the order of 0.01(0.08)

pb−1 for the studied GGM model with a bino- (wino-) like neutralino. Thus,

squark masses up to ∼ 1040 (780) GeV and gluino masses up to ∼ 960 (730) GeV

for the bino- (wino-) like neutralino scenario and a neutralino mass of 375 GeV

can be excluded at 95% CL. For models with a bino-like neutralino the bound

on the gluino mass ranges from 800 to 960 GeV for all neutralino masses below

∼ 800 GeV. For gluino masses below ∼ 800 GeV bino-like neutralinos with masses

up to ∼ 800 GeV can be excluded. The resulting 95% CL limits are summarised

in Table 6.2.

Previous limits from searches at the Tevatron [33; 34] have already clearly

been superseeded by the 1 fb−1 result. The only direct search for a wino-like

neutralino at the LHC, prior to this analysis, is the CMS single photon and

lepton analysis [73], which was published with the first LHC data (35 pb−1). The
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results yield a clearly smaller maximum limit on squark and gluino masses, in the

order of 450 GeV for neutralino masses above 250 GeV, than the results presented

here. The results presented in this thesis set the most stringent limits on squark,

gluino and neutralino masses for GGM models with a wino-like neutralino.

For a bino-like neutralino the latest result from the ATLAS collaboration [83]

(1.07 fb−1) sets a limit of 805 GeV on the gluino-mass, while this analysis reaches

up to 960 GeV. However, the diphoton analyses from CMS and ATLAS are ex-

pected to reach a similar (or slightly higher) sensitivity than presented here, once

they are updated to the full available dataset. Currently1, the results presented

in this thesis set the most stringent limits also on squark, gluino and neutralino

masses for GGM models with a bino-like neutralino.

Table 6.2: Summary of obtained exclusion limits for the three GGM benchmark

scenarios with a bino- and wino-like neutralino.

Bino-like χ̃0
1 Wino-like χ̃0

1 Constraint

fixed mass mχ̃0
1

mq̃ mχ̃0
1

Scan range mg̃ [ GeV] 400-2000 400-2000 400-2000

Scan range mq̃ [ GeV] 400-2000 2500 400-2000

Scan range mχ̃0
1

[ GeV] 375 150-1050 375

A × ε [%] ∼ 79 ∼ 56− 78 ∼ 8

95% CL Upper Limit

Observed [pb] ∼ 0.01 ∼ 0.02− 0.01 ∼ 0.08

mg̃ [ GeV] 960 - 730 mχ̃0
1

= 375 GeV

mq̃ [ GeV] 1040 - 780 mχ̃0
1

= 375 GeV

mg̃ [ GeV] - 800-960 - mχ̃0
1
≤800 GeV

mχ̃0
1

[ GeV] - 800 - Mg̃≤800 GeV

1Recently, during the review process of this thesis, first results from the CMS diphoton

analysis have been made public [84] setting an upper limit on the gluino mass in the order of

1000 GeV. As expected this slightly extends the reach of this analysis in case of a bino-like

neutralino.
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6.2 Outlook

Measuring the Missing Transverse Energy

Due to the increasing instantaneous luminosity during 2010 and especially 2011

the pile up conditions of the recorded data have changed rapidly. Pile up ac-

tivity leads to additional energy deposits in the detector. To avoid an upscaling

of these energy deposits by the type-II ET/ corrections, the type-II scale and the

calculation of the unclustered energy in each event have to be adapted for the

varying conditions. This is especially important as the type-II correction pre-

sented here has been derived with the dataset recorded in 2010 only, where pile

up was negligible. This will be the main future task regarding the ET/ correc-

tions. Furthermore, the use of a larger dataset is expected to reduce the large

statistical uncertainties on the type-II scale which currently are dominated by

the small size of the used Z → ee sample. Since the CMS HCAL is highly

non-compensating, the scale factor for the unclustered energy should be studied

by taking into account its electromagnetic and hadronic components separately,

which could further improve the accuracy of the determination of the scale.

For the upcoming data taking in 2012 and beyond, higher beam energies and

luminosity will lead to more energetic objects in general. Thus, punch-through

of high energetic jets is expected to become more relevant and affected events

will start to contribute significantly to the high ET/ tails. Therefore, possible

punch-through identification strategies, like the method presented here, should

be investigated in more detail in data.

Search for Supersymmetry

Varying pile up conditions will be the main challenging technical task in the near

future, not only for the ET/ measurement, but also for the other objects utilised in

the presented analysis. The photon isolation cones, for example, are sensitive to

pile up and need to be adapted correspondingly to avoid possible losses in signal

efficiency.

The largest uncertainty on the combined background estimation is currently

due to the large uncertainty assumed on the ISR/FSR background taken from
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MC simulation (100%). Further studies, e.g. the comparison between different

MC generators, might allow a less conservative estimation of these errors.

To optimise the analysis and cover more of the GGM signal parameter space,

the signal selection could be refined to search, in addition to the current selection,

for b-jets in the final state. This should suppress the remaining Standard Model

backgrounds, while enhancing the contribution from possible GGM signal with

a more higgsino-like neutralino. Additional b-jets are also expected in GGM

models, where the third-generation squarks are lighter than the other squarks

and not degenerate as assumed in the models studied here. For higher squark

and gluino masses, direct electroweak production of the neutralinos and charginos

becomes more important. This leads to shorter signal cascades and less jets in

the event. Thus, the signal acceptance for the analysis presented here is expected

to decrease. Less stringent jet selection and possible further lepton requirements

should be used to optimize GGM searches in this high mass region.

The presented results provide stringent tests of GGM models with bino- and

wino-like neutralinos. Specifically for models with a wino-like neutralino the

previous limits published to date are significantly improved. The result using

an integrated luminosity of 1.1 fb−1 [74; 75] has already been presented at the

Lepton-Photon [76] and SUSY [77] conferences and has been reinterpreted by [9].

The results presented here include an update using an integrated luminosity of

4.32 fb−1. These results have recently been made public in [84].
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Appendix

A.1 GGM Final States with Photons

A.1.1 NLO cross section Uncertainties

The renormalisation scale uncertainties on the NLO cross sections of the studied

GGM parameter points are shown in Fig. A.1. The corresponding PDF uncer-

tainties on the cross section are shown in Fig. A.2.

A.1.2 PDF Uncertainty on Acceptance

The PDF uncertainties on the acceptance included in the limit calculation in

Chapter 5 are shown in Fig. A.3.
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Figure A.1: Renormalisation scale uncertainties on the NLO cross sections in

the squark-gluino mass plane of a (a) bino- and (b) wino-like neutralino with mass

Mχ̃0
1

= 375 GeV and (c) in the neutralino-gluino mass plane of a bino-like neu-

tralino.
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Figure A.2: PDF uncertainties on the NLO cross sections in the squark-gluino

mass plane of a (a) bino- and (b) wino-like neutralino with mass Mχ̃0
1

= 375 GeV

and (c) in the neutralino-gluino mass plane of a bino-like neutralino.
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Figure A.3: PDF uncertainties on the acceptance in the squark-gluino mass plane

of a (a) bino- and (b) wino-like neutralino with mass Mχ̃0
1

= 375 GeV and (c) in

the neutralino-gluino mass plane of a bino-like neutralino.
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A.2 Measuring the Missing Transverse Energy:

Used Datasamples and Trigger

A.2.1 Z → ee Events

Data (35.9 pb−1):

Run 2010A:/EG/Run2010A-Nov4ReReco_v1/RECO

Run 2010B:/Electron/Run2010B-Nov4ReReco_v1/RECO (runs:146240-149443)

JSON:Cert_136033-149442_7TeV_Nov4ReReco_Collisions10_JSON.txt(2010/11/29)

Trigger requirement:

HLT_Ele15_LW_L1R or

HLT_Ele15_SW_L1R or

HLT_Ele15_CaloEleId_L1R or

HLT_Ele17_CaloEleId_L1R or

HLT_Ele17_TightEleId_L1R or

HLT_Ele17_TighterEleIdIsol_L1R_v2 or

HLT_Ele17_TighterEleIdIsol_L1R_v3 or

MC (No pile up):

/DYToEE_M-20_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/GEN-SIM-RECO

MC (Including pile up):

/DYToEE_M-20_CT10_TuneZ2_7TeV-powheg-pythia/

Fall10-E7TeV_ProbDist_2010Data_BX156_START38_V12-v1/GEN-SIM-RECO

The MC is weighted to 35.9 pb−1, in plots comparing Data and MC the number

of events in MC is directly weighted to data.

A.2.2 Dijet Events

Data (0.02 pb−1):

Run 2010A:/JetMET/Run2010A-Nov4ReReco_v1/RECO

Run 2010B:/Jet/Run2010B-Nov4ReReco_v1/RECO (runs:146240-149443)
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JSON:/Cert_136033-149442_7TeV_Nov4ReReco_Collisions10_JSON.txt(2010/11/29)

Trigger requirement:

HLT_DijetAve15U (prescaled) or

HLT_DijetAve15U_v3 (prescaled)

MC:

/QCD_Pt_15to3000_TuneZ2_Flat_7TeV_pythia6

/Fall10-START38_V12-v1/GEN-SIM-RECO

The MC is weighted to 0.02 pb−1, in plots comparing Data and MC the number

of events in MC is directly weighted to data.

A.2.3 Minimum Bias Events

Data:

/MinimumBias/Commissioning10-GOODCOLL-Jun9thSkim/RECO

MC (No pile up):

/MinBias_7TeV-pythia8/Summer10-START36_V10_SP10-v1/GEN-SIM-RECODEBUG

A.3 Measuring the Missing Transverse Energy:

Additional Material

A.3.1 UT and R distribution in individual qT bins

As described in Sec. 4.2 the average UT,‖ and R in different qT bins are utilised to

derive the type-II correction scale. For this purpose the mean of the distribution

in several qT bins is obtained resulting in e.g. Fig. 4.4 for the Calo ET/ case.

As an example the corresponding distributions from two qT bins (13-14 GeV and

19-20 GeV) are shown in Fig. A.4. A Gauss fit around the mean of the histogram

(±2 σ) is used to obtain the mean and its uncertainty.
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Figure A.4: Calo ET/ (Data): (a,b) R and (c,d) UT,‖ distribution for a qT range

of (a,c) 13-14 GeV and (b,d) 19-20 GeV. A truncated Gauss, fitted around the

mean (±2 σ), is shown as a blue line.

A.3.2 Calo ET/ Performance in Z → ee Events

The observed influence of the JES to the resulting ET/ scale in Z → ee events has

been discussed in Sec. 4.3.1.2 for PF ET/ only. For completeness the corresponding

result for Calo ET/ is shown in Fig. A.5.
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Figure A.5: Calo ET/ (inclusive jets, simulation only):(a) < ∆jet > and (b)

(
u‖
qT

)∆jet in dependence of qT.
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A.4 Search for Supersymmetry: Used Datasam-

ples and Trigger

A.4.1 Data

Photon+HT Dataset (4.32 fb−1):

/PhotonHad/Run2011A-May10ReReco-v1/AOD

JSON:/Cert_160404-163869_7TeV_May10ReReco_Collisions11_JSON_v3.txt

(2011/08/25)

/PhotonHad/Run2011A-05Aug2011-v1/AOD

JSON:/Cert_170249-172619_7TeV_ReReco5Aug_Collisions11_JSON_v3.txt

(2011/10/19)

/PhotonHad/Run2011A-PromptReco-v4/AOD

/PhotonHad/Run2011A-PromptReco-v6/AOD

/PhotonHad/Run2011B-PromptReco-v1/AOD

JSON:/Cert_160404-180252_7TeV_PromptReco_Collisions11_JSON.txt

(2011/11/04)

Trigger requirement:

HLT_Photon70_CaloIdL_HT200_v1-2 or

HLT_Photon70_CaloIdL_HT300_v1-6 or

HLT_Photon70_CaloIdL_HT350_v1-6 or

HLT_Photon70_CaloIdL_HT400_v3-1 or

HLT_Photon70_CaloIdXL_HT400_v3-1

Single Photon Dataset (190 pb−1) for HT300 trigger studies:

PromptReco:/Photon/Run2011A-PromptReco-v1/AOD

PromptReco:/Photon/Run2011A-PromptReco-v2/AOD

JSON:/Cert_160404-166502_7TeV_PromptReco_Collisions11_JSON.txt

(2011/06/10)

Trigger requirement:

HLT_Photon75_CaloIdVL_v1-5
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A.4.2 MC Simulation: SM Backgrounds

QCD multi-jet:

/QCD_Pt-120to170_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 115 000 pb

Number of generated events: 6·106

/QCD_Pt-170to300_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 24 300 pb

Number of generated events: 6·106

/QCD_Pt-300to470_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 1170 pb

Number of generated events: 6·106

/QCD_Pt-470to600_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 70.2 pb

Number of generated events: 4·106

/QCD_Pt-600to800_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 15.6 pb

Number of generated events: 4·106

/QCD_Pt-800to1000_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 1.84 pb

Number of generated events: 4·106

/QCD_Pt-1000to1400_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 0.332 pb

Number of generated events: 2·106
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/QCD_Pt-1400to1800_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 0.011 pb

Number of generated events: 2·106

/QCD_Pt-1800_TuneZ2_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 0.000358 pb

Number of generated events: 1·106

γ − jet:
/G_Pt_15to3000_TuneZ2_Flat_7TeV_pythia6

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 1.5·107 pb

Number of generated events: 10 ·106

W+Jets:

/WJetsToLNu_TuneZ2_7TeV-madgraph-tauola

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 27770 pb

Number of generated events: 81·106

tt̄+Jets:

/TTJets_TuneZ2_7TeV-madgraph-tauola

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 94.76 pb

Number of generated events: 3.6·106

V+γ+Jets:

/GVJets_7TeV-madgraph

/Fall11-PU_S6_START42_V14B-v1/AODSIM

Cross section: 56.64 pb

Number of generated events: 1·106
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A.4.3 MC Simulation: GGM Signal

The following MC samples have been generated for the GGM signal scans:

Bino-like neutralino (gluino-squark mass plane):

Number of generated events: 10 000/parameter point

Bin width: 80 GeV

Bino-like neutralino (gluino-neutralino mass plane):

Number of generated events: 10 000/parameter point

Bin width (gluino): 80 GeV

Bin width (neutralino): 100 GeV

Wino-like neutralino (gluino-squark mass plane):

Number of generated events: 60 000/parameter point

Bin width: 80 GeV

A.5 Search for Supersymmetry:

Trigger Efficiencies

The effect of the n90 vs. n90Hits cut on the trigger level has been discussed

in Sec. 5.1.1. Here the effect on the trigger efficiency is studied using ∼1 fb−1

of the 2011 data. For the case where the HT is calculated with the JetID cut

on n90Hits the trigger efficiency is shown in figure A.6(a). For comparison the

trigger efficiency of the HT requirement with the Jet-ID cut on n90 is shown in

A.6(b). The drop in the efficiency due to the cut on n90 is clearly visible in the

left plot. Denominator

• require Photon75 CaloIdVL fires

• require at least 1 photon passing the photon ID

• pT ≥ 80 and |η| ≤ 1.4 for the photon
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Nominator

• require all denominator cuts

• require Photon70 CaloIdL HT300 fires
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Figure A.6: Trigger Efficiency of the HT requirement of the Pho-

ton70 CaloIdL HT300 trigger. In the left figure the Jet-ID cut is applied on

n90Hits, in the right figure the cut is applied on n90.

A.6 Search for Supersymmetry: QCD Background

Estimation

In this section additional material regarding the QCD background estimation is

provided.

A.6.1 Number of Jet Dependency

As described in Sec. 5.2.1 the distribution of inverse weights shows a dependency

on the number of jets. However, the correction is only applied for two different
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Figure A.7: (a) Normalised ratio of jet-photon fakeable objects to photons for

events with different jet multiplicities and (b) corresponding relative difference to

the inclusive ≥ 3 jet distribution.

jet multiplicity bins (exactly two and three or more jets) as the statistical errors

are large for events with high multiplicity. The normalised inverse weight dis-

tributions obtained in events with higher jet multiplicities are compared to the

applied inclusive distribution in Fig. A.7 (a). The relative differences between

each of the distributions and the inclusive distribution are shown in Fig. A.7 (b).

A.6.2 Reweighting Control Distributions

The ET/ distributions of photon and γJet sample before reweighting are shown in

Fig. A.9

The γJet pT distributions after the reweighting are expected to model the

photon pT distribution nearly perfectly, as the weight is obtained in dependence

of the photon pT. Small differences are expected from events with ET/ ≥ 100 GeV,

which are not included for the determination of the weights. The resulting pT

distributions are shown in Fig. A.8 for data and simulation and both jet selections.
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Figure A.8: pT distribution of γ and γJet after reweighting in (upper row) γ/QCD

simulation and (lower row) data. The systematic uncertainty due to statistical

errors of the weights and the kinematical differences between control region and

the whole spectrum is shown as hatched band for events with (left column) ≥2 and

(right column) ≥3 jets.
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Figure A.9: Data (4.32 fb−1): ET/ distribution of γ and γJet before reweighting

for events with (a) ≥2 and (b) ≥3 jets.

A.6.3 Contamination from Standard Model and GGM Pro-

cesses

As described in Sec. 5.2.1 the effect on the obtained weights from both, Stan-

dard Model and possible GGM signal processes, is expected to be small. The

obtained weight distribution from simulation containing all Standard Model pro-

cesses1 is compared to the weights obtained from the γ/QCD simulation in

Fig. A.10 showing a very small impact due to the Standard Model contami-

nation of the control sample. The corresponding plots for a sample GGM point

(mq̃ = 2500 GeV,mg̃ = 800 GeV,mχ̃0
1(bino) = 650 GeV) are shown in Fig. A.11

verifying also the negligible effect of signal contamination on the control sample

used for the determination of the weights.

1The contributing samples are listed above (App. A.4).
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Figure A.10: Inverse weight in dependence of γ pT in γ/QCD and all Standard

Model MC in events with (a) ≥2 and (b) ≥3 jets.
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Figure A.11: Inverse weight in dependence of γ pT in simulated Standard

Model events and simulated events containing GGM Signal MC in addition

(mq̃ = 2500 GeV,mg̃ = 800 GeV,mχ̃0
1(bino) = 650 GeV) with (a) ≥2 and (b)

≥3 jets.
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A.7 Search for Supersymmetry: e → γ Back-

ground Estimation

The ET/ distributions of the electron control sample before and after reweighting

are shown in Fig. A.12 for both jet selections. The distributions are compared

to the full data signal selection containing also γ/QCD background, which is

significantly larger, and possible signal.
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Figure A.12: The electroweak background prediction (hatched) is compared to

the data signal selection (black points) in events with (a) ≥2 and (b) ≥3 jets. For

comparison the unweighted control sample with one electron is shown (red points).

Note, that the data contains also γ/QCD background which is significantly larger

compared to the e→ γ background, and possible signal.
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A.8 Search for Supersymmetry: Additional Ma-

terial

In this section more details about the obtained results, described in Sec. 5.3 are

given.

A.8.1 Additional Distributions

The combined data driven background prediction has been compared to the ob-

served data in several variables, besides ET/ , to crosscheck the result for possible

influence of other variables. This includes jet pT distributions, η and φ distribu-

tions of the photon and jets, the number of primary vertices, angular distributions

between the jets and the photon-like object, ΣET, the vector sum of the jets HT ,

the number of jets, etc.

In general a good agreement between the data and the background prediction

was found as shown exemplarily in Fig. A.13 and Fig. A.14 for the ≥3 jet selec-

tion1. Some variables, like ΣET, show for lower values a small bias between the

data and the γJet distribution. This small effect is due to the imperfect modeling

of the γJet resolution and energy scale by the matched jet used for the reweighting.

This effect can be corrected with specialised energy corrections for the photon-

like object which ,if propagated to the ET/ , should remove also the current bias in

the corrected ET/ distribution. The number of jet distribution is showing slight

differences between the data and the combined background estimation, which is

expected, as the probability to have a jet passing the γJet criteria becomes higher

with more jets in the events and the current correction is applied per event inde-

pendently on the number of jets. The effect of an additional correction depending

on the number of jets in the event has been studied and is discussed in the next

section.

1The ≥2 jet selection yields very similar results
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Figure A.13: Total standard model background prediction, as discussed above,

compared to the selected number of events in 4.32 fb−1and two exemplary GGM

signal benchmark points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]) before the final cut on

ET/ for (a) photon η, (b) leading jet pT, (c) scalar sum of the jets (HT ), and (d) for

the ≥3 jet selection.
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Figure A.14: Total standard model background prediction, as discussed above,

compared to the selected number of events in 4.32 fb−1and two exemplary GGM

signal benchmark points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]) before the final cut on

ET/ for (a) the number of primary vertices and (b) the number of jets in the events.
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Figure A.15: (a) Jet multiplicity distribution of the prediction (hatched) com-

pared to the corresponding distribution of the data signal selection (black points)

(b) ET/ distribution after the application of the additional correction in dependence

of the number of jets.

A.8.2 Number of Jet Reweighting

As the resulting distribution of the number of jets in the event shows a slight

difference between data and the combined background estimation, an additional

correction depending on this variable and its effect on the ET/ prediction has been

studied. The additional correction is applied very similarily to the photon pT

dependent corrections applied previously. Again, the ratio between the number

of γJet events and photon events in each bin is taken as inverse weight for the

reweighting. As expected the jet multiplicity distribution shows no differences

any more after the new reweighting as shown in Fig. A.15(a). The resulting com-

bined ET/ prediction, with the number-of-jet correction applied on top is shown

in Fig. A.15(b) and is, as expected, very similar to the current background esti-

mation. E.g. for the ET/ ≥ 200 GeV signal region, the effect is in the order of 2%,

which is negligible compared to the statistical and other systematic uncertainties.

Therefore this additional correction is not applied in the analysis.
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A.8.3 Photon vs. Jet pT Reweighting

As discussed in section Sec. 5.1.3, the photon four-momentum is replaced by the

corresponding jet momentum to account for the hadronic energy fraction of the

γJet objects. This is especially important for the the γ/QCD prediction, i.e. the

reweighting in dependence of the photon-like object pT.

The purpose of the reweighting is to model the hadronic recoil of the event as

it is dominating the ET/ in the γ/QCD events. If the γJet definition allows objects

with non-negligible hadronic fraction, the jet matching the γJet object gives a

better estimate for the hadronic recoil than the photon object only. The usage

of the photon object only might introduce a bias between the γJet control sample

and the data, leading to a shift of the predicted ET/ distribution to higher values.

This becomes visible in a slight falling tendency of the ratio between data and

background estimation.

However, the size of this effect is strongly dependent on the exact definition

of the γJet object. For a very loose definition of the γJet object, i.e. changing the

used definition such that no upper cut on the isolation is required, the predicted

ET/ distribution is shifted by ∼1 GeV if the photon-object pT is used for the

reweighting. The usage of the matched jet pT instead removes the resulting bias

as shown in Fig. A.16.

For the γJet definition used in this analysis the resulting effect is negligible

as shown in Fig. A.17, where the ET/ prediction with the jet pT reweighting is

compared to the result achieved with the photon pT reweighting for the γJet defi-

nition used previously in the analysis. The difference between both methods on

the signal event yield was found to be in the order of 5% .

A.8.4 Study of High ET/ Events

The events with ET/ ≥ 300 GeV have been studied in detail to identify possible

effects due to noise or problems in the event reconstruction. As outlined in Sec. 5.3

no obvious indication of fake energies was found, neither in the signal nor in the

selected control samples. However, a few events with possible contributions due

to masked ECAL cells were identified utilising the methods described in chapter 4.

To identify possible effects from punch-through the number of hits behind the jets
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Figure A.16: Total standard model background prediction as discussed above

compared to the selected number of events in 4.32 fb−1and two exemplary GGM

signal benchmark points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]) before the final cut on

ET/ . For (a) the reweighting for the γ/QCD background is done using the photon-

object pT, while for (b) the reweighting is done using the matched jet pTfor the

reweighting. In both cases a very loose γJet definition with no upper cut on the

photon isolation is applied.
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Figure A.17: Total standard model background prediction as discussed above

compared to the selected number of events in 4.32 fb−1and two exemplary GGM

signal benchmark points (mq̃[ GeV]/ mg̃[ GeV]/ mχ̃0
1
[ GeV]) before the final cut on

ET/ . For (a) the reweighting for the γ/QCD background is done using the photon-

object pT, while for (b) the reweighting is done using the matched jet pTfor the

reweighting.
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was checked. In a few events more than 9 hits in the muon RPC subsystem were

found, while the jet was not tagged as a b jet. The affected events occur with a

low rate and in data, as well as in the control distributions, therefore the effect

on the resulting event yields and limits is expected to be negligible compared to

the other uncertainties.

In principle these events can be excluded from the final selection to reduce the

expected number of Standard Model background events and optimize the results.

However, this needs careful studies about the efficiency of the selection on GGM

signal and tuning of the cut parameters. The punch-through identification criteria

are based on preliminary, simulation based, studies and should be refined on data

to make final conclusions about the handling of these events.

In Table A.1 the number of events possibly affected by one of the discussed

problems is summarised for the studied high ET/ signal and control sample.

Table A.1: Summary of high ET/ events scanned for punch-through and effects

from masked ECAL cells. For each sample (γ,γJet,) the number of analysed events,

number of events possibly affected by punch-through and masked cells identified

by the criteria discussed above are shown.

Event type No. of events No. of analysed events

possibly affected by

masked ECAL cells punch-through

γJet 2 0 9

γ 2 1 12

γe 4 7 150
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A.9 Search for Supersymmetry:

GGM Interpretation

A.9.1 Signal Contamination

As described in Sec. 5.4 the number of expected background events from signal is

subtracted from the expected signal events passing the selection for the statistical

interpretation of the result. The ratio between the expected background events

from GGM signal and the expected number of GGM events passing the final

selection is called signal contamination. It is shown in the studied GGM mass

planes in Fig. A.18.
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Figure A.18: Ratio between the expected background events from GGM sig-

nal and the expected number of signal events per GGM parameter point (signal

contamination) in the squark-gluino mass plane of a (a) bino- and (b) wino-like

neutralino with Mχ̃0
1

= 375 GeV and (c) in the neutralino-gluino mass plane of a

bino-like neutralino.

146



A.9 Search for Supersymmetry:
GGM Interpretation

A.9.2 Comparison of Jet Selections (≥2 Jet vs. ≥3 Jet)

The interpretation of the results has been discussed in detail for the ≥2 jet se-

lection in Sec. 5.4. The resulting 95% CL exclusion limits are compared between

both jet selection in Fig. A.19. The expected limits are very similar between both

results.
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Figure A.19: Comparison of the resulting 95% CL exclusion limits between the

≥2 jet and ≥3 jet selection in the squark-gluino mass plane of a (a) bino- and (b)

wino-like neutralino with Mχ̃0
1

= 375 GeV and (c) in the neutralino-gluino mass

plane of a bino-like neutralino. The shaded uncertainty band around the exclusion

contours corresponds to the experimental uncertainties on the acceptance.
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Hinweise und Verbesserungsvorschläge zu den Analysen und das viele Kor-

rekturlesen in der Endphase.

• Jun.-Prof. Dr. Christian Sander und Dr. Hartmut Stadie - ich danke Euch

für die geduldige Unterstützung bei Fragen jeglicher Art von technischen

Problemen bis zum Korrekturlesen. Gerade wenn mal nicht alles so lief wie
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