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Zusammenfassung

In der vorliegenden Arbeit wurden zwei neuartige Materialklassen, Graphen und topologische
Isolatoren, untersucht. Diese wurden mit Einzeladsorbaten und Nanostrukturen der Über-
gangsmetalle Fe, Co und Ni kombiniert. Die Wahl begründet sich durch deren hohe tech-
nologische Relevanz, basierend auf ihren ferromagnetischen Eigenschaften. Die Studien um-
fassten sowohl experimentelle Methoden, vornehmlich die Rastertunnelmikroskopie und die
Röntgenspektroskopie, als auch theoretische Berechnungen.Die Ergebnisse erlauben wesent-
liche Rückschlüsse auf die elektronischen und magnetischenEigenschaften der Adatome, bzw.
deren Auswirkungen auf das jeweilige Substrat.

Graphen ist eine monatomar dicke, flexible und ungemein belastbare Struktur, die aus Kohlen-
stoffatomen aufgebaut ist. Es weist besondere elektronische Eigenschaften auf (z.B. hohe elek-
trische Leitfähigkeiten), die aus der Bindung der C-Atome untereinander resultieren. Es wur-
den zwei verschiedene Graphen-Typen auf einem SiC Substratpräpariert und untersucht.

In der ersten Studie wurde die Entkopplung des Graphens durch eine zusätzliche Kohlen-
stofflage erreicht (Graphen/SiC). In diesem Fall wurden einzelne spezifische Adsorptionspo-
sitionen für Co und Ni Atome, sowie paramagnetisches Verhalten für Fe und Co aufgedeckt.
Im Gegensatz dazu sind Ni-Cluster nichtmagnetisch, solangesie aus maximal vier Atomen
bestehen. In der zweiten Studie wurde die Entkopplung durcheine Wasserstoff-Passivierung
erreicht (quasi-freistehendes Graphen/SiC), was zu überraschend stark abweichenden Ergeb-
nissen führte. In diesem Fall wurden für Co und Ni Atome zwei simultan existierende Ad-
sorptionspositionen beobachtet. Das weist auf einen wesentlichen Einfluss des unterliegenden
Substrats hin, der für eine realistische Beschreibung beachtet werden muss.

Topologische Isolatoren zeigen ebenfalls sehr ungewöhnliche elektronische Eigenschaften.
Optimalerweise weisen dreidimensionale Kandidaten keineLeitfähigkeit im Inneren auf. Al-
lerdings besitzen sie leitfähige spin-polarisierte Oberflächenzustände.

Für Co Atome auf einem Bi2Se3 Substrat wurden zwei verschiedene Adatomarten, gebunden
in der fcc/hcp Position, gefunden. Eine Vorzugsrichtung der magnetischen Momente parallel
zur Oberfläche wurde beobachtet. Bei höherer Bedeckung drehtedie gemittelte Ausrichtung
senkrecht zur Oberfläche. In diesem Fall wird ein erheblicher Einfluss auf die Oberflächen-
zustände erwartet, welcher aber nicht detektiert wurde. Die letzte Untersuchung befasste sich
mit Fe Adsorbaten auf Bi2Te3. In diesem Fall wurden ebenfalls zwei verschiedene Sorten
der Atome gefunden, wiederum adsorbiert in der fcc/hcp Position. Deren magnetische Mo-
mente zeigten schon für geringste Bedeckungen eine starke uniaxiale Anisotropie, senkrecht
zur Oberfläche. Allerdings wurden die erwarteten Auswirkungen auf die Eigenschaften des
topologischen Isolators auch in diesem Fall nicht detektiert.



iv ZUSAMMENFASSUNG



v

Abstract

In the work at hand two novel classes of materials, graphene and topological insulators, were
investigated. These were combined with single adsorbates and nanostructures of the transi-
tion metals Fe, Co, and Ni. The choice is motivated by their high technological importance,
based on their ferromagnetic properties. The studies comprised both experimental methods, in
particular scanning tunneling microscopy and X-ray spectroscopy, as well as theoretical calcu-
lations. The results allow for substantial conclusions concerning the electronic and magnetic
properties of the adatoms and their influences on the respective substrate.

Graphene is a monatomic thick, flexible, and extraordinarily robust structure, built of carbon
atoms. It exhibits peculiar electronic properties (e.g. high electrical conductivities), which
originate from the bonding among the C atoms. Two different types of graphene on a SiC
substrate were prepared and investigated.

In the first study, the decoupling of graphene was achieved byan additional carbon layer
(graphene/SiC). In this case, single specific adsorption sites for Co and Ni and paramag-
netic behavior of Fe and Co were found. In contrast, Ni-clusters are nonmagnetic as long
as they consist of maximum four atoms. In the second study, the decoupling was achieved
by hydrogen-passivation (quasi-free-standing graphene/SiC), which led to surprisingly strong
deviating results. In this case, two simultaneously existing adsorption sites were observed for
Co and Ni. This hints toward a significant influence of the underlying substrate, that needs to
be considered for realistic modeling.

Topological insulators also show very unusual electronic properties. Ideally, three dimen-
sional candidates exhibit no bulk conductivity. On the contrary, they feature conductive spin-
polarized surface states.

For Co atoms on a Bi2Se3 substrate, two different adatom species were found, bound in the
fcc/hcp position. A preferential orientation of the magnetic moments parallel to the surface
plane was observed. At higher coverage, the average alignment of the moments rotated to a di-
rection perpendicular to the surface plane. In this event, aheavy influence on the surface states
is expected that, however, was not detected. The final investigation concerned Fe adsorbates
on Bi2Te3. In this case, two different species of the atoms were found as well, again bound
in the fcc/hcp position. Their magnetic moments showed a strong uniaxial anisotropy, perpen-
dicular to the surface plane, already for the lowest coverage. The expected consequences on
the topological insulator’s properties were not detected in this case though, too.
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Chapter 1

Introduction

Nowadays the hunt for innovations in the field of electronic devices is probably carried out
with more intensity due to a higher competition than ever before. On the one hand, to increase
the performance of these tools, either the existing preparation methods or device concepts have
to be tested regarding possible improvements. On the other hand, from a more fundamental
point of view, new device concepts including the variation of the participating materials are
sought. Therefore, new material classes always attract considerable attention. They often raise
the hope not only to exhibit new phenomena, but to possibly reveal properties that would
improve the device efficiencies by orders of magnitude, too.

Presuming promising new materials are discovered, it is of course essential to initially in-
vestigate their basic properties regarding structural, electronic, and magnetic characteristics.
Moreover, it has to be clarified whether the observed intrinsic properties can be modified,
or even better, can be precisely tuned. This potentially enables the accurate tailoring of the
properties of devices that base on such materials. Common parameters to check are sample
qualities or the response to external influences, such as electric or magnetic fields. This way,
new materials are usually characterized quite well on a relatively short time scale.

Supposing the rise of the opinion that the material might be seriously suitable for future de-
vices among the scientific community, the efforts of these investigations are usually intensified
even more. In addition to the possible studies mentioned before, the materials are subsequently
investigated by including more complicated types of manipulations. Examples are given by
structural modifications of the samples. These can be achieved by growing thin films of those
materials on different supporting substrates or by restricting the materials to different shapes.
Moreover, a further opportunity is given by growing nanostructures made of other species on
such materials.

Especially the growth of nanostructures offers the possibility of mimicking different effects,
such as statistically distributed electric donors or magnetic moments. This is potentially in-
teresting for data storage devices. It enables the opportunity of storing information within
small magnetic domains depending on their magnetization direction. That is the general con-
cept of spintronics. In state-of-the-art proposals for magnetoresistive random access mem-
ory (MRAM) devices minimum edge lengths of about 50 nm are assumed, compare Fig.1.1(a).
These are basically given by the gate lengths of the implemented transistors, that are typically
above 25 nm (about 100 atoms) nowadays. A basic scheme of a single MRAM cell is given
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(a) (b)

Transistor

Digit Line

Hard magnetic layer

Soft magnetic layer
Tunneling barrier

Bit line

Test
current

Figure 1.1: (a) Array of electric-field-controlledMRAM devices. The space between individ-
ual cells is given by the typical transistor channel lengths. Adapted fromHu et al., 2011with
permission. (b) Basic principle of the MRAM with a hard magnetic domain and a soft mag-
netic layer. This can be switched utilizing induced magnetic fields or the spin transfer torque
effect.

in Fig. 1.1(b). The magnetization of the soft magnetic layer can be switched by induced mag-
netic fields that are generated from currents applied to the bit and digit lines. The hard mag-
netic layer remains unaffected. Because this technique consumes comparably much power
and causes unwanted stray field effects in adjacent cells, an alternative approach utilizes the
spin transfer torqueeffect (Slonczewski, 1996; Berger, 1996). Here, a spin-polarized current
directly applied to the soft magnetic layer straightforwardly influences its magnetization. This
is due to the torque generated from the spin-polarized electrons if they do not match the layer’s
magnetization. However, the value of the information can beprobed by a test current utilizing
the tunneling magnetoresistance. The test current, guided through the soft and hard magnetic
layer, is different depending on the relative orientations of their magnetizations.

In view of these fairly large and complex devices, material combinations with adsorbed
nanostructures, that enable a robust information storage mechanism in units with only
a few number of participating atoms, are highly interesting. Exemplary for the desired
mechanism stands a recent study on atomic-scale magnets adsorbed on a Cu(111) sub-
strate (Khajetoorianset al., 2013a). At low temperatures (300 mK) and small applied biases,
Fe clusters, that consist of onlyfive atoms, exhibit magnetization-dependent mean lifetimes
on the order of two hours. The information can thus be stored depending on the relative orien-
tation of the cluster’s magnetization. The decrease of the number of involved atoms finalizes
with single atom magnets where the atomic spin is utilized tostore information. A device
based on this mechanism reflects the ultimate goal for the concept of spintronics. Achieving
a similar mechanism at ambient conditions might therefore potentially revolutionize the setup
of nowadays devices boosting their storage capacities by several orders of magnitude.

In contrast, the alternative proposed approaches of varying the substrate underneath thin films
of the material or restricting its shape might influence its properties on a global scale. This
is due to variations of the interactions between the materials upon this treatment. Of course,
this can have significant influences on adsorbed nanostructures as well. Hence, decreasing
the dimensionality goes hand in hand with an increasing importance of the interactions with
the local environment (Bode, 2004). Such a confinement generally leads to new effects and
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phases not observed before. To this end, distributions of adsorbed species require examina-
tions of the basic interactions using high-resolution experimental approaches. Local probe
techniques fulfill these needs and enable to precisely monitor the sample structure. They com-
monly simplify the data evaluation because influences due toimperfections or defects can
be excluded. That depicts the major benefit of local probe techniques compared to spatially
averaging techniques.

Motivated by the above discussion, the following work baseson combined experimental and
theoretical studies. Those were performed on so-called 3d transition metalnanostructures
adsorbed on different substrates of the novel material classesgrapheneandtopological insu-
lators. These materials were found to exist in reality only recently and are younger than ten
years. Therefore, fundamental studies on their propertiesare still rare and highly desirable.
The utilizedscanning tunneling microscope(Binnig et al., 1982) enables especially the aims
of high spatial resolution and a well-defined sample structure. Thus, scanning tunneling mi-
croscopy (STM) observations on the structural and the electronic properties reflect a major
part of the experimental findings. In view of the aforementioned advanced device concepts,
a method, that is able to precisely manipulate the magnetization on an atomic scale, is of ex-
ceptional importance. Otherwise, the atomic scale magnetsare not accessible. For this reason,
the magnetism-sensitive add-on development of theSTM, i.e.spin-polarized scanning tunnel-
ing microscopy(SP-STM) (Wiesendanger, 2009), is an important tool that fulfills these needs.
SP-STMis able to simultaneously investigate and manipulate the magnetization on an atomic
scale by means of the spin-transfer torque (Krauseet al., 2007; Krauseet al., 2011).

Unfortunately, in case of the investigations at hand,SP-STMexperiments were not successful.
Since for future applications the magnetic properties are of high interest, a complementary ex-
perimental approach by means of X-ray based experiments wasapplied. More precisely,X-ray
absorption spectroscopyallows to examine the electronic properties of the sample, whereas
the effect ofX-ray magnetic circular dichroism(Schützet al., 1987) can be used to address its
magnetic characteristics. On the one hand, due to their element sensitivities these approaches
reveal major advantages compared to other techniques. On the other hand, they make use of
focused X-ray beams with minimum beam sizes of 10× 50 µm2. The results hence reveal
the spatially averaged properties of a much larger area of the sample. However, the X-ray
magnetic circular dichroism (XMCD) effect can be used without a specific layout of the sam-
ple structure. This is usually a disadvantage of theSP-STMif unambiguous conclusions are
requested. Chap.2 includes a detailed description of the theoretical principles of the experi-
mental techniques. Subsequently, the experimental setupsare specified in Chap.3.

The combination with nanostructures made of the transitionmetals (TMs) Fe, Co, and Ni
is motivated by their general technological importance in modern electronic devices. This is
a consequence of their electronic configurations exhibiting non-completely filled 3d-shells.
The exchange interactionamong the electrons ofTM elements provokes different densities
of spin-up and spin-down states at the Fermi levelEF. Hence, the effectivedensity of states
D̃(EF) is spin-polarized, compare Fig.1.2(a). Furthermore, the Stoner integralI describes the
strength of the exchange-correlation effects, shown as well in Fig.1.2(a). Straightforwardly,
the product of the density of states (DOS) and the Stoner integral:̃D(EF) × I can be used to
indicate the type of magnetism in these materials. For this product being larger than 1 the
Stoner criterion (Stoner, 1938):



4 Chapter 1. Introduction

0 10 20 30 40 50
0

1

2

3

4

atomic number

D
(E

F
)

(e
V

-1
)

0,0

0,5

1,0

I
(eV

)

0 10 20 30 40 50
0

1

2

I
x

D
(E

F
)

atomic number

(a) (b)

Fe
Co

Ni

Fe Co

Ni
~

~

Figure 1.2: (a) Overview of theDOS (left y-axis) and exchange-correlation integral (right
y-axis) for a collection of different elements depending on their atomic number. The data
values were extracted from spin-polarized exchange-correlation calculations (Janak, 1977).
(b) Product ofDOSand exchange-correlation integral for each of the species.If the product
is larger than one, the Stoner criterion is fulfilled and the bulk material is supposed to exhibit
ferromagnetism.

D̃(EF) × I > 1 (1.1)

is fulfilled and ferromagnetism is expected, compare Fig.1.2(b). This is generally the case for
Fe, Co, and Ni. Of course, Fig.1.2reflects the calculations performed for bulk materials. The
properties naturally vary for the case of individual atoms or clusters. Even more importantly,
they vary depending on the local environment (Bode, 2004). To this end, for adsorbed nanos-
tructures, theDOShas to be replaced by the local density of states (LDOS), that includes these
effects. Thereby, the magnetic properties of the respective species can be modified. However,
Fe, Co, and Ni nanostructures usually reveal peculiar magnetic properties which manifest their
importance in modern devices.

Graphene is the first substrate investigated, whereas the related experiments and its basic
characteristics are described in detail in Chap.4. It exhibits a purely two dimensional lattice
structure composed of two sublattices made of carbon atoms.These are arranged in a honey-
comb lattice and account for its extraordinary mechanical robustness combined with high
flexibility and high thermal conductivity. The robustness can also be seen by its inert-like
behavior. Presuming a closed layer of graphene, the honeycomb lattice does not exhibit any
points to attack. Hence, graphene is extremely robust even at ambient conditions. It mainly
reveals the same properties if exposed to air.

Although the structural properties are already very exceptional, its electronic properties are
even more astonishing. Graphene can be described as azero-band gap semiconductor, be-
cause the intrinsicspin-orbit interactionof the light element C is small. The lattice structure
generates a two-dimensional electron gas of massless Diracfermions which originate from
the delocalizedpz orbitals of the carbon atoms. This way, graphene exhibitsquasi-ballistic
transport with remarkably high charge carrier mobilities (Morozovet al., 2008). These are
expected to enhance the performance of state-of-the-art high frequency transistors by orders
of magnitude. Furthermore, thepz states causeπ/π∗-bands with linear dispersions in the vicin-
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ity of the K-points of the Brillouin zone (Dirac points), where the valence and conduction
bands touch. This enables an easy tuning of graphene betweenelectron and hole conductance,
another desirable property regarding modern devices. In view of its robustness to ambient
conditions, graphene therefore represents a promising candidate to be implemented in mass
production of future electronic devices soon.

Opposite to its electronic properties, graphene exhibits only vary rare magnetic features. More
precisely, only at its zig-zag edges a spin-dependent edge state is predicted. It seems thus
promising to combine graphene’s extraordinary electronicproperties with the magnetic prop-
erties ofTM nanostructures. Despite, graphene is also interesting in view of fundamental
physics. It enables investigating effects of thequantum electrodynamicsin condensed matter
physics. Examples are given by the half-integerquantum Hall effect (Novoselovet al., 2005;
Zhanget al., 2005) or theKlein paradox(Itzyksonet al., 2006). Further potential applications
deal with its integration into solar cells or flexible displays. There, graphene might provide a
flexible but robust conductive layer with high charge carrier mobilities, compare Chap.6 for
further details.

In contrast to graphene, topological insulators are a classof materials, that usually are alloys or
compounds of multiple elements with relatively high atomicnumbers, i.e. Bi, Se, Te. Chap.5
deals with these materials and provides an overview of the experimental results, too. Topolog-
ical insulators (TIs) are characterized by topological invariants, which, in asimple view, can
be assigned to structural properties. In a detailed view, the topological invariants are better
described by peculiarities of the band structure.

Owing to the high atomic numbers of the involved materials, the intrinsic spin-orbit interac-
tion (SOI) is strong in these materials. Importantly, at interfaces where the topological invari-
ants vary,SOI leads to aband inversionof the p-orbitals at thēΓ-points of the Brillouin zone
of the reciprocal space. Although these materials exhibit insulating bulk states, this band in-
version generates so-calledtopological surface states. They bridge the band gap between bulk
valence and conduction states. On the one hand, topologicalsurface states (TSSs), similar to
graphene’sπ/π∗-bands, exhibit a linear band dispersion and form Dirac cones at the points
they touch. On the other hand and contrary to graphene, theTSSs are not spin-degenerate.
This has fundamental and important consequences by giving rise to spin-dependent transport
properties. Since theSOI mimics the effect of an external magnetic field, charge carriers feel
spin-dependent forces and propagate along specific trajectories. This way, backscattering is
absent on topological insulator (TI) surfaces provided that effects due to finite temperatures
are neglected.

TheTSSare protected bytime reversal symmetryand robust against nonmagnetic impurities.
However, magnetic impurities do not respect time reversal symmetry (TRS), can generally
destroy theTSSs and are hence of high importance.TIs are mainly interesting in view of
fundamental physics because they offer a wide range of exciting effects. Examples are the
quantum spin Hall effect (Murakamiet al., 2004), themagnetoelectric effect (Qi et al., 2008;
Essinet al., 2009), or the possibility to generateMajorana fermions(Majorana, 1937). Al-
though many of their properties are very interesting in viewof future applications, according
to Chap.6, a realization seems to be challenging becauseTIs are highly reactive compared to,
e.g., graphene. Of course, overcoming this major drawback would probably cause a run for
their integration into future devices.
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In summary, the performed investigations were motivated, on the one hand, by a lack of suffi-
cient experimental data and, on the other hand, by fundamental reasons. The combination of
graphene andTIs with 3d nanostructures in simple and defined samples might serve twopur-
poses: Firstly, it offers to examine the interactions. Secondly, it potentially enables tailoring
the band structure and realizing desired spin textures at the same time.
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Chapter 2

Experimental Techniques

This chapter presents the working principles and procedures of the main experimental ap-
proaches used within the investigations. The chapter is basically divided into two parts. Start-
ing with the general description of theSTM, the theoretical background based on the tunnel-
ing effect including related models is explained in Sec.2.1. Subsequently, Sec.2.2 focuses
on scanning tunneling spectroscopy (STS), that can be utilized to test the electronic proper-
ties of a sample. Afterward, the theory of the magnetically sensitive spin-polarized scanning
tunneling microscopy (SP-STM) is presented in Sec.2.3.

The basic principles and the theory of X-ray based measurements are treated beginning with
the description of X-ray absorption spectroscopy (XAS) in Sec.2.4. In the following section,
Sec.2.5, the magnetically sensitiveXMCD effect is introduced in detail. The chapter finalizes
in Sec.2.6with the sum rules, that can be used to evaluate the X-ray data.

2.1 Scanning Tunneling Microscopy

In 1897 thetunneling effect of electrons was first demonstrated during field emission exper-
iments by R. W. Wood (Wood, 1897). Unfortunately, Wood was not able to interpret his ob-
servations correctly. Afterward, within the 20th century, physicists focused more and more on
particles with smaller dimensions in order to keep the investigated systems simple and thereby
to understand their basic mechanisms and interactions. Because the precise characterization
of the systems is of crucial importance for the conclusions to be made, increasing resolution
of the experimental techniques was highly desirable. Optical microscopes were a commonly
used technique. But, they exhibit a spatial resolution restricted by the wavelength of the light
used within their setups, typically some 100 nm. To gain the ability of resolving textures
which reveal dimensions well below this limit, e.g. atomic resolution of crystal lattices (typ-
ically some 100 pm), a new experimental technique was sought. This aim was fulfilled in
1981 byG. BinnigandH. Rohrer(Binnig et al., 1982). Soon after their invention ofscanning
tunneling microscopy, they were awarded thePhysics Nobel Prizein 1986.

The STM crucially depends on a conductive sample and a metallic tip,that are approached
nearby (typically 100 pm) without being in contact. The finite gap between tip and sample
can be described as a potential barrierV0. According to classical physics, no current flows if a
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Figure 2.1: Schematic model ofSTM showing the basic setup. The tunneling distance is only
a few angstroms. The current is amplified before it is used by the feedback loop to adjust the
tip-sample separation in order to adapt the measured current to the setpoint current. Together
with the x- andy-coordinates, thez-regulation enables the data processing unit to generate a
map of theLDOSof the sample.

potential difference is applied between them and if the potential barrier exceeds the energyE
of the electrons:V0 > E. In contrast,quantum mechanicsin principle allows the electrons to
overcome the gap. By means of thetunneling effect the electrons can tunnel through this bar-
rier, even if their energyE is lower than the barrier, i.e.E < V0. As a result, a highly sensitive
tunneling currentis established, strongly depending on the tip-sample separation. In combi-
nation with an accurate adjusting mechanism, the tunnelingcurrent enables the operation of
STM with extreme spatial resolution down to the atomic scale (Binnig et al., 1985).

2.1.1 The Basic Principle of Operation

The general setup ofSTM is shown in Fig.2.1. The investigated samples vary in a wide range
from metal single crystals over semiconductors to modern materials, such asTIs. The tips are
usually either ruptured or electrochemically etched from metal wires, e.g. PtIr, W, or Cr. The
adjusting mechanism, that is used to control the tip position, bases on a bendable tube. The
tube is covered by electrodes on its out- and inside and is made of piezoelectric ceramic. If
potential differences are applied to the different electrodes, the tube can be precisely bent in
thexy-plane or can be extended/shrunk in thez-direction.

The tunneling contact is achieved as follows: in a first step,a potential difference between tip
and sample is applied. Secondly, the separation of tip and sample is decreased. Once the tun-
neling regime is reached, the initially applied potential difference causes different occupations
of the electron reservoirs. Consequently, a net tunneling current arises. As will be shown in
detail in Sec.2.1.3, the tunneling current crucially depends on the transitioncoefficientT and,
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this way, on the tip-sample distancez0:

T = e−2qz0 (2.1)

whereq depicts the decay constant. The exponential dependence on the tip-sample separation
in particular leads to the extreme sensitivity to height differences. For instance, in case of
metals, the current varies approximately by one order of magnitude for a height difference
of 0.1 nm. This is due to the decay constant, which is in the range ofq ≈ 10 nm−1 for met-
als. Hence, the tunneling current increases during the approach. The approach mechanism is
stopped once the tunneling current reaches a specified setpoint current. Usually the separation
between tip and sample is in the range of several Å. Due to its smallness in the nA regime, the
tunneling current is amplified by a factor of 109 using a FEMTO preamplifier (FEMTO, n. d.).
As soon as the tunneling contact is successfully established two main modes of operation can
be applied.

The most common operating mode is theconstant-current mode. To interpret theSTM
data a combined hard- and software-based device is used, theNanonis SPM electron-
ics (Nanonis, n. d.). This module measures the tunneling current depending on the x- and
y-coordinates. By means of a feedback loop the electronics keeps the tunneling current con-
stant by modifying the tip-sample separation via the changeof thez-voltage, that is applied
to the piezoceramic tube. Potential modifications needed during this procedure are finally
recorded together with thex- andy-coordinates. The Nanonis converts these data into an ap-
parent height profile of the sample in Cartesian coordinates.The height profile can be seen
as a map of the spatially resolved conductivity of the sample. More precisely, it depicts the
spatially resolved sum of all unoccupied states between theFermi levelEF and the stabiliza-
tion voltage eV (local density of states). WSxM software (Horcaset al., 2007; WSxM, n. d.)
is available to further analyze the processed topographieswith respect to their characteristic
features.

Another mode of operation is theconstant-height mode. In this event, a suitable tip-sample
separation is chosen and the feedback loop is turned off afterward. Subsequently, the sample
is scanned in thexy-plane with no correction applied to thez-electrode. Due to its extreme
sensitivity, see Sec.2.1.3, the tunneling current strongly varies as soon as the electronic struc-
ture of the surface is changed, e.g. by a step edge. For this operation mode, the tunneling
current is recorded together with thexy-position to generate a map of constant height showing
the variations in the tunneling current. The constant height mode has to be applied carefully
because the tip might be severely damaged if the height differences on the sample exceed the
initially adjusted tip-sample separation.

The quality of the measurements generally depends stronglyon the quality of the tunneling
tip. Although the etching procedure ensures fairly small radii (≈ 100 nm), further tip treat-
ment is usually needed to obtain an atomically sharp tip. Otherwise, the existence of multiple
tunneling tips results in the multiple mapping of the sample’s features. The tip treatment is
commonly performed either by high temperature annealing orby voltage pulses on robust
surfaces while being in tunneling contact. The pulsing procedure causes clusters of the tip to
drop off and generally leads to an atomically sharp tip quite fast.
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Figure 2.2: Illustration of the one-dimensional tunnelingeffect for a particle impinging on the
potential barrier from the left.

2.1.2 The One-Dimensional Tunneling Effect

The tunneling effect is a consequence of quantum mechanics developed byW. Heisenberg,
E. Schrödinger, W. Pauli, P. Dirac, andF. Hund and others in the third decade of the 20th
century (Hund, 1925; Schrödinger, 1926; Heisenberg, 1927; Dirac, 1927). Quantum mechan-
ics bases on Heisenberg’suncertainty principle, i.e. only a certain probability exists to find a
particle in a particular state. Basically this means, that not all properties describing the particle
can be precisely measured at the same time.

Considering Heisenberg’s work, the tunneling effect is understandable because there must
exist a finite probability that the particle can overcome thebarrier, althoughE < V0. Of course,
this is valid only if the barrier is neither indefinitely widenor high. The mechanism bases on
the probability of the presence of the particle, which is notcut but exponentially damped by the
potential barrier, compare Eq.2.1. Since the tunneling effect is the main principle ofSTM, it
is here introduced in detail. Without loss of generality, inthe following, the tunneling effect is
described for the one-dimensional case but can similarly betreated for the three-dimensional
case.

A precise description of the tunneling effect makes use of thewave-particle dualitypostulated
by L. de Broglie. Motivated by the uncertainty principle, it states, that each particle can be
described as a matter wave, too (De Broglie, 1970). In view of this duality it is not surprising,
that in quantum mechanics a particle and its properties are described by awave functionψ(x).
The square of this wave function describes the probability of this particle to be located at the
specific locationx.

Using this wave function, the one-dimensional tunneling effect can be illustrated by a par-
ticle with energyE impinging on a rectangle potential barrier of heightV0 from the left,
shown in Fig.2.2. The effect is based on the finite overlap of the wave functionsψI(x) and
ψIII (x), that describe the particle on either side of the potentialbarrier. According to textbook
physics (Demtröder, 2010), the wave function has to solve theSchrödinger equationfor each
sector (i= I, II, III):
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(

− ~
2

2m
d2

dx2
+ V(x)

)

ψi(x) = Eψi(x) (2.2)

wherem is the mass of the particle,~ is Planck’s constant andV the strength of the potential
barrier, which is nonzero only in sector II (V(x) = 0 for x < −a anda < x; V(x) = V0 for −a ≤
x ≤ a). The Schrödinger equation (SE) can be solved by the superposition of two plane waves,
one propagating to the right and one to the left:

ψi(x) = Aie
iki x + Bie

−iki x (2.3)

Under the assumption of elastic tunneling, i.e. energy conservation during the tunneling pro-
cess, the wave vectors outside the barrier are equal to each other. They are given by the kinetic
energy of the particle:

ki =

√

2m(E − V(x))
~2

⇒ kI = kIII =

√

2mE
~2
= k (2.4)

Inside the barrier,kII would be imaginary and, thus, is substituted by the real quantity q:

kII = iq with q =

√

2m(V0 − E)
~2

(2.5)

Without loss of generality, the amplitude of the impinging wave can be set to the maximum
value, i.e.AI = 1. In addition,BIII = 0, because no left-propagating wave exists in sector III.
In summary, the wave function is given by:

ψ(x) =






ψI(x) = eikx + BIe
−ikx if: x < −a

ψII (x) = AIIe
qx + BIIe

−qx if: − a ≤ x ≤ a

ψIII (x) = AIII e
ikx if: a < x

(2.6)

Another constraint is, that the wave functions and their first derivatives have to be continuous
at the borders of the potential barrier to be physically meaningful:

ψI(−a) = ψII (−a) and ψII (a) = ψIII (a)

ψ
′

I(−a) = ψ
′

II (−a) and ψ
′

II (a) = ψ
′

III (a)
(2.7)

As a consequence, a set of four equations with four unknown amplitude factors is obtained.
Hence, thetransmission coefficient T, given by the ratio of transmitted current density to inci-
dent current density, can be evaluated. This quantity describes the efficiency of the tunneling
process in dependence on the barrier heightV0 and width 2a:
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T =
∣
∣
∣
∣
∣

ψIII

ψI

∣
∣
∣
∣
∣

2

=
4k2q2

4k2q2 + (k2 + q2)2 sinh2 (2qa)

=
4E(V0 − E)

4E(V0 − E) + V2
0 sinh2 (2qa)

(2.8)

2.1.3 The Tunneling Current

The precise description of the tunneling current needs a more appropriate explanation than the
general concept of the tunneling effect. For simplicity reasons, in the following, the case of
zero temperature (T = 0) is assumed.

The current results from all electrons tunneling from tip tosample and vice versa. Therefore,
theFermi level EF and thesurface potential Uhave to be introduced. The Fermi level is the
upper limit of the occupied states. The surface potential isthe lowest energy needed to detach
an electron from the Fermi to the vacuum level and reflects thus the specific work function of
the respective electrode. It is mainly given by the work function of the electrode’s material but
also includes effects induced by the specific shape of its surface. The latter can, for instance,
be exemplarily shown by the crystallographic direction, which can have a sizable effect onU.
As a result, the surface potentials of tip (UT) and sample (US) are generally different.

If the conductive tip and sample are brought into the tunneling regime, their Fermi levels
adapt to each other by a balancing initial current. Providedthat both Fermi levels are equal,
no net tunneling current occurs any more. At this point, electrons still tunnel between tip and
sample but per time unit the amount in one direction equals the contrary direction. This is due
to the absence of available unoccupied states (Esample

F = Etip
F ), compare Fig.2.3(a). In contrast,

the Fermi levels are shifted with respect to each other, if a potential difference eV is applied
between tip and sample, shown in Fig.2.3(b). In this event, there is a net tunneling current
depending on the applied bias voltage. The current depends on variations of the electronic
properties with respect to the lateral position on the sample. This can be easily illustrated by
the transmission coefficient. Supposing the applied bias voltage being small compared to the
surface potentials (eV ≪ US,UT), Eq.2.8can be rewritten as:

T = e−2qz0 (2.9)

whereq =
√

m(US + UT)/~2 is the decay constant near the Fermi level andz0 depicts the
tip-sample separation according to Fig.2.3. The exponential decay describes the extreme
sensitivity on variations of the separation assuming that the surface potentials remain fairly
equal.
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Figure 2.3: (a) Schematic model of the tunneling contact in view of the surface potentials
of tip and sample without an applied bias voltage. In this case, no net tunneling current is
established. (b) If a potential differenceeV is applied between tip and sample, unoccupied
sample states are available and a tunneling current occurs.

2.1.4 The Bardeen Approach

The formalism of the tunneling effect introduced in Sec.2.1.2 was used byJ. Bardeento
describe the principle of the tunneling junction using theperturbation theoryin more de-
tail (Bardeen, 1961). In his approach, sample and tip are similar to Fig.2.3(b) described by
two electrodes. If they are close to each other, the time-dependentSE of the entire system
reads:

(

− ~
2

2m
∂2

∂z2
+ US + UT

)

ψ = i~
∂ψ

∂t
(2.10)

whereψ depicts now the time-dependent wave functionψ(x, t) of the combined system. The
potential surfaces are assumed to be orthogonal to each other, i.e.USUT = 0. This is reason-
able owing to the electrical neutrality of the combined system. Hence, the vacuum potential at
infinity is well defined. The solution of theSEis a linear combination of the solutions of the
partial systems, given by:

ψ = Aµe
−iEµt/~ +

∞∑

ν=1

cν(t)Aνe
−iEνt/~ (2.11)

wherecν(0) = 0 and, thus, the first addend describes the solution fort = 0. In general, the
coefficientscν(t) are determined by theSE. Inserting them, enables deriving the tunneling
current depending on the bias voltage eV:

I =
2πe2

~
· V ·

∑

µν

[ f (EF − eV) − f (EF)] ·
∣
∣
∣Mµν

∣
∣
∣
2 · δ(Eν − Eµ) (2.12)

Here, f is theFermi distribution function, given by: f (E) = (1 + exp[(E − EF)/kBT])−1. It
includes finite temperature effects. The delta function in Eq.2.12describes the fact, that the
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transition probability according toFermi’s golden ruleis maximized, if the energies of initial
and final state perfectly match (Dirac, 1927) (Eµ = Eν). This is a result of the assumption of
elastic tunneling. Furthermore,Mµν depicts thetunneling matrix elementdescribing the exact
probability of the respective transition:

Mµν =

∫

z>z0

AµUSA∗νd
3r (2.13)

Bardeen’s major contribution was showing that the tunnelingmatrix element can be com-
puted solely by the wave functions of tip and sample at the separation surface between them.
Thereby, the particular properties of the potential barrier are eliminated from the formula. This
is achieved by converting Eq.2.13into a surface integral of the unperturbed wave functions of
both electrodes evaluated at the separation surface. In view of the energy conservation during
the tunneling processEµ = Eν and the fact that the sample potentialUS is zero at the tip side,
the transition matrix element can be computed by:

Mµν =

∫

z=z0

(

Aµ

∂A∗ν
∂z
− A∗ν

∂Aµ

∂z

)

dxdy (2.14)

While M is not depending on the potential barrier itself, it is symmetric with respect to both
electrodes, i.e.Mµν = M∗νµ. This is illustrating that the tunneling process is bidirectional and
fulfills the principle of reciprocity. This means, that it isgenerally independent of the tunneling
orientation (tip→ sample or sample→ tip).

In the limit of zero temperature and small applied bias voltages eV ≪ US,UT , the tunneling
current can be simplified to:

I =
2πe2

~
· V ·

∑

µν

∣
∣
∣Mµν

∣
∣
∣
2
δ(Eν − EF)δ(Eµ − EF)

=
2πe2

~
· V ·

∑

µν

∣
∣
∣Mµν

∣
∣
∣
2
ρS(EF)ρT(EF)

(2.15)

where thedensity of statesof the tip ρT(EF) and the sampleρS(EF) were assumed to be
constant near the respective Fermi level.

2.1.5 The Tersoff-Hamann Model

The Bardeen approach of tunneling between two electrodes bears a fundamental problem.
The entire solution bases on the energy-dependent solutions of both partial systems. In case of
STM, this is inconvenient since especially theDOSof the tip cannot be precisely determined
owing to the missing knowledge about its exact structure.J. Tersoff andD. R. Hamannwere
able to elegantly circumvent this problem by simply assuming a specified structural layout for
the tip apex (Tersoff et al., 1983; Tersoff et al., 1985). In the following, it was evidenced that
their assumption is reasonably good and holds for a wide range ofSTM observations.
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Figure 2.4: Schematic model of thes wave tip model according to the theory by Tersoff and
Hamann. The distance of the atom’s center to the samplez0 is given byz0 = d + R.

In this model the entire tip is reflected by as-type tip wave function. This wave function
exhibits an orbital momentum of zero (l = 0) andspherical symmetry. It is determined by
ψT(r) = 1/r ·e−κr , whereκ is given by the surface potential of the tip:κ =

√
2mUT/~, compare

Fig. 2.4. The sample wave vectorq is given by its partialx- andy-componentsq = (kx, ky). As
a result, the sample wave function in the vacuum region is given by:

ψS(r) =
∫

a(q) · e−z
√

q2+κ2+iqxd2q (2.16)

wherea(q) are the coefficients of the Fourier components evaluated at the sample surface (z=
0). The tunneling matrix element can be straightforwardly computed according to Bardeen’s
theory:

M ∝
∫

a(q) · e−z0

√
q2+κ2

d2q (2.17)

which demonstrates thatM is essentially given by the sample wave function evaluated at the
location of the tip. Consequently, the tunneling current is characterized by the sample’sLDOS
evaluated at the Fermi level at the origin of the tip’s curvature:

I ≈ 4πe
~
· ρT ·

∫ eV

0
ρS(EF + ǫ, r0)dǫ (2.18)

Here, the tip’sDOS is assumed to be constant for the bias interval eV, the tunneling matrix
element is assumed to be energy-independent and the sample’sDOSis assumed to be constant
for the thermal energy given bykBT.

The advantage of the Tersoff-Hamann model is, that Eq.2.18can be easily used to simulate
STM images. To this end, first-principles calculations can be applied, because the formerly
unknown tip’sDOSis modified to a constant factor. In general, thes wave tip model remains
valid only if terms of higher order orbital momenta (l > 0) may be neglected. Tersoff and
Hamann showed that for metals this constraint is fulfilled aslong as the observed objects
are larger than≈ 0.3 nm. Otherwise, the image interpretation must be carefullyperformed
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respecting possible higher order terms of the orbital momentum. A more realistic approach by
calculating the transition matrix elements forp- andd-like tip wave functions helps explaining,
e.g., an enhanced spatial resolution on metal surfaces (Chen, 1988; Chen, 1990a).

2.2 Scanning Tunneling Spectroscopy

Scanning tunneling spectroscopyis a very powerful mode ofSTM to obtain information about
the electronic properties of the sample (Lang, 1886; Feenstraet al., 1987; Hamers, 1989). If
the tip’s DOS is assumed to be featureless, the method enables to test the unoccupied and
occupied states of the sample depending on the polarity of the applied bias. In view of the
spatial resolution of theSTM, this means, that theLDOSof the sample can be probed.

In general, theLDOS can be determined by differentiating the tunneling current with respect
to the applied bias voltageU (Chen, 2008):

(

dI
dU

)

(U=V)

∝ ρT(EF) · ρS(EF + eV)|M(eV)|2 +
∫ eV

0
ρT(EF − eV + ǫ)ρS(EF + ǫ)

d
dU

(

|M(ǫ)|2
)

dǫ

(2.19)

The application of a bias voltage leads to a shift of the Fermilevels of tip and sample by
eV, compare Fig.2.3(b). If a positive bias voltage is applied, the Fermi level ofthe sample
is lowered with respect to the tip’s Fermi level. As a result,the tunneling current primarily
occurs from the states at the Fermi level of the tip. The causeis given by the tunneling matrix
element that generally exhibits a dependence on the energy parameterǫ:

M(ǫ) = M(0) · exp

(

qǫz0

(US + UT)

)

(2.20)

This matrix element can be used to calculate the tunneling current via the integration over eV
explicitly. As a result, the exponential factor leads to a favoritism of the states at the upper limit
of the bias interval. Consequently, the major contribution to the dI/dU-signal thus results from
the upper limit of the investigated potential difference of the sample, i.e. (Esample

F + eV). This
is indicated in Fig.2.3(b) by the different lengths of the arrows inside the interval. This way,
positive biases can be used to investigate the unoccupied sample states at (EF+ eV). Presum-
ing the application of a negative bias the situation inverts. In this case, the tunneling current
originates from electrons of occupied sample states tunneling into unoccupied tip states. Con-
sequently, the tunneling current depends mainly on the unoccupied tip states. Provided, that
the tip’sDOSis flat, this method can be used to deduce information about the occupied sample
states.

A more convenient way to investigate theLDOSmakes use of alock-in amplifier. Within this
approach, theSTSis performed by modulating the DC voltage utilizing a high frequency AC
signal. The frequency of the AC signal has to be carefully selected (typically in the regime
of kHz) not to match a mechanical resonance frequency of the experimental setup. Otherwise,
the entireSTM or parts of it can oscillate excluding meaningful measurements. In addition,
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the frequency needs to be larger than the bandwidth of theSTM’s preamplifier. Otherwise,
the preamplifier would compensate the modulation by changing the tip-sample separation
presuming operation using the constant-current mode. For data acquisition, the reply of the
system caused by the AC voltage is recorded by means of the tunneling current which is
integrated for a giventime constant. The lock-in acts as a bandpass filter for the AC frequency.
It selectively amplifies the respective signal compared to the general noise, i.e. it increases
the signal-to-noise ratio. This way, smaller time constants can generally be chosen leading to
time saving during the experiments. The amplitude of the AC signal determines the energy
resolution withinSTS, commonly in the range of 1 to 30 mV.

For point spectroscopy, spectra at a fixed location of the sample are acquired. To this end,
an interval of the voltage with upper and lower limit and a number of intermediate points
is specified. Once the desired tip-sample separation is achieved, the feedback loop is turned
off and the voltage is ramped. At each intermediate point the dI/dU-signal is determined
using Eq.2.19. The data acquisition system finally plots the dI/dU-intensity depending on
the respective voltage for the fixedxy-position.

Another operational mode is the dI/dU-map. In this case, not only the topographic informa-
tion, but also the dI/dU-intensity is measured at each data point in thexy-plane. This implies
that the scanning speed of the topographic acquisition needs to be adjusted to the time constant
of the lock-in. For instance, a map with 256 data points per line and a time constant of 3 ms,
requires a minimum time per line of 768 ms. Caused by these constraints, dI/dU-maps are
more time consuming than common topographies. However, their advantage is clearly given
by the spatially resolvedDOSfor the specified biasU.

The remaining operational mode is thegrid spectroscopy. Within the scan area, a grid of points
is defined. The topographic information and a point spectrumis acquired at each point. This
ensures, that the spatially resolved full spectroscopic information is gained at eachxy-location
of the grid. The data consists of an entire set of dI/dU-slices for the bias range chosen. The
disadvantage of this method is owing to its time consumption. It exceeds that of individual
dI/dU-maps significantly. As a result, grid spectroscopy requires high stability of the setup.

2.3 Spin-Polarized Scanning Tunneling Microscopy

By considering another degree of freedom, i.e. the magnetismof the involved materials used
for tips and samples,spin-polarized scanning tunneling microscopyreflects an extraordinary
improvement of the conventionalSTM (Wiesendanger, 2009). It was first utilized in 1990 in
constant current maps (Wiesendangeret al., 1990). Later,SP-STMwas improved by includ-
ing spectroscopic measurements strongly enhancing the magnetic contrast (Bodeet al., 1998),
even in the regime of individual adatoms (Meieret al., 2008). The investigation and the inter-
pretation of the results bases on the fact, that the tunneling current depends on therelative
alignmentof the magnetic moments of tip and sample (Slonczewski, 1989).

The phenomenon is caused by the intrinsic spin of the electrons of the participating materials.
Theexchange interactionbetween those electrons generally leads to different densities of spin-
upρ↑ and spin-downρ↓ states at a given energyρ↑(EF) , ρ↓(EF). This turns the material to be
magnetic. The exchange interaction leads to exchange-split states for different orientations of
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Figure 2.5: Illustration of the relative current strengthsfor SP-STMdepending on the rela-
tive alignments of the magnetizations of tip and sample in case of spin conservation during
the tunneling process. (a) For parallel alignment, the tunneling current is enhanced because
the spin-downDOS of the unoccupied states of the sample exceeds the spin-downDOS for
antiparallel alignment in subfigure (b). This is indicated by the smaller width of the arrow.

the magnetization. Figure2.5shows a ferromagnetic tip where the majority states (spin-up) are
fully occupied (left panels). The tunneling current arisesfrom the occupied minority tip states,
i.e. the spin-down states above the Fermi level of the sample. Presuming spin conservation
during the tunneling process, the tunneling current directly depends on the number of available
unoccupied spin-down states of the sample. According to Fig. 2.5(a), for parallel alignment
of the magnetizations of tip and sample, the spin-down states of the sample have to be the
minority states. Thus, they exhibit a larger density of unoccupied states compared to the case
of antiparallel alignment, shown in Fig.2.5(b). Accordingly, the tunneling current is enhanced
in the first case.

Bardeen’s tunneling theory can be expanded to describe this situation properly. There-
fore, the wave functionψ is replaced by a spinor describing spin-up and spin-down
states (Reittu, 1997):

ψT =

(

ψT
µ↑(r)
0

)

and ψS =

(

ψS
ν↑(r)

ψS
ν↓(r)

)

(2.21)

Note, that here the spin polarization of the tip was used as a reference (Wortmannet al., 2001).
Therefore, it exhibits spin-up contributions only. Using this approach, the spin-dependent tun-
neling matrix elements are given by (Heinze, 2006):
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Mσ
µ,ν(r0) =

〈

ψT
µσ|UT

σσ|ψS
νσ

〉

= −2πC~2

κm
ψS
νσ (2.22)

where r0 denotes the tip position vector,σ indicates the spin direction (↑, ↓), C is the nor-
malization factor according to Bardeen’s theory andκ is the damping coefficient of the tun-
neling barrier. By defining the spin-averaged (ρ = ρ↑ + ρ↓) and the spin-polarizedDOS
(m = ρ↑ − ρ↓), the spin-averaged and spin-polarized parts of the tunneling current can be
determined (Slonczewski, 1989):

I (r0,V, θ) = I↑↑(r0,V) + I↑↓(r0,V, θ)

= 2
4π3C2

~
3e

κ2m2
·
(

ρTρS(r0,V) +mTmS(r0,V) · cos(θ)
)

= 2
4π3C2

~
3e

κ2m2
· ρTρS(r0,V) ·

(

1+ PTPS(r0,V) · cos(θ)
)

(2.23)

whereθ denotes the angle between the magnetizations of tip and sample θ = ∠(MS, MT)
andPi reflects the polarization parameter given byP = mi/ρi. The cosine-dependence onθ
particularly resembles the maximization of the signal for parallel alignment.

The ideal procedure of spin-polarized measurements depends on the needs for the respective
experiment. Either bulk magnetic tips or nonmagnetic tips coated with a magnetic thin film
can be used (Bode, 2003; Wiesendanger, 2009). The general difference is, that bulk tips in
principle offer an infinite amount of magnetic material, whereas magneticthin films can be
depleted after certain time. This is especially important in view of the pulsing procedure (com-
pare Sec.2.1.1) usually necessary to finally achieve spin contrast. In addition, not all materials
that are used for magnetic thin films, are useable for bulk magnetic tips as well.

A common material for bulk tips is Cr (Li Bassiet al., 2007; Schlenhoff et al., 2010). It ex-
hibits antiferromagnetic properties. This consequently leads to an out-of-planemagnetic uni-
axial anisotropyand to small stray fields. Thus, Cr bulk tips are mainly sensitive to the out-of-
plane component of the sample’s magnetization. They generally show a spin-polarization on
the order of about 10 %.

In contrast, materials that are commonly used for thin films,are Co or Fe. These reveal fer-
romagnetic properties and, hence, larger stray fields compared to Cr bulk tips. Such thin
film tips commonly exhibit coverage-dependentspin reorientation transitionswith different
anisotropies below or above a critical film thickness (Prokopet al., 2006). The transition thick-
ness is consequently chosen for the magnetic thin film tips. As a result, the tips are compara-
tively easy to manipulate by means of an external magnetic field. By this procedure, they can
be tailored to exhibit either an in-plane or an out-of-planesensitivity (Kubetzkaet al., 2005).
Fe- and Co-tips generally exhibit a higher degree of spin-polarization compared to Cr-tips.
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2.4 X-ray Absorption Spectroscopy

In 1895 W. C. Röntgenused cathode ray tubes and discovered a new type of radiationby
finding fluorescent objects although the tube was hidden (Röntgen, 1895). X-rays received
their name by Röntgen himself. They are characterized by wavelengths in the rage of 10−8

– 10−12 m. UsingL. de Broglie’srelation (De Broglie, 1970), this is equivalent to an energy
range of 102 – 106 eV. The radiation is strongly ionizing and was initially used for medical
indication, based on the fact that Ca, which is one of the main components of bones, has a
comparatively high atomic number. It thus absorbs X-rays stronger compared to the remaining
main elements in animal and human bodies, i.e. H, C, N, and O.

X-rays are usually generated by two different processes. The first makes use of thephoto ef-
fect. Supposing high energetic electrons being shot toward a target, electrons from an inner
core shell are removed. Subsequently, an electron from an outer shell fills up the inner hole by
simultaneously emitting a photon. For an appropriate target, this photon is in the X-ray regime.
By this approach only X-rays with specific energies can be generated depending on the level
spacing of the target material. The second process is the emission ofdeceleration radiation
by high energetic charged particles (usually electrons or positrons) if these are forced on
bended trajectories. While at the beginning, in the 1970th, the X-rays from deceleration radi-
ation were disrespectfully called the "waste product" of synchrotrons, their use has extremely
grown in the past decades. Nowadays, X-rays are widely used to investigate structural, elec-
tronic, and magnetic properties in solid state physics (Schützet al., 1987; Chenet al., 1995;
Stöhret al., 1995; Gambardellaet al., 2003). Opposite to the first technique, the energy of X-
rays from deceleration radiation can be easily tuned. Deceleration radiation hence turned out
to be the leading technique for the production of X-rays.

Before the theory of theX-ray absorption spectroscopyis introduced, the main principle of
the technique will be briefly described for the case of theL-edge X-ray absorption of a 3d
transition metal. The layout of the experiment is schematically illustrated in Fig.2.6. The X-
rays are characterized by either positiveh+ or negativeh− helicity. These denote the projection
of the intrinsic spin onto the propagation direction. The X-ray beam then illuminates the
sample, which can be rotated about they-axis. This way, it can be investigated with respect
to its out-of-plane and in-plane properties. A magnetic field can be applied collinear to the
incident beam to align the magnetic moments of the sample. This is a useful feature in view
of the magnetic analysis using theX-ray magnetic circular dichroismeffect.

Given a 3d TM sample, an electron of the target material can be excited from the 2p to the 3d
shell. Once the photon’s energy matches the 2p-3d energy spacing, a strong resonance of the
absorption will be detected. The particular detection is owing to the creation of a current, be-
cause the 2p hole state is immediately filled up by another electron from ahigher energy level.
This process causes the emission of an Auger electron and, thus, the rise of a current of the
grounded sample. In thistotal electron yieldmode, the current, given by the number of Auger
electrons, is directly proportional to the number of primarily excited electrons. Therefore, it
is a measure of the resonance intensity.

The actual absorption of X-rays depends on the matter’slinear absorption coefficientµ. If the
incident X-ray direction is given byz, the X-ray’s intensity inside matter reads:
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Figure 2.6: Schematic model of theXAS. h+ and h− denote the helicity of the X-rays.
µ± describes the magnetic absorption coefficient of the sample depending on the X-rays’ helic-
ity. α defines the incidence angle of the X-rays with respect to the surface plane. In addition,
a magnetic field can usually be applied parallel to the incident beam.

I (z) = I0 · e−µz (2.24)

where I0 depicts the incident intensity of the X-ray. The exact valueof µ is determined by
theabsorption cross-sectionσabs according to:µ = NA/A · ρmσ

abs, whereNA is Avogadro’s
number,A is the atomic mass number, andρm is the atomic mass density. The calculation of the
absorption cross-section hence depicts the main goal of thefollowing theoretical treatment.

The description of a photon in the X-ray regime relies on the fact that this photon can be
considered as anelectromagnetic wave. Connecting electric and magnetic phenomena, elec-
tromagnetic waves (EMWs) are a key result ofMaxwell’s theory (Maxwell, 1864). EMWs
can be described based onAmpère’scircuital law, given by∇×H = j+ (∂D)/(∂t), whereD is
the dielectric field,H is the magnetizing field andj is the current density. As no particles exist
in vacuum, the current density thus equals zero:j = 0. With help of the equationsD = ǫ0 · E
andB = µ0 · H, whereµ0 is the the vacuum permeability andǫ0 the vacuum permittivity, one
obtainsǫ0µ0(∂E)/(∂t)−∇× B = 0. This relation still depends on two fields, which is inconve-
nient if a simple solution is sought. After differentiating with respect to time and making use
of theMaxwell-Faradayequation, the wave equation results in:

1
c2

∂2E
∂t2
− ∇2E = 0 (2.25)

where E is the electric field. Equation2.25 is a differential equation of only one quantity,
while its second derivative with respect to time is directlylinked to its spatial variation. Any
electric fieldE satisfying this equation is called an electromagnetic wave.

For a wave propagating with a wave vectork and a frequencyω, a solution of Eq.2.25 is
given by:

E(r, t) = ǫp · E0e
ikr−ωt (2.26)

with ǫp being a unit vector and indicating thepolarizationof the wave.E0 defines the ampli-
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Figure 2.7: Illustration of linearly (a,b) and circularly (c,d) polarized light for the wave vector
k being parallel toz. The electric field describes either a plane wave in thexz-/yz-plane or a
homogeneous spiral motion about thez-direction.

tude of the electric field. To understand the concept of polarization, compare Fig.2.7, it is
important to comprehend the angular momentum of the wave. The charged particle which is
circulating inside a synchrotron carries anangular momentumL. The emission of a photon,
i.e. anEMW, when the particle is forced on a bended trajectory, causes atransfer of both
energy and angular momentum toward the photon. As a result ofphotons being Bosons, their
angular momentum isL = 1. According to quantum mechanics, the polarization of theEMW
is then defined by the finite projection of the angular momentum Lz along the radiation emis-
sion directionz. ForL = 1, the allowed values of its projection areLz = 0, ±~. If the radiation
is emitted in the plane of the particle’s orbit, the wave’s propagation directionz is perpendic-
ular to the angular momentumL, compare Fig.2.7(a,b). In these events, the wave is called
linearly polarized(Lz = 0). Otherwise, the projectionLz is +~ (−~) where the wave is called
right (left) circularly polarized, shown in Fig.2.7(c,d). The polarization of anEMW is thus a
direct consequence of the conservation of the angular momentum.

In the following, the polarization will be explicitly included in the definition of the wave
function 2.26. For k||z, the vector of the electric field of the wave has to lie in thexy-plane.
The linearly polarized basis states are consequently givenby:

Ex(z, t) = ǫxE0e
i(kz−ωt)

Ey(z, t) = ǫyE0e
i(kz−ωt) (2.27)

According to Fig.2.7(a,b), the electric field oscillates perpendicular tok along a single axis
in space. Because the basis states in Eq.2.27are orthogonal to each other, any general po-
larization state of theEMW can be determined by a linear combination of these two states.
Especially circularly polarized light is now easy to determine. It is characterized by equal
amplitudes of thex- andy-components while these components are phase shifted byπ/2. As
a result, a continuous rotation of the electric fieldE is achieved, compare Fig.2.7(c,d). The
respective wave functions are given by:
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Er(z, t) = E+(z, t) = −
1
√

2

(

ǫx + iǫy
)

E0e
i(kz−ωt)

El(z, t) = E−(z, t) =
1
√

2

(

ǫx − iǫy
)

E0e
i(kz−ωt)

(2.28)

Note, that it is common to use+ and - to depict right and left circularly polarized light. Starting
from these wave functions, the actual process of the absorption of the X-rays by an appropriate
sample can be described in more detail as follows.

For theL-edgeXAS of a 3d TM the excitation of a 2p core-electron to an unoccupied state of
the 3d-shell proceeds while respecting theselection rulesof quantum mechanics. In thisone-
electron approximation, all remaining electrons are considered as being passive. This is not
true in reality, but reflects an acceptable assumption and thereby a reasonable starting point.

Using thetime-dependent perturbation theory, the transition probability per unit timeTab from
an initial state|a〉 to a final state|b〉 is given byFermi’s golden rule(Dirac, 1927):

Tab =
2π
~
|〈b|Hint|a〉|2 δ (ǫb − ǫa − ~ω) ρ (ǫb) (2.29)

whereHint is the Hamilton operator describing the interaction of the transition,ρ (ǫb) is the
density of the available final states per unit energy andδ (ǫb − ǫa − ~ω) describes the energy
conservation during the transition. Presuming the absorption of an X-ray by an electron, the
HamiltonianHint is given by the momentump and the vector potentialA belonging to the
wave (Als-Nielsenet al., 2001) according to:Hint = epA/me. In free space, the vector poten-
tial A is directly related to the electric field:E = −∂A/∂t. In case of a polarized wave, with
the polarization unit vectorǫ and the electron position vectorr given in Cartesian coordinates,
the interaction Hamiltonian reads:Hint = e|A0|p · ǫ · eikr/me.

To eliminate the dependence of the transition matrix elements on the wave vectork, theelec-
tric dipole approximationis applied. The Taylor series of the exponential function isthus used
only up to first order eikr = 1+ ikr + · · · ≈ 1. However, the first-order term is negligible, as:
kr ≈ αf/2≪ 1, whereαf is the fine structure constant. The approximation is reasonable if the
size of the absorbing atomic shell is small compared to the X-ray’s wavelength. The electric
field can consequently be considered as being constant across the atom’s volume. This condi-
tion is fulfilled in the range ofsoft X-rays, utilized within the studies at hand. The commutator:
p = −im/~[r,H] then enables to determine the transition probability (Stöhret al., 2006):

Tab =
2π
~

e2|A0|2
(Eb − Ea)

2

~2
|〈b|ǫ · r|a〉|2 δ (ǫb − ǫa − ~ω) ρ (ǫb) (2.30)

By means of thePoynting vectorS, that describes the energy flow of theEMW, theabsorp-
tion cross-sectionσabs can be determined. It describes the ratio of the absorbed power to the
incident power per unit area:

σabs=
~ω · Tab

c · Edens
=
πe2ω

ǫ0c
|〈b|ǫ · r|a〉|2 δ (ǫb − ǫa − ~ω) ρ (ǫb) (2.31)
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Here, the initial factor of~ω describes the photon’s energy taken out of the incident beam
by the absorption process. Finally, thepolarization dependent X-ray absorption resonance
intensity Ires can be computed via the energy integral of the cross-section:

Ires= 4π2 e2

4πǫ0~c
︸  ︷︷  ︸

αf

~ω |〈b|ǫ · r|a〉|2 (2.32)

The initial and final state wave functions are now volume normalized to unity, which lets the
density of final states per unit energyρ (ǫb) becoming obsolete.

The transition probability (Eq.2.30), the absorption cross-section (Eq.2.31), and the reso-
nance intensity (Eq.2.32) clearly depend on the determination of the transition matrix ele-
ment ǫ · r, whereas the polarization unit vector is given by Eqs.2.27 and2.28. A detailed
analysis of this tensor operator reveals, that the matrix elements factorize into a spin part, a
radial part, and an angular part. Thereby, the spherical harmonics influence only the angular
part, which means, that especially the spin is unaffected. It hence needs to be preserved during
the transition. An additional investigation of the radial part shows theelement-specificityof
theXAS owing to the strong localization of the core shell. These findings particularly depict
the selection rules, that need to be respected during the transition. They describe the allowed
changes of the quantum numbers of the orbital angular momentum l, the projection of the
angular momentumml, the intrinsic angular momentum, i.e. the spins, and the projection of
the spinms along the specified axis for a given transition:

∆ms = 0

∆s= 0

∆ml = 0,±1

∆l = ±1

(2.33)

2.5 The X-ray Magnetic Circular Dichroism Effect

The previous section showed, that the resonance intensity depends on the density of available
unoccupied final states. TheSOI of the initial 2p states causes a separation of the resonant
transitions into two resonance absorption edges (L2/3 edges). The existence of anexchange
interactionbetween localized spins in the 3d states furthermore causes an exchange splitting.
Consequently, a differentDOSfor minority and majority states is obtained.

This is exemplarily described by theStoner modelof a half-metallic ferromagnet in Fig.2.8.
In this case, the majority states (spin-up) are fully occupied, whereas the minority states (spin-
down) are only partially filled. The Stoner model and the equivalent atomicd shell model illus-
trate the prohibition of spin-down excitations ifspin conservationduring the transition is as-
sumed. TheX-ray magnetic circular dichroismeffect was found in 1987 (Schützet al., 1987)
and makes use of the induced asymmetry. The resonance intensity depends on the relative
alignment between the spin of the polarized photons and the density of available final states
which now is spin-split. The transitions from initial to final states are hence polarized with
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Figure 2.8: (a) Illustration of theXMCD effect using the Stoner band model. The exchange
interaction causes different populations of spin-up and spin-down states. The spin-up states
are entirely occupied, depicting here the case of a half-metallic ferromagnet. Hence, only
spin-down transitions are allowed assuming spin conservation during the transition. (b) The
respective atomicd shell model of theXMCD effect indicating the absence of spin-up excita-
tions.

respect to both spin and angular momentum. The effect is maximized if the magnetization
direction of the sample and the angular momentum of the incident photon are collinear. In
this case the dichroic signal is measured using parallel andantiparallel alignment between the
photon’s angular momentum and the magnetization directionof the sample:

∆I = I ↑↓ − I ↑↑ = I− − I+ (2.34)

whereI− (I+) describe the transition intensities with negative (positive) photon spin. Using this
definition, theXMCD becomes negative for theL3-edge, which is the common convention.
Assuming spin conservation during the transition, the exact estimation of theXMCD depends
on the angular part of the squared transition matrix elementfrom the spin-orbit splitp-states
to the exchange-split unoccupied states of the 3d-shell. TheXMCD is thus proportional to the
atomic magnetic moment, i.e. the angular momentum.

Whereas for a total angular momentum ofmj = ±3/2 only single combinations according to
ml+ms = mj exist, other values ofmj, e.g.mj = +1/2 can be a result of different combinations.
The weight of different transitions varies due to different transition matrix elements. This is
exemplarily shown in Fig.2.9. As a result of theXMCD given by the difference of transitions
with opposite photon spin, the appropriate intensities have to be summed up. This way, the
dichroism at the respective edge can be estimated with respect to both, spin and angular mo-
mentum polarization. In general, theXMCD includes also non-resonant dichroic effects from
p → s transitions. Anyhow, these are usually neglected because they are smaller by a factor
of > 20.

In an experiment, the alignment of the magnetization direction of the sampleM and the an-
gular momentum of the photonLph can be controlled by using X-rays with opposite helicity.
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Figure 2.9: Overview of the 2p → 3d transition probabilities for the excitation using right
circularly polarized X-rays. The arrow widths indicate theweight of the respective channel.

Alternatively, the sample’s magnetization can be invertedby means of an external magnetic
field, that is applied collinear to the incident beam, compare Fig.2.6. Considering the degree
of polarization of the incident photonPcirc, the intensity of theXMCD basically depends on
three parameters:

IXMCD ∝ PcircM · Lph (2.35)

A typical experimental spectrum obtained by means ofXAS can be found in Fig.2.10. In
this case, 0.08 atomic layer equivalent (ALE) of Co nanostructures on the surface of Bi2Se3

were investigated. Besides the signals of positive (µ+) and negative (µ−) helicity, the average
signal(µ+ + µ−) is also given. Here and in the following,µ(E) is referred to as the polarization-
dependent magnetic absorption profile. The spectra are obtained by comparing the current in-
duced in the sample (total electron yield mode) to the initially determined beam intensity. This
intensity is measured by utilizing a gold foil, that is applied to a part of the X-ray beam before
the actual target. As a result, the absorption intensity depending on the X-ray’s energy can be
computed. PyMca software is available for an initial evaluation of the data (Soléet al., 2007).
For the studies at hand, MatLab was used to intensify the analysis (Matlab, n. d.).

TheXAS spectra of 3d TMs are characterized by two main resonances, separated by≈ 10−
15 eV, called theL2 andL3-absorption edges. The separation is caused by theSOIwhich splits
the initial state into two states, namely the 2p1/2 (L2-edge) and the 2p3/2 (L3-edge) state. Since
the 2p3/2 state has a lower binding energy, the respectiveL3-edge consequently occurs lower
in energy. The relative intensities of both edges are related to the transition probabilities and
the unequal populations of the initial states (2p1/2: 2 electrons; 2p3/2: 4 electrons). Besides the
main resonances, a step-like background at eachL-edge can be observed, compare Fig.2.10(a).
That is due to non-resonant excitation channels, e.g. by 2p → 3s and 2p → 3p excitations.
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Figure 2.10: (a) Exemplary X-ray absorption spectra of Co nanostructures on Bi2Se3. The
spectra taken with different helicity exhibit a step-like background caused by nonresonant
transitions. (b) The averagedXAS spectrum after the normalization with respect to the non-
resonant background and its integrated signal. (c) The according XMCD spectrum and its
respective integral resulting from the difference of theXAS spectra with opposite helicity.
The intensities of the integratedXAS andXMCD at theL3-edge (s, p) and at theL2-edge (t, q)
are needed to analyze the experimental data by means of the sum rules and related quantities.

Based on the fact, that the magnetic properties are mainly related to transitions into 3d-states,
step functions are commonly used to renormalize the spectra, compare Fig.2.10(b). In this
procedure, the actual step is simulated by aninverse trigonometric function: arctanE − EL2/3,
whereEL2/3 depicts the energetic positions of the resonances of theL2/3-edges. The amplitude
of the arctan-function is adjusted to theXAS intensity well beyond the resonance.

Finally, theXMCD is given by the difference of theXAS spectra with opposite helicity. The
dichroism at theL3 edge is negative per definition, shown in Fig.2.10(c). The integratedXAS
andXMCD intensities are used to analyze the data in more detail, compare Sec.2.6.

2.6 The Sum Rules

The sum rulesallow conclusions about different valence band properties based on the ex-
perimentally obtained polarization dependent resonance intensities. In particular, they can be
used to determine the number of holes in the valence bandnh, the effective magnetic spin
momentmeff per atom and the orbital magnetic momentml per atom. The calculations make
use of the integratedXAS andXMCD spectra at theL3 andL2 edges, which are indicated in
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Figs.2.10(b,c) by the variabless, t, p, andq.

Thecharge sum rulelinks the number of empty states in the 3d-shell to theXAS intensity:

nh + nQ =< I > · 1

4π2~ωαf R2 L
3(2L+1)

︸                 ︷︷                 ︸

1/C

(2.36)

wherenQ is a quadrupole term arising from the anisotropy of the charge density in the atomic
volume,L is the orbital angular momentum of the final state andR is the radial part of the
transition matrix element, given byR =

〈

Rn′,l′(r)|r |Rn,l(r)
〉

. Here,Rn,l(r) (Rn′,l′(r)) is the radial
component of the valence (core) state of shelln (n′). For a 3d TM, the number of holes can
hence be determined by measuring theXAS intensities at theL3/L2 edges (Stöhret al., 1995):

nh + nQ =

∫

L3+L2

(µ− + µ+) dE · 1
C
=

t
C

(2.37)

Angular averaging causes the quadrupole termnQ to vanish. Acquiring theXAS along all
three orthogonal directions thus enables to obtain the projection of the number of holes along
these directions. In reality, measuring data along all spatial directions is usually impossible.

The second sum rule, i.e. thespin sum rule, requires the saturation of the magnetic moments
of the sample. Furthermore, the difference of theXMCD with the wave vectork being paral-
lel/antiparallel to the magnetization direction needs to be determined. The spin sum rule then
reads (Carraet al., 1993):

mS, e f f = −
6
∫

L3
(µ− − µ+) dE − 4

∫

L3+L2
(µ− − µ+) dE

∫

L3+L2
(µ+ + µ−) dE

· nh = −
6p− 4q

t
· nh (2.38)

It connects the size of the effective spin momentmS, e f f to the dichroism intensities. The
effective magnetic spin moment includes the magnetic spin moment mS and the spin dipole
momentmD according to:mS, eff = mS + mD. It is given in Bohr magnetons per atom. If the
ligand field effects are comparable to the atomicSOI, the charge distribution and the spin
distribution are coupled to each other. As a consequence, the intra-atomic magnetic dipole
momentmD needs to be considered, that describes an anisotropy of the spin density when the
atomic cloud is distorted (Stöhret al., 2006).

The last sum rule is theorbital moment sum rule. It enables to determine the orbital magnetic
moment according toTholeet al., 1992:

mL = −
4
3
·

∫

L3+L2
(µ− − µ+) dE

∫

L3+L2
(µ+ + µ−) dE

· nh = −
4
3
· q

t
· nh (2.39)

The orbital momentmL also depends on the dichroism intensities. Opposite to the case of
the effective spin moment, the individual contributions are differently weighted. The orbital
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moment is commonly highly anisotropic due to the ligand field, that strongly affects the or-
bital motion of the electrons with respect to certain axes. Measuring the difference of the or-
bital moments along the easy and hard axis therefore opens access to the magnetocrystalline
anisotropy energy (MAE).

Note, that the sum rules strictly may only be applied if the sample is fully magnetized. Ow-
ing to the individual adatoms mainly investigated within the studies at hand, this saturation
is a challenging task, based on two reasons. Firstly, the available external magnetic field is
limited (Bmax = 5 T). Secondly, the external magnetic field required to reachthe saturation
magnetization generally increases if the particle’s size decreases.

The ratio R of orbital magnetic moment to effective spin moment is therefore an important
quantity. It can be used to draw conclusions even if saturation is not achieved. Another ad-
vantage is, that the ratio is independent of the number of holesnh, a quantity, that usually has
to be gained from theoretical calculations.R can hence be independently calculated using the
experimental data:

R=
mL

mS +mD
=

2
∫

L3+L2
(µ− − µ+) dE

9
∫

L3
(µ− − µ+) dE − 6

∫

L3+L2
(µ− − µ+) dE

=
2q

9p− 6q
(2.40)

A further interesting quantity related to the sum rules is the branching ratio BR. It is deter-
mined by theXAS intensity of theL2/L3-edges according to:

BR=

∫

L3
(µ+ + µ−) dE

∫

L3+L2
(µ+ + µ−) dE

=
s
t

(2.41)

BRcan be used to indicate the character of thespin ground stateof the investigated material
supposing a fairly weakSOIof the valence states. This applies to 3d TMs (≈ 50meV). Conse-
quently,BRbasically reflects the value of the atomic state (Tholeet al., 1988). The statistical
value ofBR= 0.66 is achieved in the absence of bothSOI in the initial state and electrostatic
interactions (between core hole and valence electrons) in the final state. Importantly, high-
spin states on average have a largerBRthan low-spin states. Besides, the branching ratio only
weakly depends on thecrystal-field splitting, except if it produces a low-spin ground state.
This is important because the crystal-field splitting, thatoriginates from electrostatic forces
caused by the charge distribution of the vicinity, can be of considerable size at surfaces owing
to the broken symmetry. In view of the high-spin ground states found within all investigations
at hand, this aspect has not to be considered anymore.
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Chapter 3

Measurement Setups

The measurements were performed in two separate experimental setups. The home-built scan-
ning tunneling microscope used for local scale investigations was set up in 2007 in a low-
vibration laboratory particularly designed for high-standardSTM measurements. TheSTM
was part of a complexultrahigh vacuumsystem equipped with a4He bath cryostat and a mag-
net operable in all three spatial directions. Therefore, this system is entitled theTriple Axes
Magnet Systemand described in more detail in the following section.

Section3.2 deals with the second experimental setup, that was used within the X-ray de-
pendent measurements, theID08 beamlineat the European Synchrotron Radiation Facil-
ity (ESRF, n. d.) in Grenoble. The key feature was again a4He bath cryostat inside an ul-
trahigh vacuum (UHV) chamber which was equipped with a magnet aligned collinearto the
incidence beam direction.

3.1 The Triple Axes Magnet System

The experimental setup comprised a multi-chamberUHV system which was de-
signed in-house (Meckleret al., 2009; Meckler, 2010) and fabricated by an external com-
pany (Omicron, n. d.). It served for in-situ preparation and characterization of the samples
by means ofSTM, STS, andSP-STM. The entire system was divided into three main cham-
bers, namely thecryostat-, thegrowth-, and thepreparation-chamber, compare Fig.3.1. The
transfer of samples between separate chambers was achievedby means of vertical and horizon-
tal transfer rodsandmanipulators. In addition, within the growth- and the cryostat-chamber,
objects could be transferred utilizing mechanical hands. Tips were clamped inside a tip holder.
Unfortunately, even this piece was too small to be handled bymechanical hands or transfer
rods. Instead,tip transporterscould be used for this purpose. They could carry the tip holder
and in principle be handled similar to sample holders.

During the experiments, all chambers were operated at base pressures in the low 10−10 mbar
range or better. TheUHV was achieved by a combination of multiple pumps with varying
operating mechanisms. Separate turbo pumps, ion getter pumps (IGPs), and titanium subli-
mation pumps (TSPs) were attached to each of the aforementioned chambers. Turbo pumps
can be considered as turbines combined with a connected rough pump. As a result of their
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Figure 3.1: Schematic model of the triple axes magnet system(top view) including all three
separateUHV chambers with the preparation facilities and the transfer devices.

extreme rotational frequencies (about 1 kHz), they are ableto effectively establishUHV con-
ditions. Turbo pumps were mainly used for the initial pump down of a chamber after venting.
Additionally, they were required if process gases are involved. In contrast, they were turned
off while acquiringSTM data. Owing to induced vibrations the quality of theSTM experi-
ments would had suffered otherwise. Therefore,IGPs were mainly used duringSTM because
their working principle gets along without vibrating parts. IGPs operate by ionizing rest gas
molecules. These are subsequently bound on suitable surfaces which effectively reduces the
respective partial pressures. The working principle of aTSPbases on the evaporation of a Ti
film on the walls of the particular chamber. The pumping effect is caused by the trapping of
residual gas atoms by the Ti atoms. Moreover, a non-evaporable getter pump was mounted to
the cryostat-chamber exclusively. It especially traped H because the pumping efficiency of the
other pump types regarding H is small.

3.1.1 The Cryostat Chamber

The cryostat-chamber involved a4He bath cryostat, manufactured by Cry-
ovac (CryoVac, n. d.). According to Fig.3.2 the STM was located in the middle of three
pairs of split-coil magnets, delivered by Scientific Magnetics (Scientific Magnetics, n. d.).
The combination of three magnets enabled to apply afully-rotatable magnetic fieldto the
sample. Except atriple electron beam evaporator, that was attached to the backside of the
cryostat-chamber, all other preparation facilities were set up in the remaining two chambers.

The sectional view of the cryostat-chamber bares the general layout of the cryostat consisting
of two individual dewars. During operation, the outer dewarwas filled with liquid nitrogen
exhibiting a temperature of 77.2 K. It was isolated from the outerUHV chamber walls by the
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Figure 3.2: Schematic model (sectional view) of the cryostat-chamber with the split coil mag-
net, the LN2 as well as the4He dewar, and a triple evaporator mounted on the backside of the
transfer opening. Adapted fromGyamfi, 2012bwith permission.

UHV itself. This was as well theUHV present at the microscope meaning, that the cryostat
was not superinsulated. The nitrogen dewar contained another dewar, which was filled with
liquid 4He and facilitated a temperature of 4.2 K during operation. The capacity of this dewar
was about 110 l. The large capacities of both reservoirs werechosen to guarantee a hold time
of at least 48 hours before refilling of cryogenic liquids wasnecessary. By means of a cooling
shield, that was attached to the4He dewar, the microscope was mounted from the bottom side.
Its position was carefully adjusted with respect to the triple axes magnet. Additional cooling
shields mounted at the front and back opening of the cryostatserved for an effective thermal
isolation from room temperature reservoirs. If these shields were lifted, the openings enabled
access to the microscope using a mechanical hand or the electron beam (e-beam) evaporator.

The magnet represented the key feature of this setup. It was acombination of threesupercon-
ducting magnetslocated inside the He reservoir, marked in blue, red, and green in Fig.3.2.
Each of the magnets consisted of a pair ofHelmholtz coils. These coils exhibit equal winding
numbers and are separated by a distanceRcorresponding to their radii. In general, if a current
is applied to a coil, a magnetic field is created at its center.In case of a pair of Helmholtz
coils, an equal current is applied in the same direction through both coils simultaneously. As
a result, the magnetic field generated in the spacing betweenboth coils can be considered as
beinghomogeneous. Compared to permanent magnets, the advantage is given by thepossi-
bility to achieve much stronger magnetic fields with less volume and weight. Moreover, the
magnetic field strength is easy to manipulate and can be turned off, a feature not achievable
by permanent magnets.

The three pairs of Helmholtz coils were aligned along all three spatial directions around the
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Figure 3.3: Front view of theSTM before its installation into theUHV system.

STM position. This way, a magnetic field in an arbitrary direction could be applied to tip and
sample. If multiple magnets were used, a maximum magnetic field strength of a cylindrical
shape withBx = By = 1 T, andBz = 3 T could be achieved. If the magnets were used
individually, the maximum field strengths areBx = By = 1.3 T, andBz = 5 T.

3.1.2 The Scanning Tunneling Microscope

Figure3.3 depicts thehome-built scanning tunneling microscope, that was designed and as-
sembled byM. Gyamfi(Gyamfi, 2007). The pedestal was made of oxygen-free high conductiv-
ity (OFHC) copper. The material was chosen owing to its high thermal and electrical conduc-
tivity and for its capability to be easily machinable. The pedestal was used for mounting the
entire microscope to the base plate of the4He dewar and for cooling the cables by clamping
them in individual slots.

The microscope body, mounted on top of the pedestal, was madeof phosphorus bronze. Op-
posite toOFHC copper, this material is fairly wearless. This is an important aspect because
the body contained several threaded holes. A body made of Cu would suffer from tightening
and loosening screws several times because the material is too soft. The microscope body
was coated with a thin gold film to enhance its emissivity. As aresult, the thermal radiation
absorbed by theSTM was reduced to optimize its base temperature.

The tip holder could be clamped in the tip receptacle. The receptacle was mounted into an in-
sulating bushing at the upper end of apiezoceramic tube. As already mentioned in Sec.2.1.1,
the bendable piezoceramic tube is the key component of anSTM to establish the scanning pro-
cess on the sample in a controlled manner. The tube itself wasglued to thesapphire prism, that
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was clamped between three pairs ofpiezoceramic stacks. The stacks were each made of four
layers of piezoceramic material with an additional aluminum oxide layer on top. Importantly,
sapphire is nothing else than a different variety of Al2O3. This way, the touching materials
exhibited a similar hardness. A movement of the sapphire prism relative to the piezoceramic
stacks did thus not cause any wearing. The piezoceramic stacks could be sheared using a
potential difference on opposite facets of each layer.

The actual movement can in principle be achieved by a saw-tooth like voltage signal. Applying
this signal to the stacks causes a synchronous shearing of all stacks in the same direction. On
the smooth slope of the signal, the sapphire prism moves simultaneously, while on the steep
slope the prism is not able to follow. The transition betweenstaticanddynamic frictionis the
key issue for this so-calledstick-slip-approach. It enables a movement of the sapphire prism
relative to the body, while carrying the tip, toward or away from the sample. Note, that the leaf
spring determining the clamping force on the sapphire prismhas to be adjusted very precisely
to enable this movement.

In general, samples were glued or clamped to the holder. For experiments, the holder was stuck
upside down to the sample receptacle. For this microscope, the sample receptacle was also
made of sapphire and has a cylindrical shape (sapphire roll). This layout bared the possibility
to use basically an equal mounting mechanism. The sapphire roll was clamped between three
pairs of piezoceramic stacks. Thereby, a rotation of the roll could be achieved and the sample’s
front was able facing toward the backside of the microscope.As mentioned before, a triple
evaporator was mounted on the backside. This arrangement allowed the deposition of material
directly on the cold sample. Another feature of this microscope was aresistive sample heater
integrated into the roll. A temperature range between 4.2 K and 130 K was available. For
the ability to precisely monitor the preparation conditions during deposition, approach, or
heating a Cernox™ (Lake Shore, n. d.) temperature sensorwas mounted next to the sample
receptacle.

3.1.3 The Preparation Facilities

The preparation facilities were divided into two groups. The growth-chamber contained de-
vices, that were used for processes which require ideal vacuum conditions, shown in the left
panel in Fig.3.4. Instead, processes which produce loads of pollution or require the use of
process gases were located in the preparation-chamber, compare the right panel in Fig.3.4.
In addition, the load lock was attached as a small side chamber to the preparation-chamber.
The cryostat turbo pump could be used to separately establish a vacuum in this side chamber,
that however was usually not additionally baked. Therefore, its vacuum was worse than the
vacua of the remaining chambers and attaching it to a different chamber than the preparation-
chamber would had been counterproductive.

The Growth Chamber

The growth-chamber provided the possibility of performinglow energy electron diffraction
andAuger electron spectroscopy. Moreover, it contained furthere-beamevaporators to grow
nanostructures at variable temperatures ranging from 85 K to approximately 1400 K.
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Figure 3.4: Photographies of the growth- and preparation-chamber illustrating theUHV setup.
The processes that produce heavy gas loads, such as sputtering and high temperature annealing
with an applied process gas, are combined in the preparation-chamber. The growth-chamber
is primarily used forMBE to obtain well defined sample systems.

Low energy electron diffraction (LEED) is used to investigate thelattice periodicityof the
surface. The low energetic electrons, emitted by a filament in front of the sample, are scat-
tered by the crystal lattice and detected as a diffraction pattern on a luminescent screen. The
obtained pattern resembles the lattice periodicity of the surface near layers in the reciprocal
space. This technique is very useful to identify reconstructed surfaces. These often occur if
the contamination level is too high. Alternatively, they appear as a result of insufficient prepa-
ration conditions, e.g. too low annealing temperatures.

The LEED device could be used as well for Auger electron spectroscopy(AES). This tech-
nique is sensitive tosurface contaminants. In this process, inner-shell electrons of the surface
atoms are removed by external excitation using high-energetic electrons. The remaining inner
hole is filled up with a weaker bonded outer-shell electron. The energy gained by this mech-
anism is excited as a photon of a characteristic energy. As a result of the detection of these
photons, the chemical composition of the surface can be easily investigated with respect to
the degree of contamination. Note, that the detection levelof AES is limited. In general, in-
dividual contaminants are beyond this detection level.AES was thus not solely able to judge
the contamination level on the atomic scale. To this endSTM had to be applied.

A different but very important technique for the preparation of appropriately designed sam-
ples/tips is themolecular beam epitaxyusinge-beamevaporators. The material (evaporant) is
placed near a filament in a crucible or as a rod. Heating the material by electron bombardment
causes atoms to sublimate into the gas phase. Consequently, abeam of gaseous atoms (flux)
can be focused toward the sample or tip. With appropriate parameters of the current- and
voltage-dependent flux, the deposition rates can be precisely controlled. The desired coverage
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can thus be easily achieved by adjusting the deposition time. The technique is of extreme
importance because many effects, e.g. the magnetocrystalline anisotropy direction, depend
critically on the coverage (Baudeletet al., 1995; Hauschildet al., 1998).

On the one hand, the morphology of the sample after the deposition is usually strongly cor-
related to the temperature during the growth process. On theother hand, post-deposition
annealing might also be of high importance to achieve a smooth and well-defined surface.
For this reason, the temperature of the receptacle used for samples/tips during molecular
beam epitaxy (MBE) was adjustable. Cooling was established by means of an external feed
through, used with liquid nitrogen. In addition, aresistive heater, made of pyrolytic boron ni-
tride (pBN), was attached. This way, a wide temperature range of≈ 85−1400 K was available.
The heatable/coolable receptacle was attached to the samemanipulator, that also served for
transferring samples/tips into the cryostat-chamber. As a result, the morphologyof the sample
could be maintained until the investigation by means ofSTM started.

The Preparation Chamber

While the aforementioned preparation devices and methods were mounted to the growth-
chamber, the remaining preparation devices were attached to the preparation-chamber. It con-
tained asputter ion gun, a second resistive heater, and an additional heater offering much
higher temperatures utilizing electron bombardment.

Sputteringis an important process often used to initially clean metallic surfaces. The sputter
ion gun is always operated with an inert process gas, e.g. Ar.The gaseous Ar atoms are ionized
using a filament and subsequently accelerated toward the sample. The sputtering current can
simply be measured by the Ar-ions impinging on the grounded sample surface. The current
strongly depends on the partial pressure of the Ar atmosphere and the applied acceleration
voltage. It is hence easy to stabilize. The impact of the high-energy ions on the sample results
in surface-near atoms blasting off the substrate. The technique was mainly used to remove
initial layers of contamination from the substrate. Moreover, it can in principle also be used to
increase the surface roughness or to induce defects in the sample by implanting process gas
ions.

The sample receptacle used for holding the samples during the sputtering process provided the
possibility to heat the sample during the process or afterward. To this end, the sample stage
bore a resistivepBN heater offering temperatures between room temperature and a maximum
of ≈ 1400 K. ThepBN heater had in principle the disadvantage that the entire receptacle
became warm during operation. Especially for long term annealing, the pressure usually in-
creased significantly. This corrupted the preparation conditions and the sample quality.

For this reason, another heater type, i.e. ane-beamheater, was installed in the preparation-
chamber. The device bases on electrons, that are accelerated from a filament toward the sam-
ple/tip using acceleration voltages. As a result, the object could be locally heated and the
process pressure was strongly improved. Another advantageof thee-beamheater was given
by the maximum temperature accessible, that was increased to more than 2500 K. These high
temperatures were particularly needed for the preparationof some metallic substrates, e.g. the
(110) surface of tungsten (Bodeet al., 2007).
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3.2 The ID08 Dragon Beamline

The ID08 beamline was a measurement stage at the European Synchrotron Radiation Facil-
ity (ESRF, n. d.). This user facility is financed by more than fifteen Europeancountries to
offer their scientists the chance to perform state-of-the-artinvestigations. Almost fifty differ-
ent apertures, the so-calledbeamlines, enable a wide range of experiments with hard as well
as soft X-rays. For the investigation of individual transition metal adatoms, the ID08 beamline
was chosen, because it providedsoft X-rayswith high polarization. Moreover, it involved a
cryogenicUHV measurement stage and exhibited the opportunity to depositatoms directly
on the measurement stage. In addition, at this beamline, variable-temperatureSTM could be
performed.

3.2.1 The X-ray Beam

The working principle of asynchrotronis a synchronously accelerated number of charged par-
ticles. These are collected in several bunches, each containing up to 1010 electrons, traveling
around the synchrotron on a defined trajectory. The ability to condense the electrons in dense
bunches arises from their velocity close to the speed of light c. Caused byEinstein’s special
theory of relativity(Einstein, 1905), the bunch is elongated to a length of≈ 100 m in the
rest frame of the electrons, As a result, theCoulomb repulsionis not as large as possibly as-
sumed. However, the electrons of each bunch would drift awayfrom each other without focus-
ing. Therefore a system of electromagnetic lenses based onquadrupoleor sextupole magnets
serves this task. A single quadrupole magnet focuses the beam in one direction and defocuses
it in the perpendicular direction. The combination of two quadrupole magnets rotated by 90◦

results in a net focusing effect in both directions.

In order to force the electron bunches on a curved trajectorybending magnetsare used. The
change of the traveling direction of a charged particle displays a variation of the momentum. It
results in the emission of synchrotron radiation by means ofdeceleration radiation lengthwise
to the curvature into a narrow cone with an opening angle of 2/γ. The parameterγ depends on
the velocity of the electron according to 1/γ2 = 1− β2 = 1− v2/c2. The power of the photons
for v ≈ c is given by:

P =
2e2c
3r2

(

E
m0c2

)4

(3.1)

with the radius of the curvaturer, the energyE, and the rest massm0. Another interesting
quantity is the frequencyω of the radiation emitted in the field of the bending magnet:

ω = 2γ2ω0 = 2γ2 e
m0

B (3.2)

It is hence directly depending on the magnet’s field strengthand the energy of the particle.

The particular X-rays used at beamline ID08 were soft with a tunable energy in the range
of 0.3 to 1.6 keV. Two individualundulatorswere used to provide them. An undulator is
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(a) (b) (c)

Figure 3.5: Schematic illustration of the working principle of an undulator. The individual
elements are shifted with respect to each other to obtain linearly (horizontally, vertically)
polarized light (a,b) and circularly polarized light (c). Right and left circular polarizations are
not distinguished here for simplicity reasons.

an array of magnets (usually permanent magnets), where neighboring magnets have varying
magnetization axes. Using this setup, the electron beam is weakly modulated. By shifting the
individual arrays with respect to each other, linearly (horizontally/vertically oscillating) or
circularly (left/right rotating) polarized light can be achieved, compare Fig. 3.5. The Apple II
undulators used at ID08 achieved a degree of polarization ofalmost 100%.

Moreover, a single oscillation of the beam induced by the undulators causes a delay of the
propagation. As a result of the beam oscillatingN times, whereN depicts the number of
undulator periods, the delay adds up and the effective bandwidth is reduced by a factor ofN.
For this reason, on the one hand, the undulators strengthen themonochromaticityof the beam.
On the other hand, the undulators increase the peak intensity of the beam. Additionally, the
emission cone of the radiation after the undulator treatment is reduced by a factor ofN. Thus,
thebrilliance of these devices, which depicts the photon flux emitted per unit source area and
per unit radiation opening angle, exceeds that of wigglers or bending magnets by orders of
magnitude. Consequently, the energy resolution available by this aperture was dE/E = 5·10−4

at 850 eV.

The X-ray beam was focused by a system of optical lenses. As a result, a minimum beam size
of about 10·50µm2 at the sample was achieved. As already mentioned before, this illustrates,
thatXAS is a spatially averaging technique, in contrast toSTM. The X-rays could not be used
to investigate particular adsorbates, but always probed the entire illuminated ensemble. This
way, the experimental results always revealed a superposition of the individual contributions.

3.2.2 The UHV Chamber System

The setup at the ID08 beamline was a complexUHV system with three individual chambers,
shown in Fig.3.6. The measurement stage itself was centered in the analysis-chamber and
connected to a4He bath cryostat operating at a base temperature of 6 K. Similar to theSTM
setup (compare Sec.3.1.1), the He dewar was surrounded by another dewar filled with liquid
nitrogen. In addition, a magnetic field of up to 5 T could be applied collinear to the X-ray
beam. The sample holder could be screwed to the sample receptacle at the end of a rotary drive,
whereas the rotation axis was perpendicular to the X-ray beam. This way, the surface normal
of the sample could either point directly toward the X-ray beam at 0◦ (normal incidence angle)
or could be rotated to 70◦ (grazing incidence angle). This procedure provided the opportunity
to investigate the out-of-plane and in-plane electronic and magnetic properties of the sample.
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Figure 3.6: Side view on the X-ray measurement stage inside the analysis-chamber. The inci-
dent beam approaches from the right, whereas theSTM-chamber is attached on the left. It is
connected to the analysis-chamber via a transfer-chamber.The mounting position of the triple
evaporator is indicated, directly in line with the X-ray beam tube but from the backside of the
sample receptacle.

During the experiments, a triple evaporator was mounted at the backside of the sample stage.
It offered the possibility to evaporate atoms directly on the coldsample if the receptacle was
rotated by 180◦. The base pressure of the main chamber was in the low 10−10 mbar range.

The sample receptacle could be bottom-loaded using a vertical transfer rod inside the transfer-
chamber. This chamber connected the analysis-chamber withtheSTM-chamber and the load
lock. TheSTM-chamber contained an Omicron VT-SPM (Omicron, n. d.) operating at room
temperature.STM was mainly used to determine the surface quality of the samples, either
before the X-ray experiments or before theMBE growth.

In contrast to theTI samples, that were just cleaved, the graphene samples needed to be
cleaned prior to the experiments. To this end, they were degased at temperatures of≈ 800 K
using apBN heater. The resistive heater was also installed in theSTM-chamber. Further prepa-
ration facilities available were a sputter ion gun and an upgraded version of the heater using
electron bombardment in case of theTI experiments.
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Chapter 4

Graphene

This chapter deals with the experiments performed onindividual transition metal adatoms
and clusterson different types ofgraphene. Section4.1 gives an overview offree-standing
graphene. This includes carbon-based allotropes, methods to achieve high-quality graphene
samples, its extraordinary structural and electronic properties and a discussion of potential
applications. Subsequently,graphene on SiCis introduced in Sec.4.2motivated by its use for
the experiments.

Section 4.3 bases on a recent combined experimental and theoretical
study (Eelboet al., 2013a). It comprises a detailed description of the electronic and
magnetic properties of individual Fe, Co, and Ni adatoms and clusters onmonolayer
grapheneprepared on a SiC(0001) substrate. The samples, used within this study, were pro-
vided by theInterface Analysis Groupof U. Starke. In addition to theSTM andXAS/XMCD
experiments,density functional theory-based calculations were performed by theTheory of
Magnetism and Electronic Correlations Groupof A. Lichtenstein.

The chapter proceeds with Sec.4.4, which reveals, that the properties of the adatoms are
drastically altered if the substrate is modified in an apparently minor way. This conclusion
bases on experimental findings, that were published recently as well (Eelboet al., 2013b).
The respective samples were also provided by theInterface Analysis Groupof U. Starke. The
chapter ends with a short summary of the graphene-based research achievements in Sec.4.5.

4.1 Overview of Graphene

The historical background of graphene is closely related tographite. According to
Fig. 4.1, graphene is the essential building block of the remaining carbon allotropes, i.e.
fullerenes(Kroto et al., 1985), nanotubes(Iijima, 1991) andmulti-layer graphene, which for
layer numbers larger than ten exhibits the properties of bulk graphite(Partoenset al., 2006).
Interestingly, graphite was known for many years and used inpractice for numer-
ous applications, e.g. pencils, golf or tennis rackets, electrodes, lubricants, etc.. More-
over, nanotubes as well as fullerenes were investigated in detail already in the early
nineties (Dresselhauset al., 1996; Saitoet al., 1998).
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Figure 4.1: Schematic model of graphene depicting its ability to arise in different allotropes,
such as fullerenes, nanotubes, multi-layer graphene, and graphite. FromGeimet al., 2007
with permission.

Surprisingly, high-quality single layers of graphite werenot prepared until 2004. Be-
fore, graphene was considered to be an idealized but in reality non-existing system
utilized to describe the properties of carbon allotropes (Wallace, 1947; McClure, 1956;
Slonczewskiet al., 1958). Besides, it was regarded as a model system for the theoretical treat-
ment of quantum electrodynamics (QED) (Semenoff, 1984; Haldane, 1988). Graphene was
believed to be unstable at any finite temperature. This assumption was based on its strictly
two-dimensional structure. It was believed, that for this type of structure thermal fluctuations
would induce lattice displacements comparable to the lattice constant itself (Peierls, 1935;
Landau, 1937). The idea is supported by the melting temperature which generally decreases
according to the sample thickness. One thus expects a vanishing melting temperature and
an instability of the truly two-dimensional graphene (Venableset al., 1984). In contrast, in
2004, high-quality samples of monolayer and few-layer graphene were found revealing prop-
erties of a strictly two-dimensional electron gas and beingstable even at room tempera-
ture (Novoselovet al., 2004). This led to the award of thePhysics Nobel Prizefor A. Geim
andK. Novoselovin 2010.

Novoselovet al. succeeded in the preparation of high-quality samples by theexfoliation
of graphene from highly oriented pyrolytic graphite (HOPG) (Novoselovet al., 2004). They
used adhesive tape to peel off graphene flakes fromHOPGbulk crystals. Moreover, they were
able to determine the layer thickness accurately down to thelimit of a single layer of graphene
by means of an optical microscope. The crucial additive was aSiO2 substrate with a defined
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thickness (300 nm) underneath the graphene flake. This enabled to identify the number of
graphene layers due to the different feeble interference-like contrast with respect to the bare
wafer (Geimet al., 2007). In addition, a SiO2 substrate serves for an effective decoupling of
the on top graphene. This way, it enables graphene to reveal its peculiar electronic properties.

Nowadays, various methods are established to prepare high-quality samples. They can
be produced either by means ofthermal decompositionusing semiconductor surfaces
such as SiC (Hasset al., 2008a; Starkeet al., 2009), or by the graphitization and the
chemical vapor depositionon metal substrates, such as Pt(111) (Sutteret al., 2009),
Ir(111) (Corauxet al., 2008) or Ru(0001) (Marchiniet al., 2007).

4.1.1 Properties

Starting with the pioneering experiments in 2004 (Novoselovet al., 2004), a rush in the re-
search field of graphene was induced. This was motivated by its potential applications and
peculiar properties mostly caused by graphene’s strictly two-dimensional structure. Graphene
is a one layer thick, flexible, and transparent crystal, madeof carbon atoms. The crystal lattice
is determined by thesp2-bonding of the carbon atoms. This results in an array of benzene rings
generating ahoneycomb lattice. The lattice comprisestwo sublatticesand, hence, two carbon
atoms per unit cell accordingly. The in-plane lattice constant is≈ 2.46 Å. Due to the weak
Van-der-Waals interactionbetween adjacent layers, the layer-to-layer distance of multi-layer
graphene is large, i.e.≈ 3.35 Å.

The lattice of graphene enables some further astonishing structural properties. Young’s modu-
lus of graphene is the highest ever reported≈ 1 TPa (Leeet al., 2008) and graphene’s ability
to be reversibly stretchable by about 20 % (Leeet al., 2008), is larger than for any other crystal
structure. In addition, graphene shows a breaking strengthof ≈ 40 N/m close to the theoretical
limit (Leeet al., 2008). Another record value can be found by graphene’s thermal conductivity
at room temperature, which is≈ 5000 Wm−1K−1 (Balandinet al., 2010).

Graphene’s electronic properties are fundamentally connected to its crystal lattice. Thesp2-
hybridization of the carbon atoms entailsσ-bonds between adjacent atoms and thereby the
honeycomb lattice. In addition, the remainingpz-orbital of each carbon atom binds topz-
orbitals of neighboring atoms, wherezdepicts the direction perpendicular to the surface plane.
This results in the formation ofπ- andπ∗-bandsdepending on the respective sublattice of
graphene. On the one hand, graphene is a semiconductor for which the band gap is driven
by the intrinsicSOI. On the other hand, inside graphene, thisSOI is small because carbon
is a light element. Therefore, the size of the band gap isnegligible (Min et al., 2006). As a
result, graphene can be considered as a zero-band gap semiconductor. This means, that the
conduction and valence bands touch each other at theDirac points at the Fermi levelEF,
compare Fig.4.2(a). These points coincide with theK-points of the reciprocal lattice.

Theoretically, this was already described in 1947 using a tight-binding approach for the case
of graphite. In this approach electrons can hop between adjacent atoms, whereas the energy
dispersion relation depending on the wave vectorkx andky in Cartesian coordinates is given
by (Wallace, 1947):
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Figure 4.2: (a) Illustration of the band structure of graphene. Caused by the hexagonal struc-
ture of graphene, the unit cell of the Brillouin zone exhibitssix K-points, each three of both
sublattices. At these points the conduction and valence bands touch in theDPs and, hence,
form Dirac cones as visible in the zoom-in. Adapted fromKatsnelson, 2007with permission.
(b) Experimental confirmation of the linear band dispersionin the vicinity of theK-point for
a single layer of graphene on a SiC substrate, measured by means of ARPES. The energy
difference between theDP and the Fermi level is caused by a slight doping effect due to the
substrate. FromBostwicket al., 2007with permission.
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Here, a is the in-plane lattice constant,γ0 is the nearest-neighbor hopping energy (γ0 ≈
2.8 eV) andE− (E+) depicts the energy of theπ- (π∗)-band. The combination of the co-
sine functions explains the wave-like energy-dispersion in Fig. 4.2(a). As a consequence
of the contact of valence and conduction bands, the charge carriers can be easily tuned
between electron and hole conduction with concentrations up to 1013 cm−2. Caused by
the π- and π∗-bands (Latil et al., 2006), the band dispersion islinear in the vicinity of
the sublattice-dependent and therefore inequivalent Dirac points (DPs). This is easily
observable by means of angle-resolved photoemission spectroscopy (ARPES), compare
Fig. 4.2(b) (Rollingset al., 2006; Ohtaet al., 2006).

The wave function characterizing the system appropriately, is a two component spinor describ-
ing the charge carriers in either the one or the other sublattice of graphene. This feature is often
referred to as apseudospinof theπ-states. These can also be seen aschiral Dirac fermions,
that have lost their rest mass (Wallace, 1947) and mimic the physics ofQED. In this model,
chirality refers to the connection betweenk electrons and−k hole states arising from the same
sublattice. The Dirac fermions arequasiparticleswhich originate from the interaction of the
charge carriers with the periodic potential of the honeycomb lattice, i.e. from graphene’s two-
dimensionality. They are theoretically described by the relativistic (2+1)-dimensionalDirac
equation. The Dirac-like Hamiltonian is given by (Slonczewskiet al., 1958; Semenoff, 1984;
Haldane, 1988):
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Ĥ = νF · σ · p

= ~ · νF · σ · k

= ~ · νF ·
(

0 kx − iky

kx + iky 0

) (4.2)

whereνF is theFermi velocity,σ is the 2DPauli matrix, p represents the quasiparticle momen-
tum andk the quasiparticle wave vector. The Fermi velocity is given by: νF =

√
3aγ0/2~ ≈

c/300. This smallness compared to the speed of light c provokes, that effects of theQED
occur in a longer period of time and are often enhanced because they usually depend on
a factor c/νF = 300 (Katsnelsonet al., 2006). This was exemplarily proven in case of the
half-integer quantum Hall effect (QHE) (Novoselovet al., 2005; Zhanget al., 2005). The half-
integer characteristic of this effect relies directly on the massless Dirac fermions. The pres-
ence of electron-like and hole-like Landau states at zero energy, that can also be described by
the pseudospin introduced before, depict thesublattice-degeneracyof graphene. Interestingly,
graphene offers the possibility of observing theQHE even at room temperature due to the
large cyclotron gaps characteristic for these Dirac fermions (Novoselovet al., 2007).

Besides additionalQEDeffects that are expected to be present in graphene, theKlein paradox
was already proven experimentally (Itzyksonet al., 2006). It depicts the property of the Dirac
fermions to be independent of potential barriers induced byexternal electrostatic potentials.
Furthermore and interesting in view of future electronic devices,ballistic transportwas found
in graphene by means of transport measurements (Novoselovet al., 2004). These reveal a
propagation of the charge carriers without scattering overmacroscopic distances of several
micrometers. In agreement, recent investigations of suspended graphene revealed ultra-high
electron mobilities of up to 2× 105 cm2V−1s−1 (Morozovet al., 2008).

4.1.2 Preparation Methods

Since the graphene-related measurements performed withinthis thesis were carried out on
SiC substrates, the preparation will be given in detail in Sec. 4.2. Instead,epitaxial graphene
on metals is usually prepared with the help ofhydrocarbongases, such as ethylene (C2H4) or
benzene (C6H6). Within the chemical vapor deposition (CVD) growth technique, the sample
is heated to elevated temperatures in a hydrocarbon (HC) atmosphere after the initial removal
of residual contaminants. At these temperatures, theHC molecules, adsorbed by the metal
surface, break up, whereas the hydrogen desorbs from the surface and can be removed from
the UHV system. The remaining carbon atoms have enough thermal energy to build up the
honeycomb lattice of graphene.

The graphitization is another technique to obtain grapheneor to support theCVD growth. In
this case, the sample is annealed without applyingHC gases but usually to higher temperatures
compared to theCVD growth mode. This entails bulk carbon contaminants to segregate to the
surface. There, they either build up graphene as described before or they at least increase the
amount of available carbon for the graphene growth. This results in higher coverages and may
reduce the defect density inside graphene.

The combination of both procedures thus enables to effectively grow flakes or entire layers
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of epitaxial graphene (EG) on many metal substrates. Importantly, the properties of these
graphenes significantly differ depending on the substrate. This is caused by the varying cou-
pling strengths between the substrate and theEG. Additional influences can be induced by
structural differences caused by a mismatch with the lattice constant of thesubstrate beneath.
This can, for instance, cause the occurrence of a moiré superstructure.

4.1.3 Potential Applications

In view of its electronic properties, it is not surprising, that graphene was proposed for appli-
cations in ultra-fast future electronic devices. Indeed, graphene basedfield-effect transistors
with a cutoff frequency of≈ 100 GHz were already realized (Lin et al., 2010). These are
more than two times faster compared to Si-based field-effect transistors (FETs) of the same
gate length (= 240 nm). Graphene was additionally proposed being suitablefor spintronic
devices(Wolf et al., 2001). Using the difference of graphene’s zigzag and armchair edges,
asymmetric electronic states can in principle be realized depending on the spin of the charge
carrier. This can be achieved by applying in-plane homogeneous electric fields in graphene
nanoribbons (Sonet al., 2006).

Graphene was furthermore suggested to be suitable forquantum computing de-
vices(Cerlettiet al., 2005). This is due to the band structure, that is degenerated withrespect
to both sublattices of graphene’s honeycomb structure. By singly occupying the one or the
other sublattice via the usage of armchair/zigzag edges the valley polarization can be lifted.
As a result, a valley valve, representing a zero-magnetic-field counterpart of the spin valve,
seems to be achievable (Rycerzet al., 2007; Trauzettelet al., 2007).

Regarding the adsorption/desorption of atoms or gaseous molecules, graphene exhibits a step-
like resistance within transport measurements (Schedinet al., 2007; Wehlinget al., 2008).
This is due to the induced variation of the local charge carrier concentration if atoms or
molecules are adsorbed (or detached). In combination with the low-noise character and the im-
permeability of graphene with respect to gas molecules (Bunchet al., 2008), graphene seems
to be a promising candidate forgas sensorswith extreme sensitivities.

Related to that, graphene is capable to adsorb loads of hydrogen. Its application in the growing
field of fuel cell devicesseems hence to be reasonable due to its extremesurface-to-volume
ratio (Sofoet al., 2007). Moreover, this ratio motivates the use of graphene powderof unco-
agulated micrometer-size crystallites at low manufacturing costs in mass production. Such
powder can be potentially applied tobatteriesto enhance their capacities and to shorten their
charging times (Yoo et al., 2008).

In summary, graphene was proposed for many applications andpredicted to exhibit various
effects ofQED. Of course, this explains the major effort in graphene-related research, though
much work remains to be done in order to fulfill these expectations.
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Figure 4.3: (a) Schematic model of graphene grown on both facets of 4H-SiC. The yellow
and green balls represent Si and C atoms, respectively. (b) Graphene on the SiC(000̄1) surface
grows faster compared to the Si-face due to lower temperatures needed during the growth
process. Adapted fromFirst et al., 2010with permission.

4.2 Graphene on SiC

The growth ofEG on SiC is currently of high interest. This is owing to the SiC substrate rep-
resenting awide band gap semiconductorsuitable for high temperature, high electric fields,
and high-speed devices. It additionally allows a direct connection to conventional electron-
ics (Brandtet al., 1998; First et al., 2010).

The SiC crystal’s lattice structure is described by the stacking of basal plane bilayers of Si
and C, shown in Fig.4.3(a). The in-plane lattice constant is 3.07 Å and thez-spacing is 2.5 Å.
In general, differentpolytypesare distinguished, e.g. 4H and 6H, differing in the number of
bilayers per unit cell. The unit cell in case of 4H-SiC hence exhibits az-height of 10.0 Å,
while the 6H-SiC shows az-height of 15.1 Å. Both exhibitband gapsof about 3.2 eV. Note,
that no polytype-dependence of the properties of the on top grown carbidic structures was
found (Starkeet al., 2009). Furthermore, SiC enables to growEGon bothfacetsof the crystal
with strong influences on the properties of the respective graphene. As a result,EG grown on
the Si-terminated face, i.e. the SiC(0001) surface, has to bedistinguished from graphene on
the C-terminated face, i.e. the SiC(0001̄) surface, compare Fig.4.3. An example for the differ-
ences on both facets is given by the growth speed, compare Fig. 4.3(b). On the C-terminated
facet, lower temperatures are needed to form graphene. Thisconsequently leads to a higher
growth rate compared to graphene on the Si-terminated facet(Muehlhoff et al., 1986).

To increase the surface flatness after polishing and to passivate the samples, SiC is usually
hydrogen-etched prior to the growth ofEG. Afterward, graphitic layers on SiC are obtained
by thermal decompositionof the bilayers of the crystal lattice which first was observed in
1975 (Van Bommelet al., 1975). If the crystal is heated to typical temperatures of≈ 1400 K,
the covalent bonds between the Si and C atoms break up and Si issublimated from the surface.
During the growth of carbidic layers from the carbon-rich phase, the crystal surface undergoes
different intermediate states depending on the facet of the crystal.

Provided the case of multiple layers of graphene, the electronic properties of each layer rely
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Figure 4.4: (a) Graphene on the interface layer of a SiC(0001)substrate. The topmost graphene
layer is not interrupted at the substrate’s steps. The second layer grows underneath the top-
most closed layer starting at the substrate’s steps. FromLaufferet al., 2008with permission.
(b) STM constant-current map ofMLG/SiC(0001). The white parallelogram indicates the
moiré pattern, that is induced by the (6

√
3× 6

√
3)R30◦ reconstructed interface layer. Accord-

ing to the black lines, the in-plane lattice constant was determined. Tunneling parameters are
U = −0.1 V andI = 0.5 nA.

on the distance to the bulk SiC substrate, compare Fig.4.3(b). The substrate-nearest graphene
layer is stronglyn-dopedwith doping levels of typically 1013 cm−2. This doping level de-
creases rapidly according to the distance of the SiC substrate (Laufferet al., 2008). Under
normal circumstances, few-layer graphene exhibitscharge neutrality. The doping effect has
important consequences for potential applications because the mobility depends inversely pro-
portional on the charge carrier density. Consequently, low carrier densities are desired.

For the experimental investigations of individual 3d TM adatoms, graphene on SiC(0001) was
used as substrate. This is motivated by the Si-terminated surface being better characterized
than its C-terminated counterpart. Moreover, the growth of aclosed and homogeneous single
layer of graphene on SiC(0001̄) remains a challenging task although it was recently achieved
for the first time (Wu et al., 2009).

4.2.1 Graphene on SiC(0001)

In the case of theSi-terminated face, the actual preparation ofMLG/SiC(0001) – in the fol-
lowing referred to asMLG – starts with the deposition of Si onto the simultaneously annealed
surface. By this procedure, excess C, present at the surface, can be removed while the surface
undergoes different reconstructions (Starke, 2004). A final annealing step at a temperature of
≈ 1400 K without further Si deposition causes the emergence ofa (6

√
3× 6

√
3)R30◦ recon-

structed carbon layer, compare Fig.4.4(a).

By means ofARPES, the band dispersion of this layer’sπ-bands was resolved to fail the
graphene-like linear behavior at theK-point (Emtsevet al., 2008; Starkeet al., 2009). This
first layer consisting of carbon atoms does hence not exhibitthe peculiar properties of
graphene. It is usually referred to as thebuffer or interface layer(Charrieret al., 2002). The
different properties of the interface layer compared to graphene are understandable consider-
ing theπ orbitals being still strongly bonded to the underneath substrate. They saturate the
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dangling bonds of the topmost Si atoms, whereas the interface layer’s atomic structure is in
principle close to graphene’s (Mattauschet al., 2007; Varchonet al., 2007).

The second carbon layer growing on top of the interface layeris sufficiently decoupled to
depict the first layer ofEG on SiC, i.e.MLG. It is obtained by further annealing the sub-
strate at a temperature of≈ 1500 K (Riedlet al., 2007). MLG grows continuously across step
edges of the underlying SiC substrate (Laufferet al., 2008). However, as shown in Fig.4.4(b),
the influence of the interface layer still remains and shows up in form of a moiré pattern.
This moiré is easily detectable utilizingSTM for certain sets of tunneling parameters. It en-
tails a significant apparent corrugation of the surface and superimposes the atomic lattice of
graphene. According to the black lines, indicated in Fig.4.4(b), an in-plane lattice constant
of 244.2 pm is determined, close to the literature value, compare Sec.4.1.1. Moreover, due
to charge transfer from the SiC substrate,MLG is electron doped exhibiting a charge carrier
density ofn ≈ (1.0± 0.1)× 1013 cm−2 (Forti et al., 2011). TheDP is shifted to the occupied
states at≈ −0.4 eV (Bostwicket al., 2007; Zhouet al., 2007). Concerning potential applica-
tions,MLG revealed mobilities up to≈ 2.9 × 104 cm2V−1s−1. This value was acquired after
the charge carrier density was successfully lowered by the exposure of the surface to acceptor
molecules (Jobstet al., 2010). In view of applications, a substrate-induced band gap revealed
for MLG is also of significant importance (Zhouet al., 2007).

For higher coverages, further annealing at≈ 1500− 1600 K is required (Riedlet al., 2007).
The second layer of graphene, i.e. the third layer of carbon,starts to grow at the step edges
of the underlying SiC. More precisely, it grows underneath the topmost closed graphene layer
in a Bernal stacking(ABAB...) manner (Laufferet al., 2008), compare Fig.4.4(a). For multi-
ple layers of graphene, theπ-bands split intobondingandantibonding bands. Consequently,
distinguishing the exact coverage of few-layer graphene onSiC can easily be performed by
means ofARPESexperiments (Latil et al., 2006; Ohtaet al., 2007).

4.2.2 Quasi-free-standing Monolayer Graphene on SiC(0001)

The effect of the interface layer displaying a strongly bonded carbon layer can be overcome by
means ofhydrogen intercalation. If the interface layer sample is annealed in a H2 atmosphere
at temperatures of≈ 1000 K, hydrogen intercalates underneath the interface layer. This way,
it saturates the dangling bonds of the topmost Si atoms of thesubstrate (Riedlet al., 2009),
compare Fig.4.5(a). Consequently, theπ-bands of the interface layer can relax and form the
graphene-characteristic linear band dispersion at theK-point.

The procedure turns the former interface layer into the firsttrue layer of
graphene (Riedlet al., 2009). Upon this treatment, the charge carrier density shifts from an
electron-doped surface (n = (1.0 ± 0.1) · 1013 cm−2) for MLG/SiC(0001), toward a slight
hole-dopingof the surface (p = (3.1 ± 1.0) · 1011 cm−2) in case of hydrogen intercalated
graphene on SiC(0001) (Riedlet al., 2009; Specket al., 2011). This effect illustrates that
the hydrogen intercalation not only turns the first (former strongly bonded) carbon layer
into graphene, but also effectively decreases thecoupling strength(1013 cm−2 → 1011 cm−2)
between the respective graphene and the substrate. Therefore, hydrogen-intercalated
graphene/SiC(0001), shown in Fig.4.5(b), is usually referred to as quasi-free-standing
monolayer graphene (QFMLG)/SiC(0001) – in the followingQFMLG. It exhibits an
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Figure 4.5: (a) Schematic model ofQFMLG on SiC(0001). Adapted fromSpecket al., 2011
with permission. (b) Constant-current map ofQFMLG/SiC(0001). The hydrogen intercalation
turns the former interface layer into the first true layer of graphene. It also effectively reduces
the apparent corrugation of the substrate. This can be easily seen from the color bar com-
pared to that of Fig.4.4(b). The black lines were used to estimate the in-plane lattice constant.
Tunneling parameters areU = −0.08 V andI = 0.3 nA.

extraordinarysurface flatnessowing to the absence of the interface layer, compare Figs4.4(b)
and 4.5(b). The in-plane lattice constant was again determined according to the black
lines and matches that ofMLG, i.e. 244.4 pm. The remainingp-doping of the surface
was recently ascribed to a surface charge layer induced by spontaneous polarization of the
substrate (Risteinet al., 2012). This is a bulk property of the underneath SiC and unavoidable
for any hexagonal polytype of this material.

4.2.3 Graphene on SiC(000̄1)

Compared to the SiC(0001) surface, the growth of few-layer graphene/SiC(000̄1) exhibits sev-
eral variations. Generally, the same preparation techniques can be applied, i.e. Si deposition
on the simultaneously annealed sample and subsequent annealing without further Si deposi-
tion at higher temperatures. This procedure leads to different reconstructions of the SiC(0001̄)
surface, whereas in most cases, a coexistence of a (3×3) or a (2×2) structure was reported after
annealing at 1350 K (Bernhardtet al., 1999; Emtsevet al., 2008). A monolayer of graphene
on SiC(000̄1) is prepared by additional heating at 1400 K (Starkeet al., 2009).

By means of low energy electron diffraction (LEED), graphene/SiC(000̄1) was found
to consist of individual domains rotated by varying angles with respect to the sub-
strate (Starkeet al., 2009). The growth of graphene/SiC(000̄1) is hence moreinhomogeneous
in comparison toMLG/SiC(0001). A further difference is given by the coupling between the
first carbidic layer and the substrate, that is weak in case ofSiC(000̄1) (Emtsevet al., 2008;
Hiebelet al., 2008).

As illustrated in Fig.4.6(a), in the event of few-layer graphene, adjacent layers areusu-
ally again rotated by varying angles. They grow in aturbostratic growth modedifferent
from those of Bernal stacking (Hasset al., 2008b). Importantly, the rotational stacking pre-
vents theπ-bands of adjacent layers to interact with each other. Instead, each layer can be
seen as individually grownEG. This was evidenced byARPESexperiments on few-layer
graphene on SiC(000̄1) exhibiting independent Dirac cones for the three topmostlayers, com-
pare Fig.4.6(b) (Sprinkleet al., 2009). With respect to future electronic devices, few-layer
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(a)

(b)

Figure 4.6: (a) Schematic model of bilayer graphene on SiC(0001̄) indicating the
rotational stacking mechanism which decouples adjacent graphene layers. Adapted
from Hasset al., 2008awith permission. (b)ARPESspectra and momentum dispersion curve
obtained on few-layer graphene on SiC(0001̄) revealing three independent Dirac cones. This
evidences the lack of an interaction between those layers. The layers can hence be seen as
individually grownEGs. Adapted fromSprinkleet al., 2009with permission.

graphene/SiC(000̄1) reveals interesting properties. It shows discrete Landau levels at rela-
tively weak magnetic fields even at room temperature (Orlita et al., 2008). These experiments
imply ultra-high charge carrier mobilities of≈ 2.5× 105 cm2V−1s−1, interesting with respect
to graphene-basedFETs.

4.3 Individual Transition Metal Adatoms on Graphene

TheMLG samples were provided by the group ofU. Starkefrom theMax Planck Institute for
Solid State Researchin Stuttgart. These colleagues precharacterized the substrates by means
of atomic force microscopy (AFM). Moreover, the pristine surface was investigated utilizing
STM in Hamburg before the actual investigation of adsorbedTM atoms. To gain insight into
the experimental findings, density functional theory (DFT)-based calculations were performed
by the group ofA. Lichtensteinfrom the1st Institute of Theoretical Physicsof the University
of Hamburg.

4.3.1 Pristine MLG

The samples were grown in Ar atmosphere because this improves the surface morphology.
It reduces the defect density and thus provides large continuous and homogeneous layers of
graphene (Emtsevet al., 2009). Subsequently, the samples were precharacterized by means of
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Figure 4.7: (a) Large scale topography ofMLG indicating an average terrace width of
≈ 300 nm. (b)STM constant-current map of an individual SiC step edge. Neither bilayer
nor uncovered interface layer contributions can be found evidencing that the desired coverage
of one monolayer of graphene was perfectly achieved. Tunneling parameters areU = −1.0 V
andI = 0.5 nA (c) Line profile of the step edge as indicated in (b). FromEelboet al., 2013a.

AFM with respect to their coverages and their basic properties.An exemplary image is given
in Fig. 4.7(a). The large scale topography shows, that the average terrace width of the samples
is about 300 nm.

Before theSTM and X-ray-based investigations, further treatment of the samples was required.
Although graphene is a fairly inert surface, it adsorbs contaminants if exposed to air. There-
fore, the samples were degased at about 800 K prior to the experiments usingpBN heaters.
Fig. 4.7(b) displays aSTM constant-current map ofMLG with a single step edge of SiC.
According to the line profile in Fig.4.7(c), the obtained step height of≈ 2.5 Å reflects the
expected step height of a single bilayer of the substrate. Noregions of bilayer graphene or an
uncovered interface layer can be found. This proves that thedesired coverage of one layer of
graphene was perfectly achieved. Note, that the contrast variations on both steps, visible in
Fig. 4.7(b), are due to the interface layer as described in Sec.4.2.

4.3.2 STM on TM Adatoms on MLG

To investigate the properties of Fe, Co, and Ni, minute amounts of theseTMs were evaporated
onto MLG with the substrate located inside theSTM and held at 12 K, compare Sec.3.1.2.
Subsequently,STM experiments were performed to identify the adsorption sites, as shown
in Fig. 4.8. In case of Fe, the adsorption site was unfortunatelyunidentifiablebecause Fe
adatoms were moving during the experiments. This is owing tothe fact, that specific tunneling
parameters are necessary to simultaneously resolve the honeycomb lattice ofMLG. Lower
temperatures, e.g. by using a3He-based cryo-system with typical base temperatures of 0.3K
might help stabilizing the adatoms sufficiently. However, this finding hints toward a verylow
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Figure 4.8: (a)STM constant-current map of individual Co adatoms onMLG. The white
guidelines to the eyes indicate hollow sites of graphene’s honeycomb lattice. The inset thus
reveals top site adsorption for Co adatoms. Tunneling parameters areU = 0.5 V, I = 0.025 nA
and U = −0.5 V, I = 0.3 nA. (b) Constant-current map of individual Ni adatoms on the
same surface. According to the inset, Ni adsorbs on the hollow site. Tunneling parameters are
U = 0.4 V, I = 0.1 nA andU = −0.12 V, I = 0.5 nA. (c) Line profile as indicated in (a)
showing a single protrusion for the Co adatom. (d) Line profileas indicated in (b) revealing
two maxima and thereby a ring-like protrusion with a depression in the center in case of the
Ni adatom. The insets of (a,b) are adapted fromEelboet al., 2013b.

diffusion energyof Fe onMLG and, hence, to a weak interaction of Fe with the underlying
substrate.

Provided the case of Co/MLG, several individual adatoms can be identified as red protru-
sions in the overview image, compare Fig.4.8(a). The variations in the dark-blue back-
ground color of the surface is due to the interface layer (Laufferet al., 2008). The in-
set shows a typical high-resolution image of a Co adatom with the atomically resolved
graphene lattice at the same time. The white guidelines to the eyes correspond to hol-
low sites of the honeycomb lattice. Since the center of the Co adatom matches a triangle
spanned by these lines, the adsorption site is determined tobe on top. This means, that
the Co adatom adsorbson top of a C atomof graphene’s lattice. While most theoretical
approaches predict hollow site adsorption for Co adatoms on graphene (Duffy et al., 1998;
Yagi et al., 2004; Maoet al., 2008; Sevinçliet al., 2008; Johllet al., 2009; Caoet al., 2010;
Yazyevet al., 2010; Valenciaet al., 2010; Sargolzaeiet al., 2011; Rudenkoet al., 2012), this
finding confirms calculations performed within thegeneralized gradient approxima-
tion (Perdewet al., 1996) using anon-site Coulomb potentialGGA+U of U = 4 eV. By means
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of this model, Co atoms were found to adsorb on top of C atoms in ahigh-spin state withS =
3/2 and an electronic configuration of 3d84s1 (Wehlinget al., 2010; Wehlinget al., 2011).
Note, that individual Co adatoms on graphene were investigated before (Braret al., 2010). Un-
fortunately, Braret al.did not identify the adsorption site for Co adsorbed on graphene/SiO2.

The adsorption behavior differs for individual Ni adatoms, compare Fig.4.8(b). Ac-
cording to the high-resolution image, the center of the adatom perfectly matches
a crossing point of three guidelines indicatinghollow site adsorption in case of
Ni/MLG. This is consistent with recent experimental (Gyamfiet al., 2012a) and theo-
retical reports (Duffy et al., 1998; Yagi et al., 2004; Johllet al., 2009; Valenciaet al., 2010;
Caoet al., 2010; Yazyevet al., 2010; Wehlinget al., 2011; Sargolzaeiet al., 2011). The Ni
adatom is characterized by a ring-like protrusion with a depression in its center. The
line profile of Ni thus exhibits two maxima contrary to the line profile of Co, compare
Figs. 4.8(d) and 4.8(c). This strengthens the assignment of different adsorption sites for
both species. The adsorption of Ni on the hollow sites was explained by an orbital selec-
tive coupling of Ni orbitals withE1 (dxz,dyz) and E2 symmetry (dxy,dx2−y2) to graphene’s
Dirac states (Gyamfiet al., 2012a). The appearance of the Ni adatoms with a central de-
pression is a result of the node along thez-axis, which the aforementioned orbitals ex-
hibit. This node consequently appear as a depression inSTM topographies. In principle,
hollow site adsorption in case of Ni was theoretically predicted for a variety of electronic
configurations (Wehlinget al., 2011). However, by means ofSTS experiments, Gyamfiet
al. found strong indication, that Ni adatoms are predominantlyin the 3d104s0 configura-
tion (Gyamfiet al., 2012a).

The generalized gradient approximation including an on-site Coulomb potential (GGA+U)
model utilized by Wehlinget al. additionally supports theSTM investigations regarding an-
other aspect. At first approximation, the difference of the binding energies of various adsorp-
tion sites∆EB can be used as an indication of thediffusion barrier. This difference is the
smallest for Fe (∆EB(Fe) = 0.02 eV), followed by Co and Ni (∆EB(Co) = ∆EB(Ni) =
0.15 eV) (Wehlinget al., 2011). Moreover, the absolute binding energy of Co (EB(Co) =
0.62 eV) is smaller than that of Ni (EB(Ni) = 0.97 eV). By definition, this illustrates a weaker
binding with the substrate. Since Fe adatoms were not stablewithin theSTM experiments and
effective diffusion temperatures ofTD(Co) ≈ 50 K andTD(Ni) ≈ 97 K (Gyamfi, 2012b) were
determined, the experimental results and theoretical calculations are well in line.

4.3.3 XAS and XMCD on TM Adatoms on MLG

According to Sec.4.3.1, the terrace widthof MLG is about 300 nm. This is an important
aspect regarding theXAS/XMCD experiments with spot sizes of the X-ray beam in the mi-
crometer range. A large corrugation with many step edges of the underlying SiC substrate
might influence the properties of the adsorbed nanostructures. Even ifMLG is an uninter-
rupted closed layer (Laufferet al., 2008), an indirect influencedue to the SiC step edge is
possible. It can be illustrated by the local variation of theperpendicular direction. With re-
spect to flat regions ofMLG, the perpendicular direction is canted on the bended regions at
the step edges. Therefore, magnetic anisotropy directionsmight be tilted if the nanostructures
are adsorbed on these bended regions. With the obtained terrace width, the influence of the
bended regions is reduced to about 0.6 %, presuming a width of the region of about 2 nm.
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This corresponds to eight unit cells ofMLG. Consequently, an influence on the properties of
adsorbates originating from underneath SiC step edges appears to be negligible.
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Figure 4.9:XAS andXMCD measurements performed at theL2/3 edges for (a) 0.5%ALE
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XMCD data obtained at both angles normalized by theXAS intensity for theL3 edge. Adapted
from Eelboet al., 2013a.
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In case of theXAS/XMCD experiments, the graphene samples were of course degased utiliz-
ing the same procedure mentioned before. As a result, the preparation procedures were equal
to those of theSTM-based experiments. Effects provoked by the different experimental setup
are hence not expected. In order to determine the coverages of the TMs correctly, calibration
measurements were performed using a Cu(111) substrate. Copper was cleaned according to
the procedure given elsewhere (Pietzschet al., 2004). Except the time,equal deposition pa-
rameterswere used for the calibration measurements and the actual deposition. BecauseSTM
was performed at room temperature, the thermal energy was sufficient to enable accumulation
of theTM adatoms. This decreases edge effects and enhances the precision of determining the
deposition rates. As a result, theL3 XAS intensity can be correlated to the coverage.

The characterization of the nanostructures performed by means ofXAS andXMCD measure-
ments is summarized in Fig.4.9. The figure shows the magnetic absorption profiles (compare
Sec.2.5) for positive (µ+) and negative (µ−) helicity. TheXAS spectra are generally used to
gain information about the electronic properties of the sample. For instance, theXAS line
shape can be used to indicate theelectronic configurationof the ground state if compared to
theoretical multiplet calculations. Furthermore, Fig.4.9shows theXMCD (µ−−µ+) for 0◦ and
70◦ enabling to investigate the out-of-plane and in-plane magnetic properties.

A first important observation is, that theXAS line profiles deviate from those obtained
on multi-layer films of Fe, Co, and Ni (Chenet al., 1990b; Chenet al., 1995). In addi-
tion, they also differ from data obtained on metallic substrates (Gambardellaet al., 2003;
Błoński et al., 2010). The XAS spectra, shown in Fig.4.9, reveal amultiplet structure for
all configurations contrary to those earlier reports. This multiplet structure generally hints
toward a ratherweak interactionregarding two aspects. Firstly, the interaction between indi-
vidual nanostructures and, secondly, the interaction between the nanostructures and the sub-
strate. Consequently, the weak interaction explains the different behavior, because on metallic
substrates or in multi-layer films the interaction is usually strengthened. The decreased inter-
action strength is supported by two additional expectations. Firstly, the inert-like behavior of
graphene (Ohtaet al., 2007) suggests this behavior. Secondly, according to the fairlysmall
binding energies (between 0.29 eV and 0.97 eV),GGA+U model calculations predictphysi-
sorptionin case of Fe, Co, and Ni adatoms on graphene (Wehlinget al., 2011).

XAS and XMCD on Fe/MLG

In case of Fe, theXAS line shape reveals a broad peak for theL2-edge and two sharp res-
onances at theL3-edge, compare Fig.4.9(a). Interestingly, the dichroism at theL3-edge is
mainly caused by the low energetic resonance. The origin of the multiplet structure remains
unknown. It might trace back tomany-body, crystal field, or hybridization effects.

A comparison of the XAS line shape to theoretical multiplet predic-
tions (Van der Laanet al., 1992) indicates a 3d6 electronic configurationof the ground
state of the Fe adatoms, if a crystal field strength of 10Dq = 0.5 eV is assumed. How-
ever, this conclusion has to be treated carefully, because the symmetry of graphene
(dihedral: D6) is lower than the symmetry used within the calculations (tetrahedral:
Td) (Van der Laanet al., 1992). Additionally, the crystal field strength 10Dq cannot be deter-
mined from the performed experiments. These limitations may account for the deviations of
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the concluded 3d6 configuration from the 3d74s1 configuration, predicted within theoretical
models for Fe/graphene (Johllet al., 2009; Wehlinget al., 2011). Although disagreement
exists regarding this issue, the predictions match the experimental results concerning a
different issue. The calculations predict a high-spin ground state, that is in line with the
experimentally determined branching ratio,BRFe = 0.74. This also suggests a high-spin
ground state of Fe (compare Sec.2.6for further explanations aboutBR).

Unfortunately, the orbital moment and the spin sum rule cannot be applied because the mag-
netic moments were not saturated at the maximum magnetic field available (B = 5 T). Instead,
the ratioR (compare Sec.2.6) can be evaluated and givesRFe = 0.05± 0.03. In view of the
suggested high-spin ground state, this value indicates asmall orbital magnetic momentof the
adatoms, which is in line with recent relativisticDFT calculations (Sargolzaeiet al., 2011).

The inset of Fig.4.9(a) can be used to conclude about the easy-axis of the magnetic moments.
It depicts theXMCD for theL3-edge normalized by theXAS intensity. TheL3 resonance in-
tensity, acquired at normal incidence angle, exceeds the amplitude at grazing incidence angle
by 20%. This indicates anout-of-plane easy-axisfor Fe/MLG.

XAS and XMCD on Co/MLG

TheXAS/XMCD experiments dealing with Co adatoms onMLG are depicted in Fig.4.9(b).
In this case, theL3 edge consists of three individual resonances while for theL2-edge
again no multiplet structure can be resolved. Similar to Fe,the dichroism at theL3 edge is
mainly given by the low energy resonances. Interestingly, the multiplet features are less pro-
nounced compared to the case of Fe which hints toward astronger interactionin case of
Co. This is particularly in line with the predicted binding energies of Fe (0.27 eV) and Co
(0.62 eV) (Wehlinget al., 2011) and theSTM observations concerning the stability of these
species.

A comparison of theXAS line shape to the theoretical predictions (Van der Laanet al., 1992)
suggests a 3d7 electronic configurationof the ground state, if again a crystal field strength
of 10Dq = 0.5 eV is assumed. The branching ratio determined in case of Co matches that
of Fe, i.e.BRCo = 0.74, and again suggests a high-spin ground state. On the one hand, the-
ory also predicts a high-spin ground state. On the other hand, this result was achieved for
a 3d84s1 electronic configuration (Johllet al., 2009; Wehlinget al., 2011). The deviation be-
tween experiment and theory concerning the electronic configuration may trace back to the
aforementioned discrepancies regarding the crystal symmetries and the unknown crystal field
strength.

Equal to the case of Fe, the magnetic moments were not saturated. Motivated by the same
branching ratios of Fe and Co, the evaluation of the ratioRCo, compared to the value of Fe,
is of interest. For Co, this quantity is larger, i.e.RCo = 0.35± 0.02, which indicates ahigher
orbital moment, that is in line with theory (Sargolzaeiet al., 2011). Furthermore, the inset
of Fig. 4.9(b) exhibits, similar to Fe, an increased normalizedXMCD intensity for normal
incidence angle depicting anout-of-plane easy-axisin case of Co as well.
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Figure 4.10: (a) Theoretical spin-averageds andd LDOS as well as predictedXAS spectra
for Ni monomers on graphene. (b) The respective calculations for Ni dimers on the same
substrate. Adapted fromEelboet al., 2013a.

XAS and XMCD on Ni /MLG

Figure4.9(c) illustrates the results of 0.007ALE Ni/MLG, that yield an interesting peculiarity.
The XMCD is quenchedindicating that the Ni adatoms exhibit a 3d104s0 electronic config-
uration. This would be consistent with previous results (Duffy et al., 1998; Yagi et al., 2004;
Valenciaet al., 2010; Caoet al., 2010; Wehlinget al., 2011; Gyamfiet al., 2012a). Due to the
closed 3d-shell, theXAS profiles are expected to showno absorption resonancesbut only
step-like features originating from non-resonant transitions, compare Sec.2.5. In contrast, the
XAS spectra depict amultiplet structurewith basically two resonances at theL3-edge and a
broad resonance with two contributions for theL2 edge.

In order to explain this contradiction, atomistic simulations using first-principlesDFT
were performed to model the Nis and d-states and theXAS spectra at theL3-edge.
The model comprises the Viennaab initio simulation package (Kresseet al., 1994) with
a projector augmented plane wave based code (Blöchl, 1994; Kresseet al., 1999) and
the WIEN2K package (Blahaet al., 1990) with a full-potential linear augmented plane
wave (Krogh Andersen, 1975) basis sets. The generalized gradient approximation (GGA) was
employed to the exchange-correlation potential, while theresults were converged carefully
with respect to the number ofk points. The system was modeled by a 3×3 graphene supercell
of 18 carbon atoms with Ni placed on top. TheXAS spectra were calculated within the dipole
approximation using Fermi’s golden rule (Dirac, 1927).

The calculatedL3 XAS spectra for Ni monomers adsorbed in hollow sites are shown in
Fig. 4.10(a). They yield amultiplet structurewith two pronounced resonances in line with
the experiment. The spectra mainly follow the estimatedd-LDOS although thes-LDOS pro-
vides the strongest resonance. According to Sec.2.5, this is caused by the transition matrix
element being enhanced in case of transitions tod-states compared tos-states. Comparing
the theoretically determined spectra to the experimental data, reveals reasonable agreement.
While the separation of the predictedL3 resonances is given by∆Etheory = 0.9 eV, the exper-
imentally determined separation is slightly larger, i.e.∆Eexp. = 1.3 eV, compare Fig.4.9(c).
The relative intensities of both resonances (A< B =̂ A’ < B’) are in line for experiment and
theory.
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By this comparison the conclusion is unavoidable, that the measuredXAS spectra origi-
nate almost entirelyfrom unoccupied Ni d-states. This finding is only consistent with the
previous report (Gyamfiet al., 2012a) and with the vanishingXMCD, if the d-occupation
of the Ni adatoms close to, but not perfectly 3d10. It is hence higher compared to bulk
Ni (Chenet al., 1990b). In agreement with the Anderson impurity model (Anderson, 1961),
no magnetic moment can be formed if the occupation is close toa full shell. Consequently, a
vanishingXMCD is expected.

The small number of holes in the Ni 3d-shell is due to hybridization effects. Firstly, peak A’
arises from the hybridization of Nidz2-states with Nis-states, that marginally contribute to the
XAS. Secondly, peak B’ is dominated by the hybridization of Nidxy- anddx2−y2-states with
graphene’spz-states. The origin of this feature is the exclusive coupling of conduction band
states near the van Hove singularity of graphene, i.e. the discontinuity in theLDOS, to this
kind of d orbitals exhibitingE2 symmetry (Gyamfiet al., 2012a).

In case of an increased coverage of 0.014ALE Ni on MLG, the experiments reveal dramat-
ically different results. According to Fig.4.9(d), the relativeXAS intensities of the leading
resonances at theL3-edge reversed. In addition, and even more important, a small but signifi-
cantXMCD effect occurred arising from the first of both resonances.

In order to explain the experimental observations the calculations were extended to Ni
dimers, shown in Fig.4.10(b). The calculations are in accordance with the experimentre-
garding two aspects. Firstly, two main resonances at theL3-edge were found, whereas, op-
posite to the lower coverage, in this case the low energy peakis stronger in intensity. Sec-
ondly, the predicted energetic separation between both resonances matches the experiment
(∆Etheory = ∆Eexp. = 1.2 eV). Interestingly, peak C’ shifts about 0.5 eV downward in energy
compared to the monomer case. This can be attributed to variations of the band structure of Ni.
More precisely, the unoccupied dimers-states are shifted to lower energies while the amount
of unoccupiedd-states is increased. This hints to an enhanced hybridization of Ni s-orbitals
in the dimer case and consequently causes thed-orbitals to depopulate.

The effect amplifies according to themean cluster size. In fact, small clusters (nNi ≤ 4) are
found to benonmagnetic, but for larger clusters (nNi > 4) the magnetic moment isstable. It
increases up to 0.85µB per atom in case of a closed Ni layer on graphene. The occurrence
of anXMCD can hence be understood with respect to the increased coverage. This causes an
enhanced fraction of larger clusters (nNi > 4) for statistical reasons. An easy-axis of the mag-
netization cannot be determined though. According to the inset of Fig.4.9(d), the amplitudes
of theXMCD are equal for normal and grazing incidence angle.

4.4 The Influence of the Substrate

In the foregoing section, the properties ofTM adatoms onMLG were clarified. Regarding the
two-dimensional electron gas, these adatoms represent perturbation centers. In general, impu-
rities adsorbed on graphene are expected to cause electron scattering between both sublattices
of graphene. This type of scattering is referred to asintervalley scattering. With respect to the
band structure, intervalley scattering can be illustratedby scattering between both inequiva-
lent K-points. The effect was already experimentally observed for the case of defects within
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graphene (Rutteret al., 2007) or induced by surface-adsorbed impurities (Mallet et al., 2007).
Interestingly, in the vicinity ofTM impurities onMLG this effect was not observed.

Motivated by this lack,TM adatoms were deposited on a second type of graphene, namely
QFMLG. According to Sec.4.2.2, this type of graphene differs in anapparently minor way
from MLG. The underlying substrate is equal, both types of graphene exhibit well-defined
linear band dispersions and properties close to those of free-standing graphene. Only the de-
coupling mechanism differs, which results in a reduced apparent corrugation of the surface
and in an even enhanced decoupling efficiency in case ofQFMLG. As a result, observing or
not-observing intervalley scattering onQFMLG was expected to provide insight into its mech-
anism. The study focused on Ni and Co adatoms due to the negative experiences made bySTM
investigations performed on Fe adatoms. The samples were again provided by the group of
U. Starkefrom theMax Planck Institute for Solid State Researchin Stuttgart and also grown
in an Ar-atmosphere (Emtsevet al., 2009; Riedlet al., 2009). Prior to theSTM experiments,
the samples were degased insideUHV at≈ 850 K to remove residual contamination.

4.4.1 STM/STS on Co/QFMLG

Figure 4.11 displays Co adatoms being adsorbed onQFMLG. In view of theSTM obser-
vations obtained onMLG, it was surprising, that onQFMLG two different speciesof Co
adsorbates were observed. CoA has as a triangular appearance with a “Y”-shaped depression
on its center, shown in Fig.4.11(b). In contrast, according to Fig.4.11(c), CoB appears as a
“usual” adatom with a sharp protrusion in its center. The differences in terms of appearance
and apparent height can be easily seen from the line profile, given in Fig.4.11(d). In order
to exclude, that CoA-type features are entailed by clustering of three Co atoms, acontrol ex-
periment on a W(110) substrate was performed. By using the samedeposition parameters, an
average number of Co adatom per surface unit was estimated. This is only compatible with
the experiments on Co/QFMLG, if CoA features originate from a single Co atom. The high-
resolution images enable to determine the adsorption sitesof these species. Similar to the case
of MLG, the white guidelines to the eyes display hollow sites. Hence, CoA is adsorbed ontop
of a C atom, whereas CoB is adsorbed on thehollow site.

In addition,STSwas performed on both types of adsorbates, depicted in Fig.4.11(e). While
ramping the voltage a strong change of the tunneling currentat ≈ −0.25 V was observed
in case of CoB. This resonance goes hand in hand with a change of the appearance toward
a triangular shape. In conclusion, CoB changed toCoA. Despite this typical signature indi-
cating a change from one type of Co into the other, one might expect other characteristic
features for both types of adatoms. In general, theory predicts characteristic shapes of Fano
resonances (Fano, 1961) within the differential conductance depending on the adsorption site
of the particular adatom (Uchoaet al., 2009). Importantly, these resonances are predicted for
small tip-sample separations, at which Co usually is manipulated for the particular sample
system described here. Consequently, these resonances wereexperimentally not detected and
a comparison between theory and experiment regarding this issue is obsolete.

Figure4.11reveals some additional features. The overview image yields several dark depres-
sions on the substrate. These arise fromnon-hydrogen-saturated dangling bondsof the under-
lying topmost Si atoms of the crystal. Note, that neither in case of Co nor in case of Ni, an
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Figure 4.11: (a) Constant-current map of two types of Co monomers onQFMLG. Tunnel-
ing parameters areU = 0.3 V and I = 0.1 nA. (b,c) High-resolution images indicating top
and hollow site adsorption in case of CoA and CoB, respectively. Tunneling parameters are
U = −0.3 V, I = 0.1 nA andU = 0.3 V, I = 0.1 nA. (d) Line profile across CoA and CoB
adatoms as indicated in (a). (e) Set ofI and dI /dU spectra recorded onQFMLG and on the
adsorbed Co impurities. Tunneling parameters for theSTSareU = 0.3 V and I = 0.07 nA.
Subfigures (a,d and e) are adapted fromEelboet al., 2013b.

influence of these features was revealed onto the adsorptiongeometries or on the properties
of the adatoms. This suggests that the defect density was toolow to have a sizable effect on
the aforementioned properties.

4.4.2 STM/STS on Ni/QFMLG

In case of Ni/QFMLG, two different species of adatoms were observed as well. This can firstly
be seen from the overview image, given in Fig.4.12(a), and secondly from the indicated line
profile, displayed in Fig.4.12(d). NiA exhibits the same characteristic appearance as in case of
MLG, namely a ring-like protrusion with a central depression. In contrast, NiB appears with a
central protrusion only. Equal in both experiments is the adsorption site of the nodal-type NiA,
i.e.hollow site, compare Fig.4.12(b). Consequently, NiB is adsorbed in thetop siteaccording
to Fig. 4.12(c). Although the adsorption site of the Ni adatoms can be manipulated by the
STM tip, a switching from one type to another duringSTSexperiments was not observed,
compare Fig.4.12(e). The spectra only show different intensities of theLDOSof both species,
but neither characteristic resonances nor sudden changes.
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Tunneling parameters areU = −0.1 V, I = 0.09 nA andU = −0.05 V, I = 0.09 nA. (d) Line
profile along the line indicated in (a) comparing Ni atoms located on both adsorption sites.
(e)STSspectra taken on Ni atoms adsorbed onQFMLG. Tunneling parameters forSTSwere
U = 0.4 V andI = 0.05 nA. FromEelboet al., 2013b.

4.4.3 QFMLG vs. MLG

On the one hand, the deposition procedures were identical for the studies onMLG and
QFMLG. On the other hand, a completely different adsorption behavior was found. This con-
tradiction has therefore to be related to differences induced by the substrates even though one
might expect only small variations of their properties.

A first difference between those substrates is given in terms of thesurface roughness. A sizable
effect of the corrugation on the properties of adsorbed impurities was, for instance, reported in
case of carbon nanotubes (Durgunet al., 2004; Valenciaet al., 2010). Although they generally
represent a different sample system, nanotubes can be considered as corrugated sheets of
graphene depending on their diameter.

For the study at hand, one might hence wonder whether the adatoms’ properties are in-
fluenced by the enhanced surface roughness in case ofMLG. For MLG, the corrugation
arises from the moiré pattern induced by the interface layer. Interestingly, this type of moiré
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pattern was revealed to have a strong influence on the properties of graphene in case of
MLG/Ru(0001) (Gyamfiet al., 2011). By means ofSTSa strong bonding between substrate
and valley regions and a weak bonding between substrate and hill regions was found. This
indicates improved properties of the hills, which consequently are more similar to free-
standing-graphene. Hence, an influence of the (6

√
3 × 6

√
3)R30◦ superstructure in case

of MLG/SiC(0001) on the properties of graphene seems plausible. This might straightfor-
wardly influence the properties of the adsorbed atoms. For this reason, the adsorption sites
onMLG/SiC(0001) were investigated with respect to the moiré’s (6

√
3× 6

√
3)R30◦ unit cell.

Neither in case of Co nor in case of Ni an influence of the moiré pattern on the adatoms’
adsorption sites could be detected. For all cases, Co adsorbson top, while Ni adsorbs on the
hollow position. In addition, by means ofSTS, the electronic properties were found to be equal
among all adatoms of each species, independent of the relative position within the moiré’s unit
cell. Consequently, an effect based on the corrugation ofMLG/SiC(0001) is concluded to be
negligible.

Regarding the multiple configurations, the differentSTSfeatures obtained for CoA/CoB on
QFMLG have to be assigned todifferent electronic properties, because an atomic origin (clus-
tering) was excluded. Multiple stable configurations of Co ongraphene were predicted by
means of an active space self-consistent-field approach (Rudenkoet al., 2012). These calcu-
lations predict different equilibrium heights above the graphene sheet and different electronic
configurations. The configurations were computed to be either 3d74s2 or 3d94s0. However,
owing to the fact, that equal adsorption sites (hollow site)were found for both configurations
and top site adsorption was not predicted, this model is unsuitable to explain the experimental
observations.

For a specific Coulomb potential, different adsorption sites of Co on free-standing graphene
were predicted within the aforementionedGGA+U approach (Wehlinget al., 2011). For
U = 0 eV, hollow site adsorption was found exhibiting a 3d94s0 electronic configuration,
whereas in case ofU = 4 eV, a 3d84s1 configuration and top site adsorption were computed.
In contrast, the preferred adsorption site of Ni is the hollow position independent of the on-
site Coulomb potential resulting in a non-magnetic electronic configuration of 3d104s0. Hence,
the calculations performed for free-standing graphene show perfect agreementwith the exper-
imental observations onMLG, presented in Sec.4.3. For this reason, the assumption seems
plausible that theGGA+U (U = 4 eV) model (Wehlinget al., 2011) might also appropriately
predict the properties of Co and Ni adatoms onQFMLG.

The experimental observation of two simultaneously stableadsorption sites is consistent with
this model if thebinding energiesare discussed in more detail. The energy differences impor-
tant for the diffusion processes are 0.15 eV in both cases, Co and Ni. This implies diffusion
temperatures of about 65 K. As a result of the deposition temperature being 12 K within the
experiments, the adatoms can be assumed to be immobile. The adsorption behavior of the
adatoms is thus expected to be out ofthermodynamical equilibrium. Therefore, on the one
hand, the observation of two different adsorption sites in the case ofQFMLG is not surpris-
ing. On the other hand, this scenario is supposed to be valid for MLG as well. It is hence
unexplainable why only one type of Co and Ni adatoms were foundonMLG.

Further discrepancies occur between the experiment and theGGA+U
model (Wehlinget al., 2011) regarding the apparent heights in theSTM topographies
compared to the calculated heights of top and hollow site adsorbed atoms. In case of Ni,
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Figure 4.13: (a) Three-dimensionalSTM image ofQFMLG revealing a (
√

3×
√

3)R30◦ pat-
tern in the vicinity of CoA adatoms. Thez-scale is exaggerated for visual clarity. Tunneling
parameters areU = −0.3 V and I = 0.07 nA. (b) 2D-FFT analysis of theSTM topography.
Yellow circles indicate spots originating from graphene’slattice. The inner spots are related to
intervalley scattering of electrons between nonequivalent Dirac cones. Its periodicity is 3.7 Å,
equal to the wavelengthλF = 2π/kF = 3a/2, wherea is graphene’s lattice constant. Adapted
from Eelboet al., 2013b.

the theoretically predicted height difference (0.3 Å) matches the experimental estimation. In
contrast, this is not the case for Co. Here, the experimentally determined difference (≈ 0.8 Å)
is about twice as large as the theoretically computed one (0.4 Å).

Therefore, in view of the different observations on both types of graphene,noneof these mod-
els predicts the properties of the adatoms consistently. This hints toward significant substrate
effects, namely thedegree of decoupling, that so far remained neglected by theory. It seems
that this needs to be considered for an appropriate description of the properties of individual
3d TM adatoms on graphene on varying (and realistic) substrates.

4.4.4 Intervalley Scattering on QFMLG

QFMLG was chosen as a substrate due to the lack of intervalley scattering in the vicinity
of TM adatoms onMLG. Importantly, thedeposition of Coon QFMLG reveals this type
of scattering. This enables to precisely investigate this effect in a controlled manner, compare
Fig.4.13(a). The graphene lattice in the vicinity of Co adatoms exhibits an interference pattern
which was analyzed by means of a fast Fourier transform (FFT), shown in Fig4.13(b). While
the six outer (yellow marked) spots originate from graphene’s lattice, the inner spots stem from
a (
√

3×
√

3)R30◦ superstructure. This superstructure is entailed by the intervalley scattering
for which the Co adatoms induce the symmetry breaking.

Opposite to the diameter of the superstructure being≈ 3 nm in case of the y-shaped CoA-type
adsorbates, the diameter reduces to 2 nm in case of CoB-type adatoms. For Ni adatoms, the
effect was not observed. TheGGA+U model (Wehlinget al., 2011) predicts different elec-
tronic configurations among these adsorbates (Cotop site = 3d8, Cohollow site = 3d9, Ni = 3d10).
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As a result, the ruling criterion for the strength of this effect is suggested to be the valence
state of the adatom. Moreover, as already mentioned, the effect was not found in case ofMLG.
This hints again toward an influence of the substrate-graphene interaction or an insufficient
resolution caused by the superimposed corrugation due to the interface layer.

4.5 Summary

With the preceding sections deep insight was gained into thefield of individual magnetic
nanostructures grown on graphene. A SiC(0001) surface was selected for conceptional reasons
because it is well characterized, can be prepared with high quality, and allows for a direct
connection to state-of-the-art Si-based semiconductor devices.

By means of different experimental approaches, namely theSTM and X-ray based spec-
troscopy, combined with first-principlesDFT calculations, Fe, Co, and Ni adatoms and clus-
ters onMLG/SiC(0001) were investigated (Eelboet al., 2013a). Interestingly, Fe and Co
reveal paramagnetic behavior with out-of-plane easy-axes. The data of Ni adatoms yield
the final proof of a previously reported nonmagnetic ground state in the regime of single
atoms (Gyamfiet al., 2012a). TheXAS spectra support theSTM findings of generally weak
interactions (physisorption) between graphene and these types of adatoms. This ultimately
leads to the impossibility of assigning the adsorption siteof Fe with the available setup. In
contrast, Co was identified to adsorb in the unusual top position. This is contrary to most
theoretical results, but can be confirmed if an on-site Coulomb potential is included in the
theory. Importantly, in terms of magnetism, Ni is not unusable. The experiments clearly prove
that for elevated coverages a significantXMCD effect arises. Theory was able to attribute this
effect to thed-shell occupation of Ni which scales down according to the increase of the mean
cluster sizen. This way, Ni clusters can be tuned between nonmagnetic (n ≤ 4) and magnetic
behavior (n ≥ 5).

For MLG/SiC(0001), the first layer of graphene is decoupled by the carbon interface layer
saturating the dangling bonds of the topmost Si atoms of the substrate. The intercalation of
hydrogen effectively decouples the former strongly bonded interface layer and turns it into
the first layer of graphene, i.e.QFMLG. At first glance,QFMLG/SiC(0001) and possibly
adsorbed nanostructures are expected to exhibit properties very similar to the scenario of
MLG/SiC(0001). Surprisingly, this moderate variation of the substrate alters the above men-
tioned observations significantly.

By a purelySTM andSTSbased investigation dramatic changes in terms of adsorption sites
and adatom-substrate interactions were revealed by exchanging theMLG to aQFMLG sub-
strate (Eelboet al., 2013b). More precisely, both Co and Ni show up onQFMLG in two stable
configurations. They are either adsorbed on the top or the hollow sites of the substrate. Another
important finding is that the combination ofQFMLG and Co adatoms enables to investigate
the effect of intervalley scattering in a controlled manner. This effect arises from the scattering
of Dirac fermions between inequivalentK points within the Brillouin zone of graphene.

Regarding the different observations onMLG andQFMLG, the corrugation of the substrate
was concluded to have a negligible influence. Instead, the differences were assigned to the
degree of decoupling of the respective graphene. To this end, QFMLG represents the "im-
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proved" graphene since its chemical potential matches theDP even better thanMLG. Im-
portantly, there is no comprehensive theoretical model which can conclusively explain the
different findings on the very similar substrates ofQFMLG andMLG on SiC(0001).
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Chapter 5

Topological Insulators

Despite graphene, another modern class of materials, namely the class of topological insula-
tors, was investigated being subject of this chapter. Similar to the graphene-based studies, the
main focus was put on the combination of promisingTI candidates with smallTM nanostruc-
tures. The basic concepts and properties ofTIs are introduced in Sec.5.1. The section involves
a discussion of the expected phenomena and potential applications. Subsequently, the back-
ground of the experiments performed onTIs is described in detail in Sec.5.2. This involves
general aspects of the materials Bi2Se3 and Bi2Te3 and details of their preparation.

TheSTM/STS- andXAS/XMCD-based experiments as well as the related theoretical calcula-
tions for Co adatoms and nanostructures on Bi2Se3 are presented in Sec.5.3. This work was
published recently (Eelboet al., 2013c). The corresponding calculations were performed by
G. Bihlmayerfrom thePeter Grünberg Institute and Institute for Advanced Simulations.

The proceeding section, Sec.5.4, deals with another combined experimental and theoretical
study. Individual Fe adatoms on the surface of Bi2Te3 were investigated, whereas the corre-
sponding manuscript was lately published (Eelboet al., 2014). The theoretical contributions
were made by theTheory of Dirac Materials’group ofO. V. Yazyev. Both Bi2Se3 and Bi2Te3

samples were provided byI. Miotkowskifrom thePurdue Universityin the United States. A
summary of the mainTI-findings finalizes the chapter in Sec.5.5.

5.1 Overview of Topological Insulators

The concept of topological insulators is based on thequantum Hall effect discovered in
1980 (Klitzing et al., 1980). It represents the first experimental observation of a topologically
originated effect. For his achievementK. von Klitzingwas awarded thePhysics Nobel Prize
only five years later in 1985.

By means of transport measurements, performed on two-dimensional metal-oxide-
semiconductor samples at cryogenic temperatures (4.2 K), peculiar behavior was recognized.
Thebulk of the samples remainedinsulatingif perpendicular magnetic fields of the order of
15 T were applied. In contrast, current was carried by channels near the edges of the devices.
Consequently, these states were referred to as so-callededge states. The unidirectional edge
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(a) (b)

Figure 5.1: Illustration of two topologically different objects, reflecting (a) a topological insu-
lator and (b) an ordinary insulator. The ring structure cannot be modified into the trefoil knot
unless cutting the string. This is equivalent to a non-continuous change and a necessary vari-
ation of the topological invariants describing both classes. Adapted fromMoore, 2010with
permission.

currents cause a quantized conductance without losses due to dissipation. The quantized con-
ductance is a direct consequence of the electrons’ circularorbit due to the topology of the sam-
ple. This means that the quantum Hall state depends on the geometry of the sample because
the electrons are confined to two dimensions and subject of a strong perpendicular magnetic
field. In contrast, the quantum Hall state is independent of material details (Laughlin, 1981;
Thoulesset al., 1982).

Henceforth, the concept of topology was developed in detail(Wen, 1995). Topology depicts
structural properties of objects and can this way be used to characterize a certain class of
materials. The concept enables to determine topological invariants, such as theChern num-
ber or the Berry phase. These quantities determine a material to be either anordinary or
a weak/strong topological insulator. The Chern number can be computed by an integration
over the Berry curvature. Although the integrand depends on details of the surface geome-
try, the Chern number, due to integration, does not. Instead,it only depends on the global
topology (Qi et al., 2011).

To persist within the same topological class under a variation of the sample surface, the tran-
sition from the initial to the final state has to be ofsmooth, i.e. adiabatic, character. More
precisely, the system is not allowed to pass a quantum phase transition. As a result, the Chern
number remains constant during a smooth transition. For a two dimensional sample, differ-
ent number of holes reflect different classes of topology. Therefore, a sphere is topologically
equivalent to an ellipsoid, whereas a coffee cup (due to the hole at the handle) is topologi-
cally equivalent to a donut (Qi et al., 2011). For both examples one can consider procedures
to reform the initial to the final shape without introducing additional holes. In contrast, a
non-smooth transition requires discontinuities, compareFig. 5.1. The trefoil knot cannot be
transformed into the ring structure without breaking the string. Consequently, the Chern num-
ber of both objects is different.

The concept of topology can be easily applied to condensed matter systems, that exhibit an
energy gap (Zhang, 2008). In this picture, smooth transitions refer to the stability or instability
of the energy gap. For a Hamiltonian of a many-particle system with an energy gap between
ground and excited states, a smooth transition illustratesa process of one gapped state of
the system into another gapped state without an intermediate gapless state. This action can
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be more realistically illustrated by similarities of ordinary insulators and semiconductors. Al-
though the energy gap between valence and conduction band states of the semiconductor is
much smaller compared to the ordinary insulator, one can consider a transition of the respec-
tive Hamiltonian into the other without closing the gap (Hasanet al., 2010).

5.1.1 Properties

A usual insulator is characterized by a large bulk band gap between the valence and the con-
duction band. This cannot be overcome except for strong modifications of the material’s com-
position, e.g. by introducing electrically conductive dopants. Similar to usual insulators,TIs
exhibit bulk band gaps, that can be of significant size (several hundred meV). Opposite to
usual insulators, in the vicinity of phase transitions, i.e. a variation of the topological invari-
ants, the bulk band gaps ofTIs are bridged byconductive gapless surface or edge states. These
connect the valence and the conduction bands (Kaneet al., 2005). Note, that the interface of
a TI at a vacuum border depicts such a phase transition. The vacuum is topologically equiva-
lent to an usual insulator. Its conduction states are given by electrons and its valence states by
positrons.

Usual and topological insulators can be easily distinguished by the Chern number. The Chern
numberC characterizes an insulator being trivial (C = 0) or topological (C , 0). It can be
computed via a surface integral of the respective object (Nakahara, 2003). Thereby, the Bloch
wave functions|un(k)〉 describing the object in the reciprocal space need to be known. A line
integral over a closed loop determines the according Berry curvatureFn originating from the
object (Berry, 1984).

Fn = −i∇k × 〈un(k)|∇k|un(k)〉 (5.1)

The Berry phase can be seen as a geometrical phase of the objectin the reciprocal
space (Berry, 1984). Finally, the Chern number is given by the surface integral of the Berry
curvature over the entire Brillouin zone:

C =
1
2π

∑

n

∮

Fnd
2k (5.2)

In 2006, HgCdTe quantum wells were first proposed to be realistic candidates for
strong 2D TIs (Berneviget al., 2006). They were experimentally realized only one year
later (König et al., 2007). The samples consist of a structure of HgTe layers sandwiched be-
tween layers of CdTe with minimum thicknesses of 6.3 nm. Abovethis critical value, aband
inversionof the conduction-bands-states and the valence-bandp-states enables the expected
2D TI behavior, compare Figs.5.2(a,b). The edge states are illustrated in subfigure5.2(b) by
the red and blue lines connecting the valence and conductionbands.

Soon after the first experimental realization of aTI, their concept was generalized to three-
dimensional systems (Fuet al., 2007a; Mooreet al., 2007; Roy, 2009). As is the case for a 2D
TI, the above described configuration is not achievable for a3D structure without astrong spin-
orbit interaction, that hence is a prerequisite. Figure5.2(c) shows a model of the band structure



70 Chapter 5. Topological Insulators

(a)

(b)

(c)

Bi

Se

Chemical
bonding

Crystal field
splitting

Spin-orbit
interaction

P1x,y,z

-

P1x,y,z

+

P2x,y,z

-

P2x,y,z

+

P2z

-

P2x,y

-

P1z

+

P1x,y

++

P2z, ,↑ P2z,↓

P1x+iy, ,↑ P1x-iy,↓
+ +

P1x+iy, ,↓ P1x-iy,↑
+ +

P1z, ,↑ P1z,↓
+ +

- -

P2x+iy, ,↑ P2x-iy,↓
- -

P2x+iy, ,↓ P2x-iy,↑
- -

P0x,y,z

-

Figure 5.2: (a) Energy spectrum of the effective Hamiltonian of the HgTe layers sandwiched
between layers of CdTe in a cylindrical geometry. For a thin quantum well, this setup re-
sults in an insulating bulk energy gap. (b) For thick quantumwells, gapless edge states arise.
These bridge the bulk energy gap with opposite spin polarizations on both edges. Adapted
from Qi et al., 2010with permission. (c) Schematic illustration of the evolution of thepx,y,z

orbitals of Bi and Se resulting in valence and conduction bandstates. The evolution is driven
by the chemical bonding, the crystal field splitting, and theSOI, respectively. In particular,
theSOI leads to the band inversion highlighted by the green rectangles. The model neglects
the s-orbitals, as theDOS at the Fermi surface is mainly given by thep-states. Adapted
from Zhanget al., 2009awith permission.

of the 3DTI Bi2Se3. It illustrates that theSOI is the crucial ingredient to cause an inversion
of the p-orbitals. This is the characteristic feature of these materials (Zhanget al., 2009a).

The SOI mimics the effect of an external magnetic field by coupling the spin and orbital
angular momentum degrees of freedom of the electrons. This way, the electrons feelspin-
dependent forceseven in non-magnetic materials when they are moving throughthe crys-
tal (Moore, 2010). For this reason, the electrons with different spins propagate inopposite
directionsalong the edges giving rise to the quantum spin Hall effect (Murakamiet al., 2004).
The characteristic spin-dependent movement of the Dirac fermions established the nomencla-
ture of the so-calledhelical edge states. This is motivated by the formation of a left-handed
helical texture in momentum space.

The edge states show alinear-like dispersion. They hence cross each other in a certain num-
ber of Kramers degenerate pointsin the reciprocal Brillouin zone. This means that the sys-
tem is robust with respect totime-reversal symmetry. Away from these special points, the
SOI lifts the degeneracy. The Kramers degenerate points therefore form 2DDPs in the sur-
face band structure (Hasanet al., 2010). These level crossings of the helical edge states pro-
hibit a smooth transformation of aTI into an ordinary insulator not showing these edge
states (Qi et al., 2011).

Presuming an odd number of level crossings/DPs, the TI is called a strongTI characterized by
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respectingTRSand exhibiting topologically non-trivial states at the same time. In contrast, an
even number ofDPs leads to a weakTI characterized by non-stable edge states of the quantum
spin Hall state. According to Eq.5.2this property is mathematically described by the winding
number of the Berry phase. This is even (odd) in case of a trivial/weak (non-trivial/strong)TI.

5.1.2 Three-Dimensional Topological Insulators

Realistic candidates for 3DTIs are expected to be semiconductors with small band gaps that
consist of heavy elements. This suggestion bases on the relativistic effect of theSOI, that is
strong for heavy elements. Furthermore, theSOI can only have a strong enough influence on
the material to change its phase, if the material’s band gap is sufficiently small. Materials with
large band gaps are hence unsuitable.

The first realistic candidates of 3DTIs were Bi1−xSbx for 0.07 ≤ x ≤ 0.22 and
α−Sn (Fuet al., 2007b). Indeed, by means of surface-sensitiveARPESexperiments, Bi0.9Sb0.1

was identified to be aTI in 2008 (Hsiehet al., 2008). It also reveals the dissipationless quan-
tum spin Hall effect (Hsiehet al., 2009a). Here,ARPESis the method of choice because it
utilizes a modulated photon energy. This enables a clear distinction of TSSs from that of the
bulk 3D band structure. Topological surface states do not disperse along a direction perpen-
dicular to the surface whereas the bulk states do (Hasanet al., 2010).

5.1.3 2nd Generation Topological Insulators

Unfortunately, Bi1−xSbx is a randomly distributed alloy. Therefore, additional candidates of
strong topological insulators were searched and found within the so-calledsecond gener-
ation of strongTIs, i.e. Bi2Se3, Bi2Te3, and Sb2Te3 (Xia et al., 2009; Zhanget al., 2009a;
Chenet al., 2009). These materials feature several advantages compared to Bi1−xSbx. Firstly,
they arestoichiometric compositionsand, thus, can in principle be grown with higher quality.
This is expected to improve the signal-to-noise ratio in experiments and to enhance the ob-
servability ofTI-related effects. Secondly, these materials exhibitsizable bulk band gapsof
up to≈ 300 meV, much larger compared to Bi1−xSbx. This feature enables to observe the topo-
logical behavior even at room temperature and strongly improves the possibility of their use
for applications. Thirdly, these materials exhibit the simplest surface state which is allowed
for 3D TIs. According to Fig.5.3, they are characterized by asingle Dirac pointat Γ̄ whereas
Bi1−xSbx shows five crossings at the Fermi energy. This simplifies dataevaluation. One might
think that a singleDP violates the fermion doubling theorem (Nielsenet al., 1983). This the-
orem states that for a system preservingTRS DPs must come in pairs. The doubling theorem
remains valid due to the partnerDP being located at the opposite surface of theTI.

With respect to their outstanding properties, 2nd generationTIs show various similarities to
graphene. On the one hand,TIs and graphene areDirac materials. On the other hand, due to
the two sublattices, graphene exhibits two Dirac cones. These are furthermore spin-degenerate
and, thus, are contrary to the single Dirac cones of 2nd generationTIs. This difference leads to
interesting consequences important for applications and fundamental physics.

A first difference betweenTIs and graphene is given by theQHE. Although it is
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(b)(a)
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Figure 5.3: Energy and momentum dependence of theLDOSon the (111) surfaces of layered
and stoichiometric crystals of Bi2Se3 (a), Bi2Te3 (b), and Sb2Te3 (c). The results were ob-
tained by first-principles electronic calculations. The warmer colours represent higherLDOS,
whereas red regions depict bulk valence and conduction bands. Clearly, the calculations sug-
gest the existence of gaplessTSSs. These are depicted by the thin red lines, that bridge the
bulk energy gap and formDPs atΓ̄. Adapted fromZhanget al., 2009awith permission.

observable in both material classes, it is spin-degeneratein graphene (Haldane, 1988;
Novoselovet al., 2005; Zhanget al., 2005) due to thespin-degenerateDPs mentioned before,
compare Fig.5.4(a). As a consequence, electrons can propagate in the presence of disor-
der with different spin orientations in graphene. In contrast, inTIs, the propagation direc-
tion is linked to the spin giving rise to the non-degneratequantum spin Hall effect, shown in
Fig. 5.4(b).

This directly provokes another interesting effect. In contrast to graphene, on the surfaces of
strong 3DTIs, backscattering is suppressedin the vicinity of surface disorder, e.g. near a
step edge (Roushanet al., 2009; Zhanget al., 2009b; Alpichshevet al., 2010). Usually strong
disorder centers cause a formation of an insulating state (Anderson, 1958). This is different
for TIs, which are protected against this mechanism. This way, they differ from both, metal
substrates, that "accidentally" exhibit surface states, and graphene, that also is expected to
become localized in the presence of strong disorder (Castro Netoet al., 2009).

More precisely, the effect bases on the spin-dependent motion of the electrons on the TI sur-
face along a specific direction.TRSleads to adestructive interferenceof all possible backscat-
tering paths and thus to the suppression of backscattering.For a nonmagnetic perturbation on
the surface, backscattering can in principle be caused bySOI. If an electron with a fixed
spin state impinges on the scattering center, it turns either clock- or anticlockwise around
the impurity. Importantly, the electron can only propagateinto the direction it came from, if
its spin state inverts by an angleπ or −π, compare Fig.5.4(c,d). This way, both paths differ
by 2π which leads to an inversion of the wave function, that describes this electron. As a re-
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Figure 5.4: (a) In case of the quantum Hall state, propagating electrons exhibit spin-
degeneracy. (b) Presuming the quantum spin Hall effect of TIs, the propagation direction is
linked to the intrinsic spin. (c) and (d) In the presence of aTRS respecting (non-magnetic)
perturbation, backscattering is suppressed owing to the destructive interference induced by
the spin reversal. Adapted fromQi et al., 2011with permission.

sult, a destructive interference is obtained leading toperfect transmission. This illustrates the
absence of available states for backscattering. It depictsa spin-dependentballistic transport
of the charge carriers. However, forT > 0, inelastic backscattering processes are allowed.
In general, these will contribute to the conductivity and lead todiffusiverather than ballistic
transport (Hasanet al., 2010).

This can be visualized by means ofARPESexperiments. Constant energy contours exhibit
a hexagonal warping ofquasi-particle interferencepatterns. Those arise from the interaction
of the TSSs with the threefold symmetric crystal potential, that is a bulk property. By this
mechanism, certain scattering channels are enhanced compared to others (Chenet al., 2009;
Fu, 2009; Zhanget al., 2009b). An important aspect is that the hexagonal warping is strength-
ened in the case of Bi2Te3 because its bulk band gap is much smaller compared to
Bi2Se3 (Chenet al., 2010).

5.1.4 Expected Effects and Potential Applications

Concerning applications, 2nd generationTIs are most promising candidates due to their en-
larged bulk band gap. Bi2Te3 is already well known and commonly used in thermoelectric
devices for applications at room temperature.

In view of potential applications and fundamental science,a general problem to be solved is
the intrinsic doping effect of TI substrates. This is entailed by the fact that many of the in-
teresting effects are observable only if the chemical potential, i.e. theFermi level, is located
near theDP. Due toimperfectionsduring the growth process, this condition is usually not ful-
filled. The chemical potential is generally shifted to the bulk conduction band being not even
in the bulk band gap anymore (Hor et al., 2009; Alpichshevet al., 2010; Bianchiet al., 2010;
Wanget al., 2011).

For Bi2Se3 (Bi2Te3) the shift mainly originates from two different types of intrinsic defects.
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These are firstly SeBi (TeBi) antisite defects (Choet al., 1999; Urazhdinet al., 2002), where ex-
cess Se (Te) atoms occupy Bi lattice sites, or secondly Se (Te)vacancies (Scanlonet al., 2012;
Zhanget al., 2012b). Both types of defects lead to a considerablen-doping of the pristine sub-
strate. The doping effect can be reduced or compensated by a moderate Ca- or NO2-doping
(Sn-doping) of the Bi2Se3 (Bi2Te3) substrate introducing hole carriers (Chenet al., 2009;
Hor et al., 2009; Hsiehet al., 2009b). Manipulating the substrate’s band structure in this way
enables the ability of precisely adjusting the chemical potential near theDP. Consequently, ex-
cellent tunability by the application of electric fields is achievable, another feature interesting
in view of electronic devices.

Regarding fundamental physics, a variety of effects exists, that is accessible inTI-based sam-
ples. Moreover,TIs are also potential candidates for technological applications, although some
drawbacks have to be overcome for their realization, compare Sec.6.2.

In view of the protection of theTSSs with respect toTRS, quite naturally, the breaking of this
symmetry is expected to cause strong influences on theTI properties. Consequently, most ef-
fects are related to such a violation. Breaking Kramers degeneracy of theTSSs can be achieved
by altering theTI surface with magnetic impurities that exhibit a netout-of-plane magnetiza-
tion (Qi et al., 2008; Liu et al., 2009; Wrayet al., 2011). This dramatically modifies theTI
properties leading to the opening of a finite energy gap at theDP. If the DPis moreover tuned
toward the bulk band gap, this perturbation turns theTI into anordinary insulatorexhibiting
insulating behavior with respect to both, bulk and surface.

The presence ofTRSbreaking perturbations also affects theTI in a different way. Considering
the perturbation as a scattering center, the destructive interference, that is generally present on
TI surfaces, is disrupted. The aforementioned suppression ofbackscattering of the helical edge
states is thus lifted due toSOIwith this impurity (Qi et al., 2011).

Another consequence of lifting Kramers degeneracy by magnetic perturbations, is the expecta-
tion of a half integer quantized Hall conductance (Pankratov, 1987). This way, the proximity
to magnetic insulating perturbations gives rise to theanomalousQHE, that is a band insu-
lator with quantized Hall conductance but without orbital magnetic field (Qi et al., 2011). It
is detectable by means of transport measurements if a domainwall is introduced inside the
magnet (Hasanet al., 2010).

Furthermore,TRS breaking of the surface states gives rise to the magnetoelectric ef-
fect (Qi et al., 2008; Essinet al., 2009). This means, in the presence ofTRS breaking, on
the surface of aTI, an electric field generates a magnetic dipole or, alternatively a magnetic
field induces a charge polarization. The phenomenon is already known from multiferroic ma-
terials (Rameshet al., 2007). Compared to multiferroics,TIs have to be seen as the superior
choice for potential applications. This is owing to the greatly enhanced speed and reproducibil-
ity in TIs. Here, the effect results purely from the orbital motion of the electrons.

An outstanding prospect of aTI-based application is given by its combination with a super-
conductor. This is expected to enable the existence ofMajorana fermions(Majorana, 1937).
These are particles which are their own antiparticles. Hence, Majorana fermions are electri-
cally neutral and are in most respects "half" of an ordinary Dirac fermion (Wilczek, 2009). For
a heterostructure consisting of aTI and a superconductor, the surface of the superconductor
may transfer Cooper-pairs into theTI. This way, theTI surface becomes superconducting it-
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(a) (b)

Figure 5.5: (a) Structural model of the crystal lattice of Bi2Se3 in a side and top view. The
quintuple layers are only weakly bonded by van-der-Waals interaction between adjacent Se
atoms. Adapted fromZhanget al., 2009awith permission. (b) Structural model of the unit cell
and the crystal lattice of Bi2Te3 in a side view. The quintuple layer is indicated by a black box
whereas adjacent Te atoms are van-der-Waals bonded. Adapted from Haoet al., 2012with
permission.

self due to theproximity effect. The resulting 2D superconducting state is not spin-degenerate
and contains only half the degrees of freedom of an ordinary metal. This enables to induce a
vortex core inside the superconductingTI surface. Since Majorana fermions are expected to
exist in the vicinity of these vortex cores, both are trappedat the superconductingTI surface
region (Jackiwet al., 1980; Fuet al., 2008). Importantly, this concept offers the opportunity
for the firstdirect observationof Majorana fermions.

In view of potential quantum computing applications, a Majorana fermion depicts a degener-
ate two-level system, i.e. a qubit. Majorana fermions offer ahigh reliability because they obey
non-Abelian quantum statistics (Mooreet al., 1991). This tremendously reduces potential er-
rors in quantum computing devices (Kitaev, 2003; Collins, 2006).

5.2 Experiments on TIs

Turning to the desired experiments onTM nanostructures, appropriateTI substrates have to be
chosen first. In this view, the advantages of 2nd generationTIs compared to the initially inves-
tigated topological insulators, such as Bi1−xSbx, were obvious (compare Sec.5.1.3): Growth
with higher quality, the simplest possibleTI band structure, and large bulk band gaps are
expected to ease the investigations. As a consequence, Bi2Se3 and Bi2Te3 were chosen as
appropriate substrates for the investigations of adsorbednanostructures. In this section, the
bare substrates are introduced and characterized in more detail by means ofSTM andSTS
experiments. Therefore, the presented data represent the starting point for the adsorption of
magnetic Co and Fe nanostructures.

According to Fig.5.5, the crystal structures of Bi2Se3 and Bi2Te3 are very similar. The (111)-
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oriented crystals are built up of so-calledquintuple layers. A quintuple layer consists of al-
ternating layers of two times Bi and three times Se/Te. Inside each quintuple layer, the atoms
are covalently bonded. In contrast, adjacent quintuple layers are only weakly bonded by the
van-der-Waals interactionbetween adjacent Se (Te) atoms. Consequently, outer and inner Se
(Te) atoms are inequivalent with respect to their electronic properties due to the differences
in hybridization. The in-plane lattice constants are 412.8pm and 438.3 pm for Bi2Se3 and
Bi2Te3, respectively. The rhombohedral unit cell comprises threequintuple layers. Hence, the
lattice constants in thez-direction are 2.864 nm and 3.049 nm, respectively. The stepheights
corresponding to a single quintuple layer are 0.955 nm and 1.016 nm.

The single crystals of Bi2Se3 (Bi2Te3) were similarly grown via theBridgman technique. To
this end, a mixture of high-purity elements was initially deoxidized and purified by mul-
tiple vacuum distillations. Subsequently, the mixture washeated to elevated temperatures
(≈ 1150 K) for several hours. Afterward, it was slowly cooled down inside Se (Te) atmo-
sphere to compensate for vacancies. Finally, the crystals were zone refined at low speed to
obtain samples well-oriented in the (111) direction.

Recently, significant improvements were reported concerning the quality ofTI samples pre-
pared by means ofMBE (Zhanget al., 2010; Li et al., 2010; Wanget al., 2011). These works
prove that the characteristicTI properties already arise at small film thicknesses of only a few
quintuple layers, i.e. about six in case of Bi2Se3 and about two in case of Bi2Te3. More impor-
tantly, a significant charge transfer from the substrates toward theTI thin films was revealed
in the low-thickness range. Therefore, it is important to note that the samples, used within
the experiments at hand, were single crystals with much larger thicknesses. Consequently,
influences from the sample plates or the conductive adhesivewere naturally avoided.

Preparation for Experiments

For the experimental investigations the crystals were mounted to sample plates made of tung-
sten using conductive adhesive. In addition, pieces of a molybdenum foil were glued on top of
the crystals. Regarding theSTM andSTSmeasurements, the samples were transferred inside
the UHV-system into the cryostat, compare Sec.3.1. After the samples were cooled down
to 4.2 K, they were cleaved inside the cryostat, whereas the mechanical hand (wobble stick)
was used to grab the molybdenum foil. If the foil is actually pulled sideways relative to the
sample plate, the single crystals break along the (111)-direction. This is a result of the weak
van-der-Waals interaction between adjacent quintuple layers. Huge areas ofmonatomic steps
can be achieved - step edges are extremely rare. Similar to the measurements on graphene,
compare Sec.4.3, this is a welcome precondition for theXAS and XMCD measurements.
Step edges might falsify the experimental results due to different types of interactions with
attached nanostructures.

Unfortunately, in case of theXAS andXMCD measurements a cool-down of the samples prior
to the cleaving process was not possible. Hence, the sampleswere cleaved at room temperature
insideUHV and immediately cooled down to a temperature of≈ 6 K within fifteen minutes.
Room temperature treatment ofTIs over longer time periods usually involves a significant al-
tering of theTI’s band structure (Bianchiet al., 2010). This originates from a relatively strong
reactivity of these surfaces with molecules from the rest gas. Such molecules are gettered
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Figure 5.6: (a)STM constant-current map of the Bi2Se3 surface. For these tunneling parame-
ters (U = 500 mV, I = 300 pA) topmost Se atoms are visible as yellow protrusions. The
triangular feature at the right border of the image depicts aseldomly appearing pristine defect
of the substrate. (b)STSperformed on the surface at various tunneling currents. Thestabiliza-
tion voltage wasU = 300 mV. The global minimum of the conductance can be assignedto the
DP, that is indicated by a gray line at≈ −310 mV. (c) Dependence of the absolute minimum
of theLDOSon the applied bias voltage.

by theTI modifying its band structure significantly (Bianchiet al., 2011). However, since the
samples were cooled down within 15 minutes, this effect is assumed to benegligiblefor the
data presented here.

5.2.1 Pristine Bi2Se3

Figure5.6shows typical results fromSTMandSTSexperiments performed on Bi2Se3 crystals.
The constant-current image in Fig.5.6(a) reveals a uniform surface with yellow protrusions
representing topmost Se atoms. Besides, an example ofinfrequent triangular defectsis visible.
According to the explanation given in Sec.5.1.4, these defects were assigned to SeBi antisite
defects (Urazhdinet al., 2002). Apart from that, the in-plane lattice constant was determined
according to the line profiles indicated in Fig.5.6(a). The line profiles result in a combined
lattice constant ofaexp(Bi2Se3) = 414.3 pm, close to the literature value.

Furthermore, the crystal was investigated by means ofSTS, shown in Fig.5.6(b). Within
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the series of current-dependent spectra, several characteristics can be easily identified. All
spectra exhibit sharp enhancements of theLDOSat about -450 mV and -50 mV. These risings
depict theonsets of the bulk valenceandconduction bandsof Bi2Se3, compare Fig.5.3(a).
In between these features, theLDOS is greatly decreased and arises mainly from the surface
states of the crystal. Thereby, all spectra exhibit a globalminimum at an energy of≈ −310 mV.
It is obvious from the band structure that theLDOS is minimized at the energy where the
TSSs cross each other. Hence, this global minimum in theSTS spectra is assigned to the
DP of Bi2Se3. The shift of theDP with respect to the Fermi level illustrates the intrinsic
n-doping effect (Hor et al., 2009; Bianchiet al., 2010) due to the presence of SeBi antisite
defects (Urazhdinet al., 2002) and Se vacancies (Scanlonet al., 2012; Zhanget al., 2012b).
The absolute values of the global minimum of theLDOS can be extracted and investigated
depending on the applied bias voltageU, compare Fig.5.3(c). A straight line was fitted to the
data points. This line does not match thexy-origin of the plot. According to Sec.5.1.2and
Sec.5.1.3, this indicates afinite contribution of bulk statesto the overall conductivity.

5.2.2 Pristine Bi2Te3

Bi2Te3 investigated by means ofSTMis depicted in Fig.5.7(a). Similar to Bi2Se3, the substrate
exhibits wide and smooth areas. The topmost Te atoms are shown as yellow protrusions for
the tunneling parameters used here. The infrequent protruding clover-shaped defects were
identified before and assigned to TeBi antisite defects (Wanget al., 2011). Again, the in-plane
atom-atom distance was evaluated as indicated and results in aexp(Bi2Te3) = 444.3 pm, close
to the literature value.

The STS results obtained on Bi2Te3 are depicted in Figs.5.7(b,c). The onsets of the bulk
valence and bulk conduction bands are identified at+15 mV and+95 mV. In good agreement
with the theoretical band structure calculations for Bi2Se3 and Bi2Te3, compare Figs.5.3(a,b),
the bulk band gap is much smaller in case of Bi2Te3. Furthermore, the global minimum in the
STSspectra at≈ +40 mV must not be straightforwardly assigned to theDP, since in the case
of Bi2Te3, theDP is buriedby the onset of the bulk valence band.

To determine the energetic position of theDP the linear slopes of the “remaining” surface
states in theSTSspectra can be used, compare Fig.5.7(c). By fitting straight lines to these
sections of the spectra, theDPcan be estimated in a simple approximation by the intersection
point with thex-axis. This point indicates a vanishingLDOS and depicts the ideal situation
of an ultimately sharp crossing of theTSSs. This way, theDP is roughly determined to be at
≈ −35 mV indicating again a pristine electron doping of the sample, that is well in line with
previous observations (Alpichshevet al., 2010; Wanget al., 2011). The shift with respect to
the Fermi level can again be assigned to the existence of TeBi antisite defects (Choet al., 1999)
and Te vacancies (Scanlonet al., 2012; Zhanget al., 2012b). Note, that this procedure is not
reliable to precisely evaluate theDPbut, instead, has to be seen as a simple approximation. Er-
rors may be due to the fitting of the straight lines. These can,for instance, originate from bulk
contributions (finite temperatures, vacancies, crystal imperfections). Such influences would
mask the "true" conductivity of theTSSs and result in a misleading gradient of the straight
lines. Furthermore, they would affect the real conduction at theDP as well, compared to the
idealized case at hand.
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Figure 5.7: (a)STM constant-current map of the Bi2Te3 surface. For these tunneling parame-
ters,U = −400 mV, I = 200 pA, topmost Te atoms are visible as yellow protrusions. The
triangular clover-shape feature in the lower region of the image depicts a seldomly appearing
type of a pristine defect of the substrate. It was assigned toa TeBi antisite defect. (b)STSof
defect-free Bi2Te3 at various tunneling currents. The stabilization voltage wasU = 500 mV.
(c) Magnified view on the bulk band gap. In contrast to Bi2Se3, theDP is buried and, thus,
has to be determined by the linear slopes of theTSSs. According to this procedure theDP is
found at≈ −35 mV.

5.3 Co on Bi2Se3

The first experimental investigation focused on Co nanostructures deposited on Bi2Se3. The
Co coverages were varied in the range of 0.01ALE up to 0.10ALE. The samples were pro-
vided byI. Miotkowskifrom thePurdue University. To elucidate the findingsDFT-based cal-
culations were performed byG. Bihlmayerfrom theForschungszentrum Jülich. The pristine
substrate was precharacterized prior to theSTM experiments, compare Sec.5.2.1.

In view of theXAS andXMCD investigations, background spectra on the pristine crystals
were acquired first. Moreover, the deposition rates were determined using a W(110) substrate,
that was cleaned as described elsewhere (Bodeet al., 2007). Similar to the graphene-based
experiments, equal deposition parameters (excluding time) were used for these calibrations
and the actual measurements. Afterward, the coverage was estimated by means ofSTM. This
way, the coverage can be assigned to theL3 XAS intensity.
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5.3.1 STM on Co/Bi2Se3

After the precharacterization of the bare substrate, compare Sec.5.2.1, minute amounts of Co
were deposited with the sample held at≈ 12 K. A summary of theSTM observations is given
in Fig. 5.8. Obviously, Co appears intwo different typesof adsorbates, henceforth called CoA

and CoB. Both types of adatoms clearly occupy different adsorption sites, which is evidenced
by the white guidelines to the eyes. This is in line with a recent study dealing with Fe adatoms
on the same surface, where the authors observed two different types of adsorbates after low
temperature deposition as well (Honolkaet al., 2012).

According to Fig.5.8(b), CoA appears as a protrusion in anegg-shaped fashion. Furthermore,
the corrugation of the substrate is influenced by CoA revealing a sixfold symmetric pattern.
The substrate in the close vicinity is modified to exhibit a lower intensity and six faint protru-
sions can be seen symmetrically located around the adatom.

In contrast, the appearance of CoB is strongly different, shown in Fig.5.8(d). At this bias volt-
age (U = 200 mV) CoB appears in atriangular fashion. According to control experiments,
performed on a W(110) substrate, CoB-type features originate from a single Co adatom. Al-
though CoB exhibits also a central protrusion, the apparent height is much smaller compared
to CoA. This can be easily seen from the color scales of both subfigures. Moreover, the in-
fluence on the substrate in the event of CoB is threefold symmetric. Note, that especially the
appearance of CoB-type adatoms is strongly bias dependent. At larger biases,CoB appears
as an egg-shaped protrusion as well, but, compared to CoA, with a smaller apparent height.
Furthermore, the influence on the substrate remains threefold symmetric.

Interestingly, both types of adatoms show up with a different commonness. This suggests that
one of the adsorption sites might be energetically favorable. The relative abundance between
both types is aboutnCoA/nCoB = 3/1. However, the extremely low coverage of the sample
in combination with the limited scan area and scan speed of the STM calls for a careful
examination of this value.

To elucidate theSTM observations,DFT calculations were performed employing the
GGA (Perdewet al., 1996) and using the full-potential linearized augmented plane-wave
method as implemented in the FLEUR-code (Krogh Andersen, 1975; Wimmeret al., 1981;
Weinertet al., 1982; Blügelet al., 2006; FLEUR, n. d.). The model comprises a
(√

3×
√

3
)

R30◦ unit cell of four quintuple layers of the substrate.

Within the theoretical modeling, the fcc hollow site is found to be energetically favorable
by ≈ 90 meV compared to the hcp hollow site.STM constant-current maps were simulated
by integrating theLDOS between the lower boundary, i.e. the Fermi level, and the upper
boundary given by+100 mV. Although this value slightly deviates from the experimentally
used bias of+200 mV, aremarkable agreementbetween theory and experiment concerning
the appearances is found.

The simulated pristine surface, given in the inset of Fig.5.8(a), exhibits that topmost Se atoms
occur as protrusions in constant-current topographies at these biases. Hence, the Co adatoms
do not occupy the top position but insteadboth hollow sites(fcc and hcp). According to
Fig. 5.8(c), Co atoms adsorbed in a fcc hollow site are expected to appear asegg-shaped
protrusions. In contrast, Co adatoms adsorbed in the hcp hollow site are computed to show up
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Figure 5.8: (a)STM constant-current map of two isolated and different Co impurities on the
surface of Bi2Se3. Tunneling parameters areU = 200 mV andI = 750 pA. The inset reveals
the simulated topography for a bias ofU = 100 mV. The white guidelines to the eyes repre-
sent top positions of the surface Se layer. (b) Magnified viewon CoA revealing an egg-shaped
appearance and a sixfold induced pattern in the substrate. (c) SimulatedSTM topography of
a Co atom adsorbed in the fcc hollow site for a bias ofU = 100 mV. (d) Magnified view
on CoB showing a triangular shape of the adatom and a threefold pattern on the substrate.
(e) Simulated topography of a Co atom adsorbed in the hcp hollow site for a bias of
U = 100 mV. Adapted fromEelboet al., 2013c.

in a triangular fashion, compare Fig.5.8(e). For both hollow sites a relaxation of the Co atoms
into the crystal of about 0.2 Å is found. Although the strongest intensity in the latter case is
predicted to appear at the edges of the triangle, the agreement between theory and experiment
is striking. This suggests that CoA-type (CoB-type) atoms are adsorbed in fcc (hcp) hollow
sites. This assignment is particularly in line with the relative abundance of the adatoms. By
this assignment, the energetically favorable fcc-adsorbed adatoms are found more often than
their counterpart. Note, that the simulations can hardly beused to predict the influence on
the substrate, because they were performed for an effective coverage of 0.33ALE to keep
the computational costs low. As a result, the calculations reveal an overlapped impact on the
substrate originating from different adatoms within the unit cell.

Comparing these results to an experimental work reported before (Ye et al., 2012), which
deals with the particular sample system of Co/Bi2Se3, uncovers a sharp contradiction. In
this work, not only a single adsorption site of Co adatoms on Bi2Se3 was found, but this
was moreover identified being thetop positionof the surface Se layer. Although this contra-
diction cannot be unambiguously clarified, a possible causemight be given by the different
preparation conditions. In the earlier study, both the cleaving process of the single crystals
and the Co deposition were performed atroom temperature. Even though in this case the
thermal energy is high enough for the Co atoms to relax on the surface, a top site adsorp-
tion is surprising owing to the energetically favorable fccposition. Hence, it should be men-
tioned, that at room temperature other effects can occur as well. For instance, anexchange
processof Fe adatoms originally deposited at low temperatures on the Bi2Se3 surface was
found recently (Schlenket al., 2013). The authors revealed that by a very moderate annealing
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Figure 5.9:STS experiments performed on Bi2Se3 before (righty-scale) and after the de-
position of Co (lefty-scale). Tunneling parameters areU = 200 mV andI = 100 pA.
The blue arrow indicates the global minimum (DP) before Co deposition. Upon this de-
position, the global minimum shifts downward in energy by about −50 mV (black arrow).
Furthermore, in the event of CoB, a characteristic resonance at≈ −400 mV was identified.
FromEelboet al., 2013c.

Fe adatoms can diffuse into the bulk crystal already atT = 260 K. There, they substitute Bi
atoms at their lattice sites. This goes hand in hand with a growth of clusters at the surface.
These clusters are assumed to contain the substituted Bi atoms. It remains an open question
whether similar processes can also occur for Co. However, thedifferent preparation condi-
tions might in principle explain the different findings of the previous work (Ye et al., 2012)
compared to the data at hand.

5.3.2 STS on Co/Bi2Se3

Besides the topographic characteristics, the electronic properties were investigated by means
of STS. Therefore, prior to the deposition of Co adatoms, the pristine substrate was examined
first, compare Fig.5.6(b). After the surface was exposed to Co, point spectra were acquired
on both types of adsorbates and on the surface far away from any impurity, summarized in
Fig. 5.9. This so-called off-dopant spectrum reveals a shift of the global minimum of about
−50 mV upon the deposition of Co from≈ −310 mV toward≈ −355 mV. Co hence serves for
anelectron doping effectof the sample.

As pointed out in Sec.5.1.4, the moments of the magnetic adatoms are expected to have a
strong influence on theTSSs by opening a gap at theDP (Liu et al., 2009) if their magneti-
zation is aligned perpendicular to the surface plane. Furthermore, a recent theoretical work
predicts such an opening for the explicit system of Co/Bi2Se3 (Schmidtet al., 2011). In con-
trast, according to Fig.5.9, an opening was experimentallynot observed, neither far away
from the adatoms nor in their close vicinity. This finding suggests an easy-plane anisotropy
for Co/Bi2Se3 in the low coverage regime.

Interestingly, the spectra of the adatoms reveal an additional resonancein case of CoB at
≈ −400 mV. CoA-type atoms do not reveal a similar resonance for the tunneling parameters
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Figure 5.10: Fat band analysis and vacuumDOSof Co atoms adsorbed in the (a) fcc and (b)
hcp hollow site. While spin-up states are labeled red, spin-down states are labeled blue. The
size of the circles indicate the spin-polarization of the states in a region above the surface. The
gray lines indicate theDPs, that are determined to be at -550 meV and -250 meV for the fcc
and hcp position, respectively. FromEelboet al., 2013c.

chosen. Importantly, during theSTS, a modification of CoB adsorbates was observed several
times. Thereby, the appearance and the adsorption site changed toward CoA. A change from
CoA toward CoB was never detected. This observation is particularly in line with the assign-
ment of CoA to the energetically favorable fcc-site.

The different electronic properties and the different appearances of both types of Co adatoms
suggest different hybridizations with the substrate. This is further strengthened by the discrep-
ancy between experiment and theory regarding the relaxation depths. Although theory predicts
similar values for hcp- and fcc-occupation, the experimentally resolved apparent heights differ
strongly, compare Fig.5.8(b) and Fig.5.8(d).

To gain insight, a fat band analysis of the adsorbates was performed, shown in Fig.5.10. The
figure presents the spin-resolvedDOS of both types of Co with respect to their easy-axes.
The easy-axes are given by the computed anisotropies which are found to beK f cc = −6 meV
(easy-planeanisotropy) andKhcp = +3 meV (out-of-planeanisotropy). Although it might be
surprising at first glance, site-dependent anisotropies were reported before for the systems of
Fe and Co adatoms on Rh(111) and Fe adatoms on Pd(111) (Błoński et al., 2010) as well as
Fe adatoms on Pt(111) (Khajetoorianset al., 2013b). Note, that the calculations at hand were
again performed for an effective coverage of 0.33ALE. Therefore, they cannot be used for a
direct comparison with theSTSobservations.

TheDPs are found at -550 meV and -250 meV for fcc or hcp occupation, respectively. Presum-
ing fcc occupation, the band structure shows two additionalCo bands at≈ +300 meV above
theDP. These bands are shifted to≈ −100 meV below theDPin the case of hcp. With respect
to the conduction band minimum, these prominent Co-induced peaks are found -120 meV
(fcc) and -220 meV (hcp) lower in energy. From this, astronger hybridization(gain of bind-
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ing energy) in case of hcp is evidenced. In view of the Bipz-states being most sensitive to
the difference between fcc and hcp occupation, the Co bands thus originate mainly from the
hybridization of Co minority states with Bipz-states. In the hcp case, these states are shifted
downward in energy. Therefore, the smaller Bi-Co distance in this case leads to a stronger
hybridization and a gain of binding energy at the center of the Brillouin zone. This explains
thedifferent dispersionsof the Co bands for fcc and hcp, compare Figs.5.10(a,b).

5.3.3 XAS and XMCD on Co/Bi2Se3

Furthermore, the Co nanostructures were also investigated by XAS andXMCD, summarized
in Fig. 5.11. As already mentioned in Sec.5.2, the cleaving process was performed at room
temperature and the samples were subsequently cooled down as fast as possible. The deposi-
tion was done at low temperatures with the substrate held atT ≈ 6 K. Similar to the graphene-
based experiments the upper (lower) panel reveals data obtained at normal (grazing) incidence
angle to examine the out-of-plane (in-plane) properties.

According to Fig.5.11(a), theXAS line shape exhibits a single strong resonance with a high-
energy shoulder at theL3-edge and a single resonance at theL2-edge. The comparison of
the experimental data with theoretical multiplet predictions (Van der Laanet al., 1992) sug-
gests a 3d7 electronic configurationof the ground state of Co, if a crystal field strength
of 10dq = 1.0 eV is assumed. Similar to the case of graphene, this finding has to be
treated carefully. The rhombohedral crystal structure of Bi2Se3 exhibits a dihedral D3d space
group and therefore shows a lower symmetry than used within the calculations (tetrahedral:
Td) (Van der Laanet al., 1992). However, the electronic configuration 3d7 is the free-atom
configuration of Co. Presuming its correctness, this observation is in line with recent reports
on Fe/Bi2Se3 (Honolkaet al., 2012) and Co/Bi2Te3 (Shelfordet al., 2012). In these reports,
theTM adatoms were also found to be in their pristine configuration.

Turning to the branching ratio (Tholeet al., 1988), a value ofBR= 0.84± 0.01 is found. This
suggests ahigh-spin ground stateof the Co nanostructures. From the inset of Fig.5.11(a)
the easy-axis can be estimated. The normalizedL3 signal strength is enhanced by≈ 20%
for the data obtained at grazing incidence angle. Consequently, an easy-planeanisotropy is
determined for the low-coverage regime. Importantly, in view of the relative abundance of
both Co species within theSTM experiments (nCoA/nCoB = 3/1) and the prediction of an in-
plane easy-axis for Cofcc, this observation particularlystrengthensthe assignment of CoA =

Cofcc. The easy-plane anisotropy is on the one hand in agreement with Fe on Bi2Se3 after low
temperature deposition (Honolkaet al., 2012). On the other hand, it is contrary to predictions
of an out-of-plane anisotropy for the particular system of Co/Bi2Se3 (Schmidtet al., 2011)
and to experimental studies dealing with Co and Fe adatoms on Bi2Se3 after room temperature
deposition (Ye et al., 2012; Ye et al., 2013).

The results obtained at an increased coverage of 0.08ALE reveal interesting modifications.
TheXAS line shape basically remains constant but reveals a faint decrease in intensity of the
L3 high-energy shoulder, compare Fig.5.11(b). Moreover, the branching ratio is found to be
independent of the coverage indicating again a high-spin ground state of Co. In contrast, the
normalizedXMCD, given in the inset, exhibits a surprising variation of the easy-axis which
now pointsout-of-plane. According to the series of coverage-dependent normalizedL3 inten-
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Figure 5.11:XAS andXMCD spectra for (a) 0.01ALE and (b) 0.08ALE of Co/Bi2Se3 for
normal (upper panel) and grazing (lower panel) incidence angle. The insets show theXMCD
signal strengths normalized by theXAS L3 peak intensities. (c) NormalizedXMCD signals
of theL3-edge for a series of coverages ranging from 0.01ALE to 0.08ALE for normal (left
panel) and grazing (right panel) incidence angle. The colored lines are guidelines to the eyes.
The series goes hand in hand with a downshift of the peak position with respect to the energy.
Adapted fromEelboet al., 2013c.

sities, shown in Fig.5.11(c), this modification of the anisotropy depicts aspin reorientation
transition from in-plane toward out-of-plane. With respect to the accuracy level of the cover-
age estimation, theSRToccurs between 0.04ALE and 0.08ALE.

Similar to the graphene-based experiments, the magnetic field available (B = 5 T) was not suf-
ficiently strong to saturate the magnetic moments of the Co nanostructures. The sum rules thus



86 Chapter 5. Topological Insulators

0,00 0,02 0,04 0,06 0,08 0,10
0,3

0,4

0,5

R
0°
70°

coverage (ALE)

ra
ti

o
R

779,4

779,7

780,0

780,3 L
3

p
e

a
k

p
o

s
itio

n
(e

V
)

Figure 5.12: Coverage-dependence of the calculated ratioR (left y-axis) and theL3 XMCD
peak positions (righty-axis) for normal and grazing incidence angle, extracted from
Fig. 5.11(c).

must not be applied. Instead, the ratioR of orbital to effective spin moment was determined.
According to Fig.5.12, this ratio is found to beR0.01 = 0.33±0.02 in the low coverage regime.
Importantly, the value exceeds the Co bulk value significantly (Chenet al., 1995). This indi-
cates the character ofindividual adatomsinvestigated here. Furthermore,R0.01 shows good
agreement with previous results (Ye et al., 2012).

Since the branching ratio and theXAS line shape are basically independent of the coverage,
the same electronic configuration with a high-spin ground state is expected for the elevated
coverage. Consequently, the spin moment is expected toremain constantupon increasing the
coverage toward 0.08ALE Co. Regarding the orbital moment, an increase of the coverage
generally goes hand in hand with a lowering ofmL (Gambardellaet al., 2003), thus the ratioR
is expected to decrease. Instead, an unexpectedrising of the ratioaccording to the coverage is
found, compare Fig.5.12. For the highest coverage, the ratio is estimated asR0.08 = 0.49±0.03.

Taking a closer look, this pretended contradiction can be explained by respecting the spin
reorientation transition (SRT) mentioned before. For the low coverage regime, an easy-plane
anisotropy was determined, i.e.mx

L > mz
L, for z denoting the direction perpendicular to the

surface plane. In this case, the ratio is thus given byR0.01 = mx
L/m

x
S, e f f = 0.33 ± 0.02.

For the high coverage regime the anisotropy has rotated to out-of-plane, which implies
mx

L < mz
L (Bruno, 1989). Moreover, within the theoretical model, the magnetic spin mo-

ments were found to be almost independent of the orientation, i.e.mx
S ≈ mz

S (1.17µB/atom≈
1.15 µB/atom). Assuming a constant ratio of in-plane orbital momentand in-plane spin mo-
ment while increasing the coverage, the experimentally determined boost ofR (R0.08 > R0.01)
is plausible and essentially driven by theSRT. Note, that within this discussion the spin dipole
momentmD, which is part of the effective spin moment (mS, e f f = mS + mD), is assumed to
have a negligible (coverage-independent) influence.
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Figure 5.13: STM topography of 0.10ALE Co/Bi2Se3. Tunneling parameters are
U = −200 mV andI = 500 pA. At this bias, CoA type adsorbates appear in a triangular
fashion pointing to the lower border of the image (green). CoB type adsorbates appear in a
triangular fashion as well, but point to the upper border of the image (red). In addition, a
significant amount of clusters (yellow) is observed.

5.3.4 Spin Reorientation Transition of Co/Bi2Se3

The remaining open issue concerns the origin of theSRT. A first possible explanation is given
by a coverage-dependence of the relative abundance of fcc and hcp hollow site occupations.
If for an increased coverage, the preferential occupation changes from the fcc toward the hcp
hollow site, theSRTwould be caused by the theoretically predicted out-of-plane anisotropy
for this site. To this end, a series of coverage-dependentSTM experiments was performed up
to an overall coverage of 0.10ALE Co/Bi2Se3, exemplarily shown in Fig.5.13. According to
Fig.5.9, Co adsorbed in the hcp hollow site exhibits a resonance at -400 mV in theSTSspectra.
This way, for every coverage, the ratio of adatoms, that exhibit this resonance compared to the
rest, can be determined. Although this ratio fluctuates while increasing the overall coverage
of Co/Bi2Se3, the ratio does not invert. CoA adatoms remain the predominant species, even if
the coverage is raised, compare Fig.5.13. TheSRTcan hencenot be driven by an inversion
of the relative fcc/hcp abundance.

Instead, a different effect is ascribed to be responsible for theSRT. When the overall coverage
is raised, themean distancebetween individual Co adatoms is decreased. Above a critical
coverage, this reduced distance is likely to cause a significant increase of theinteraction of
Co impuritieson the surface. As a result, Co clusters are expected to grow onthe surface. In
the coverage-dependentSTM studies, exactly this effect was observed, compare the yellow
squares in Fig.5.13. It seems plausible that the properties including the magnetic anisotropy
of the Co atoms bonded in these clusters deviate strongly fromthose being individually ad-
sorbed on the Bi2Se3 surface in the low coverage regime. In particular, the emerging growth
of clusters certainly influences the chemical state and the crystal field splitting of the involved
Co atoms.



88 Chapter 5. Topological Insulators

These effects are supposed to be observable by means ofXAS andXMCD. Their line shapes
are results of the averaged electronic properties of the ensemble of fcc/hcp Co adatoms and
clusters probed by the X-ray beam. In agreement to these thoughts, a relativedecreaseof the
high-energy shoulder at theL3-edge can be determined for the elevated coverage, compare
Figs.5.11(a,b). Furthermore, Fig.5.12reveals that by increasing the coverage, a continuous
shift downward of the peak position with respect to energy occurs.

Compared to the strongly affected magnetic properties, the described variations of theline
shapes are very moderate. This basically suggests that the chemical state is not abruptly
changed. When raising the coverage, the number of clusters compared to the overall number
of individual adatoms is also expected to vary moderately. The assignment of the described
effects to the variations of the adatom/cluster distributions when raising the coverage therefore
seems to be reasonable. TheSRTis thus suggested to be driven bycluster formationupon de-
creasing the mean distance between Co adatoms. The argumentation is supported by a recent
investigation of bulk doped Mn-Bi2Se3 (Zhanget al., 2012a). In this study, excess Mn clusters
on the surface were assumed to cause a significant influence onthe surface magnetization of
the sample.

Importantly, even in the high-coverage regime,no gap-openingwas observed by means of
STS. This is contrary to the expectations (Schmidtet al., 2011), because the magnetization
has rotated toward the out-of-plane direction, compare Sec. 5.1.4. A gap-opening is of course
only expected in the vicinity of the out-plane-magnetized Coimpurities. According to the fore-
going paragraph, these Co adatoms most likely are bonded in clusters. Therefore, the effect
was potentially not observed, becauseSTSnear such clusters was impossible. The tunneling
conditions were not sufficiently stable. Furthermore,STSwas performed in the absence of
external magnetic fields. The effect might thus be unobservable due to a fluctuation of the Co
magnetic moments originating from an insufficient stabilization. TheDFT calculations hint
toward other important issues regarding this gap-opening.Even for a coverage of 0.33ALE,
the gap-opening is computed to be only 60 meV wide. As this coverage is more than three
times higher than experimentally used and the gap moreover overlaps with the Co bands, it
may be not resolvable at all.

5.4 Fe on Bi2Te3

The remaining study is motivated by the finding of Co/Bi2Se3. For that system, an easy-plane
anisotropy was found for the low coverage regime. To gain theability to investigate the pecu-
liar effects, that are expected forTRSbreaking perturbations on aTI, another combination of
TM adatoms andTI was chosen. Therefore, the second study focuses on Fe adatoms on the
(111)-surface of Bi2Te3. Again, the samples were provided byI. Miotkowskiand precharacter-
ized before the Fe deposition, compare Sec.5.2.2. DFT-calculations were carried out by the
group ofO. Yazyevfrom theEcole Polytechnique Fédérale de Lausanneto support the exper-
imental findings. Calibration measurements were carried outto adjust theL3 XAS intensity
for a specified coverage. The deposition rates were determined using a W(110) substrate, that
was cleaned according to the procedure given elsewhere (Bodeet al., 2007).
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Figure 5.14: (a)STM constant-current map of an ensemble of Fe adatoms on Bi2Te3 revealing
two different types of adsorbates. Tunneling parameters areU = −400 mV andI = 300 pA.
(b) High-resolution image of two individual Fe adatoms in different adsorption sites. The
white guidelines to the eyes indicate top positions of the surface Te layer. FeA appears as a
triangular protrusion. Although the signature of FeB exhibits a combination of three smaller
protrusions arranged in a triangle, this signature is caused by a single Fe atom. Tunneling
parameters areU = −400 mV andI = 300 pA. Adapted fromEelboet al., 2014.

5.4.1 STM and STS on Fe/Bi2Te3

Similar to Co/Bi2Se3, minute amounts of Fe were deposited on the Bi2Te3(111) surface after
its precharacterization, compare Sec.5.2.2. This evaporation was again performed at cryo-
genic temperatures inside theSTM at≈ 12 K. It results in an ensemble of individual adatoms
on the surface, depicted in Fig.5.14(a).

Besides an intrinsic defect in the upper left corner that was observed on the pristine surface
before, the constant-current image reveals the existence of two different typesof signatures,
called FeA and FeB. While FeA is characterized by atriangular protrusionpointing to the
upper left, the signature of FeB is given by a combination ofthree small protrusions. These
are arranged in a triangular shape and point to the lower right corner. According to the color
coding, the signature of FeA exhibits a much larger apparent height than FeB. At first glance,
the possibility exists that the signature of FeB might consist of three individual Fe atoms. To
this end, a control experiment with equal deposition parameters was performed on a W(110)
surface. The amount of adatoms per surface unit on both substrates is only consistent if the
signature of FeB is generated by a single Fe atom. With respect to their apparent shapes, FeA
atoms are independent of the bias voltage. Instead, FeB appears in a different and even more
complicated signature with an enlarged diameter at positive biases. Note, that FeB neither at
positive nor at negative biases appears as a triangular shaped depression. This would be a
typical signature of an Fe atom that diffused into the bulk and substituted a Bi atom at its
lattice position (Hor et al., 2010; Okadaet al., 2011; Songet al., 2012; Schlenket al., 2013;
Westet al., 2012).

From the high resolution image, given in Fig.5.14(b), it is obvious that both types of adatoms
are adsorbed indifferent sites. The protrusions visible on the surface are caused by the surface
Te layer. As a result, the Fe adatoms occupy fcc and hcp hollowsites. Regarding the relative
abundance a distribution of 60% to 40% in advance of FeB is determined within the limited
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Figure 5.15: (a) Illustration of the atomic configurations of Fe atoms adsorbed in the fcc
and hcp adsorption sites based on first-principles calculations. While the upper panels give
a top view, side views including the vertical displacementscan be found in the lower panels.
(b) Schematic drawing of the potential energy surface as a result of the calculations indicating
that the fcc hollow site is energetically favorable by 370 meV. (c) SimulatedSTM topogra-
phies of Fe adatoms in the fcc as well as hcp hollow sites for a bias voltage ofU = −400 mV.
Adapted fromEelboet al., 2014.

scan area by theSTM. No indication of a movement of the adatoms between both adsorp-
tion sites was found. Consequently, the relative abundance suggests that the diffusion barrier
between both adsorption sites is much higher than the available thermal energy.

The observation of two types of Fe adatoms is contrary to a recent report on the particular
sample system of Fe/Bi2Te3(111) (Westet al., 2012). In that study, the existence of only a
single speciesof Fe adatoms was reported. The difference might be caused by the different
deposition parameters. Westet al.deposited and investigated Fe at higher temperatures (50 K).
At this temperature, the thermal energy might be sufficient to overcome the diffusion barrier
between both adsorption sites. This would consequently result in the observation of only a
single type of Fe adatoms.

In order to understand theSTM observations, first-principles calculations were performed
using theDFT framework employing the local density approximation including an on-
site Coulomb potential (LDA+U) as implemented in the QUANTUM-ESPRESSO pack-
age (Giannozziet al., 2009). To reflect the Fe atoms properly, a Coulomb potential of
U = 2.2 eV was used (Cococcioniet al., 2005). Note, that forTM adatoms the on-site
Coulomb potential is indispensable for correctly reproducing both the ground state mag-
netic moment and the magnetic anisotropy energies (Donatiet al., 2013). The calculation
of the binding energies and the diffusion barrier between both hollow sites was performed
by using the nudged elastic band approach (Henkelmanet al., 2000). Furthermore,SOI was
included by fully relativistic pseudopotentials acting onthe valence electron wave func-
tions (Dal Corsoet al., 2005).

With this approach, the Fe atoms adsorbed in both hollow sites were modeled, summarized in
Fig. 5.15. According to subfigure Fig.5.15(a), the hcp adsorbed Fe atoms relax only moder-
ately with respect to thez-direction. This effect is much stronger in the fcc position. Here,
with respect to the surface, the atoms relax about 0.9 Å into the crystal. The fcc hollow
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Figure 5.16:STSspectra of Bi2Te3 acquired before and after Fe deposition. The “off dopant”
spectrum was taken after the deposition far away from any adsorbate. Both types of Fe
impurities show characteristic resonances, either at -335mV or at -190 mV, respectively.
The stabilization parameters for theSTS were U = 300 mV andI = 200 pA. Adapted
from Eelboet al., 2014.

site isenergetically favorableby ≈ 370 meV, compare Fig.5.15(b). This difference is quite
significant and much larger than in case of Fe adatoms on a Bi2Se3 surface, where calcula-
tions based on aGGA+U-approach determine a difference of the binding energies of only
≈ 70 meV (Honolkaet al., 2012). The variation can be assigned to the differences in the
lattice constants of both substrates. The larger lattice constant of Bi2Te3 allows for larger
displacements.

In view of the relative abundance within theSTM topographies (nFeA/nFeB ≈ 40/60), the
difference in the calculated binding energies hints towardnon-equilibrium thermodynamics
during the actual adsorption process. Otherwise, a much higher or even exclusive population
of FeB is expected. These considerations are in line with the fact that the deposition was
performed at low temperatures, which effectively reduces the available thermal energy.

Moreover, the theoretical model was used to simulateSTM constant-current images for the
bias voltage used within the experiment (U = −400 mV). The comparison of Fig.5.14(b)
with Fig. 5.15(c) reveals that the signaturesclearly reflectthe experimentally observed fea-
tures. They hence allow to assign FeA (FeB) to be adsorbed in the hcp (fcc) adsorption site.
This assignment is particularly in line with the calculatedrelaxations. The relaxation is much
stronger in the fcc-case and therefore in line with FeB-type adatoms exhibiting a much smaller
apparent height, compare Fig.5.14(b).

The magnetic spin moments were computed to bemfcc
S = 2.7 µB/atom andmhcp

S = 2.5 µB/atom,
respectively. The orbital magnetic moments were computed to bemfcc

L = 0.7 µB/atom and
mhcp

L = 0.3 µB/atom. Interestingly, the magnetic anisotropies, given by theMAE per atomK,
were both found to pointout-of-planewith strengths ofKfcc = 12 meV andKhcp = 10 meV.
This prediction is contrary to a recent report on the same sample system, where aneasy-plane
anisotropydue to orbital symmetry considerations was concluded (Shelfordet al., 2012).
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TheSTSdata acquired on this sample system are summarized in Fig.5.16. As already men-
tioned in Sec.5.2.2, the global minimum in the spectra of the pristine crystal was found at
about+40 mV. Upon Fe deposition, this minimum shifts downward in energy by about 90 mV.
This demonstrates theelectron doping effectdue to the Fe impurities in agreement with previ-
ous reports (Chenet al., 2010; Wrayet al., 2011; Honolkaet al., 2012; Songet al., 2012). In
addition,characteristic resonancescan be identified for both types of Fe adatoms: for FeA, a
resonance at≈ −335 mV and, in case of FeB, a resonance at≈ −190 mV.

A comparison of theseSTSfeatures with the theoretical calculations isnot conclusivebecause
the theoretical model exhibits split resonances for each type of adatom. These are a result of
the supercell approximation employed within the model. Instead, the observation of single
resonances for each case of Fe impurities suggests that theybehave as simple scalar impuri-
ties (Biswaset al., 2010). This can be understood if the magnetic moments of the Fe atoms
are assumed to onlyweakly coupleto theTSS. Note, that neither in case of the spectra on
the adatoms themselves nor in their close or far vicinity an indication of a gap-opening was
observed.

5.4.2 XAS and XMCD on Fe/Bi2Te3

Figure5.17exhibits a summary of theXAS andXMCD experiments performed on Fe/Bi2Te3.
Again, the Fe adatoms were deposited with the substrate heldat T ≈ 10 K. According to
Fig. 5.17(a), theXAS spectra reveal only a faint multiplet structure. This is assumed to be
a consequence of the simultaneous investigation of the ensemble of fcc as well as of hcp
adatoms.

By comparing the spectra to theoretical calculations (Van der Laanet al., 1992) a 3d6 elec-
tronic configurationof the Fe ground state is determined assuming a crystal field strength
of 10dq = 0.5 eV. This is consistent with a previous report (Shelfordet al., 2012) but has
to be treated carefully given the non-matching symmetries of the study at hand and the
ones in the calculations (dihedral D3d vs. tetrahedral Td). The evaluation of the branching
ratio (Tholeet al., 1988) results inBR= 0.85± 0.01. Consequently, the ground state reveals
a high-spin character. In agreement to the first-principles calculations and contrary to the
recently assumed easy-plane anisotropy (Shelfordet al., 2012), an out-of-plane easy-axisis
determined according to the normalizedXMCD L3 resonance intensity, compare Fig.5.17(b).
The signal strength for normal incidence angle is found to beabout 50% stronger than the
intensity obtained at grazing incidence angle. The out-of-plane anisotropy was further man-
ifested by means of element specific magnetization curves, shown in Fig. 5.17(c). These
show the steepest slope for the data acquired under normal incidence angle. The out-of-plane
anisotropy of Fe atoms on Bi2Te3 is clearly contrasting the finding of an easy-plane anisotropy
for Fe/Bi2Se3 (Honolkaet al., 2012). The difference may be caused by structural variations
among both substrates. This might consequently lead to a different hybridization on each sur-
face thereby causing modified electronic and magnetic properties.

To evaluate the magnetization curves, a fitting procedure was applied by using a thermody-
namical model including the Zeeman splitting, a Boltzmann term, and the anisotropy energy.
Therefore, the energy is estimated by (Bruneet al., 2009):
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Figure 5.17: (a)XAS andXMCD spectra for 0.01ALE Fe/Bi2Te3 for normal (upper panel)
and grazing (lower panel) incidence angle. (b)XMCD spectra normalized by theL3 XAS in-
tensity indicating an out-of-plane anisotropy of the Fe adatoms. (c) Element-selective magne-
tization curves for the Fe adatoms at varying angles depending on the applied magnetic field.
The data points represent the FeXMCD intensity for theL3-edge normalized by theXAS
intensity. In contrast, the solid lines depict optimized results of a thermodynamical fitting pro-
cedure. They-axis was renormalized to match the saturation magnetization MSat determined
from this fitting procedure. FromEelboet al., 2014.

E =EZeeman+ EAnisotropy

E(θ0, θ, φ) = −mµ0H cos(θ) − K(sin(θ0) sin(θ) cos(φ) + cos(θ0) cos(θ))2 (5.3)

This equation is valid only for individual adatoms. Otherwise a mean particle sizes must be
considered for each addend. Furthermore, the magnetic moment m, the magnetizing fieldH,
theMAE per adatomK, the polar and azimuthal coordinatesθ andφ andθ0 are used. The latter
defines the easy-axis of the magnetization. As a result the magnetization can be determined
including Boltzmann statistics (Gambardellaet al., 2002b):

M = MSat

∫ 2π

0
dφ

∫ π

0

(

sin(θ) cos(φ)e−
E(θ0,θ,φ)

kBT

)

dθ

∫ 2π

0
dφ

∫ π

0

(

sin(θ)e−
E(θ0,θ,φ)

kBT

)

dθ
︸                                        ︷︷                                        ︸

Ai

(5.4)

whereMSat is the saturation magnetization. Motivated by theSTM observations,two sublat-
ticeswere introduced representing fcc and hcp bonded Fe adatoms with a relative abundance
of 60% to 40% in favor of Fefcc:
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M = MSat(0.6 · Afcc + 0.4 · Ahcp) (5.5)

According to the theoretical model and theXMCD data, total magnetic moments ofmfcc
fit =

3.4 µB/atom andmhcp
fit = 2.8 µB/atom were derived and used for this fitting. The magnetic

anisotropies were restricted to point out-of-plane:θ0 = 0◦ for both sublattices, parallel to the
surface normal. A ratio ofKfcc/Khcp = 1.2 was fixed. The temperature and the magnetizing
field at each data point are known. Straightforwardly, the magnetocrystalline anisotropy en-
ergy constants were fitted resulting inKfcc

fit = 10± 4 meV/atom andKhcp
fit = 8± 4 meV/atom.

The errors are mainly caused by the scattered character of the data points given by theXMCD,
compare Fig.5.17(c). Importantly, within the error bars, the fit results are in good agreement
with the theoretical predictions, summarized in Tab.5.1.

The magnetization curve fitting, the theoretical calculations, and finally theXMCD re-
sults evidence theout-of-plane anisotropyof the Fe adatoms on Bi2Te3(111). In view of
these facts, it is surprising that the expected gap-opening(Qi et al., 2008; Liu et al., 2009;
Wrayet al., 2011) wasnot observedduring theSTSexperiments. Interestingly, this result is
similar to a recent report on bulk Fe-doped Bi2Te3 (Okadaet al., 2011). The authors revealed
the breaking of Kramers degeneracy byFFT of dI /dU maps, that exhibit quasi-particle inter-
ference (QPI) patterns. Although in that reportFFT evidences a brokenTRS, no signature of
a gap-opening was observed by means ofSTS. A discussion of the potential causes is given
in Sec.6.2.

5.4.3 Sum Rules of Fe/Bi2Te3

The XMCD spectra can be further evaluated by means of the sum rules (Tholeet al., 1992;
Carraet al., 1993), compare Sec.2.6. According to Fig.5.17(c), the magnetic moments were
not fully saturated at the maximum magnetic field available (B = 5 T). However, since the
magnetization curves alreadyflattenat B = 5 T and the saturation magnetizationMSat, deter-
mined by the fitting procedure, exceeds the experimental magnetization by only≈ 10%, the
sum rules were applied.

With help of Eq.2.38, the effective magnetic spin moment of the ensemble of fcc and hcp
adatoms was found to bemsum rules

S, e f f = (2.9 ± 0.2) µB/atom. Moreover, according to Eq.2.39,
the orbital magnetic moment was calculated to bemsum rules

L = (1.1± 0.1) µB/atom. To particu-
larly calculate the magnetic moments ad-shell occupation of 3d6 was assumed in agreement
with the XAS line shape. Note, that the effective spin momentmS, e f f comprises a contribu-
tion of the intra-atomic magnetic dipole momentmD according to:mS, e f f = mS + mD. The
latter accounts for an anisotropy of the spin density if the atomic cloud is distorted either by
SOI or crystal-field effects (Stöhret al., 2006). For individual Fe adatoms on a surface and at
cryogenic temperatures the contribution of the magnetic dipole moment has been evaluated
to be aboutmD ≈ 25% · mS (Crocombetteet al., 1996). This estimation has been verified
in later studies dealing with the applicability of theXMCD sum rules (Bruneet al., 2009;
Piamontezeet al., 2009; Šipret al., 2009). Furthermore, the above derived values ofmS, e f f

andmL need to be corrected due to the unsaturated magnetic moments. To this end, they need
to be normalized by a factor 0.9−1 ≈ 1.1. Overall, the sum rules result in spin and orbital
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Method
mS mL K

(µB/atom) (µB/atom) (meV/atom)

LDA+U
2.7 (fcc) 0.7 (fcc) 12 (fcc)
2.5 (hcp) 0.3 (hcp) 10 (hcp)

Sum Rules (2.6± 0.2) (1.2± 0.1) –

MC fitting
(10± 4) (fcc)
(8 ± 4) (hcp)

Table 5.1: Summary of the magnetic moments and anisotropiesof Fe/Bi2Te3 as determined
by the sum rules, the magnetization curve fitting procedure,and calculated using theLDA+U
approach.

magnetic moments of:msum rules
S = (2.6 ± 0.2) µB/atom andmsum rules

L = (1.2 ± 0.1) µB/atom,
compare Tab.5.1.

Concerning the spin magnetic moment, there isperfect agreementbetween the value deter-
mined by the sum rules and the theoretically predicted one. Regarding the orbital magnetic
moment, the agreement is not as good. This might be caused by an underestimation of the
orbital contribution within theLDA+U approach. The theoretical model makes use of the pro-
jection of the Kohn-Sham wave functions on the Fe orbitals todetermine their orbital moments.
The approximation is justified for isolated adatoms and, thus, contains only the contributions
of the Fe orbitals. Consequently, the theoretically computed orbital moments might underes-
timate the experimental value. However, compared to the Fe bulk value, the increase of the
orbital moment iswell reproduced. Alternatively, the discrepancy might be entailed or sup-
ported by a higher Fed-shell occupation than assumed here. This would consequently lower
the experimentally calculated spin and orbital magnetic moments. Anyhow, this disagreement
cannot be clarified.

Utilizing Eq. 2.40, the ratio of orbital magnetic moment and effective spin moment was
found to beR = 0.38 ± 0.04. This value is in line with a recent study on the very same
sample system and indicates a fairly large contribution of the orbital magnetic moment by
itself (Shelfordet al., 2012). Similar to the experiments on Co/Bi2Se3, the experimentally de-
termined ratio is much higher than the bulk value of Fe (Chenet al., 1995). That illustrates
the character of individual Fe atoms investigated here (Gambardellaet al., 2002a).

5.5 Summary

Since their first experimental realization in 2007,TIs are at the frontier of condensed matter
physics. Of special interest is the combination of magneticmaterial with their spin-dependent
TSSs, that, for certain configurations, leads to a local breaking of Kramers degeneracy. There-
fore, second generationTIs were chosen for combined experimental and theoretical investiga-
tions with adsorbed 3d TM adatoms of Co and Fe.

In particular, Co deposited on Bi2Se3 at cryogenic temperatures reveals the existence of two
species of Co adatoms. These were identified byDFT calculations to be adsorbed in the fcc



96 Chapter 5. Topological Insulators

and hcp hollow sites of the substrate (Eelboet al., 2013c). Theory can qualitatively explain
the observation of different electronic properties which those types of adatoms exhibit. In-
terestingly, the Co adatoms occur with a different commonness. Including this relative abun-
dance, aneasy-plane anisotropyis theoretically predicted and confirmed by means ofXAS
andXMCD experiments for the low coverage regime.

Surprisingly, while increasing the coverage, a rotation ofthe anisotropy toward theout-of-
plane direction, i.e. aSRT, was found. Despite the anisotropy, the X-ray related measurements
suggest a 3d7 high-spin ground state of Co, independent of the coverage. A possible variation
of the relative abundance of fcc and hcp Co atoms upon elevating the coverage was proven
to be absent. Instead, theSRTwas ascribed to theenhancement of an interactionamong the
Co atoms if their density on the surface is increased. Finally, theSRT was concluded to be
responsible for an unusual boost of the ratio of orbital to effective spin moment as a function
of the Co coverage on Bi2Se3.

The second combined experimental and theoretical work deals with Fe adatoms on
Bi2Te3 (Eelboet al., 2014). In agreement with the foregoing sample system, again two dif-
ferent types of adatoms were found. By first-principlesDFT calculations, the adsorption sites
were concluded to be the fcc and hcp hollow sites. Despite these similarities and although
the structural properties of Bi2Te3 and Bi2Se3 are closely related to each other, the magnetic
properties of Fe adatoms vary strongly from those of Co deposited on the sister surface.

Most importantly, already at low coverages astrong out-of-plane anisotropywas experimen-
tally found by means ofXMCD and theoretically confirmed. While theXAS spectra suggest
a high-spin 3d6 electronic configuration of the ground state, the sum rules were applied to
estimate the total magnetic spin besides the orbital moments. These showreasonable agree-
mentwith the theoretically predicted values. Furthermore, theelement-selective magnetiza-
tion curves were fitted by a thermodynamic model including the Zeeman splitting, the mag-
netic anisotropy, and a Boltzmann term. The results from the fitting procedure arewell in line
with the theoretical model and exhibit anisotropy constants on the order of 10 meV per atom.
Unfortunately, by means ofSTSno gap-opening was revealed, although this is expected for
the magnetization pointing out-of-plane. The cause remains unknown but might be given by a
scalar-like behavior of the magnetic moments, that would hint toward an absence of a strong
interaction between the spin-dependentTSSs and the Fe magnetic moments.
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Chapter 6

Conclusions and Outlook

In the presented studies the main focus was laid on well-defined systems of a rather simple
composition. This way, a foundation for the understanding of the basic properties and the be-
havior of 3d TMs was in the focus of interest. For their smallest representatives, i.e. individual
adatoms, this aim was fulfilled to ahigh extent. In general, for each of the sample systems at
hand, the agreement between both the experimental observations and the numerical calcula-
tions was convincing. In the following, a discussion of the main conclusions and their rele-
vance regarding future research objectives and technological applications is given. Thereby,
the chapter is divided into two parts, firstly dealing with the graphene-based experiments and
afterward proceeding with theTI-related results.

6.1 Graphene

The graphene-based experiments enabled several importantfindings for isolated adatoms of
the 3d TMs Fe, Co, and Ni. Firstly, the interaction of graphene with these adatoms has to
be considered beingweakas evidenced byXAS and STM experiments. Secondly,sizable
magnetic momentswere found for all investigated species by means ofXMCD presuming an
increased coverage of Ni. Thirdly, slight variations of thesubstrate influence the adsorption
behavior significantly. Fourthly,no theoretical modelcurrently exists that is able to predict the
adatoms’ properties on realistic graphene-substrates. Fifthly, the effect of intervalley scattering
can now be investigated in acontrolled mannerfor specific substrate-adsorbate configurations.

The importance of these findings relies on the dream of a combination of graphene’s excep-
tional electronic properties with the magnetic propertiesof TMs in future nanodevices. For
industrial applications, on the one hand, the technologically important materials (Fe, Co, and
Ni) are commonly used to tailor the properties of modern devices. On the other hand, themin-
imization of development costsfor these devices is highly desirable. A theoretical model that
includes substrate effects and precisely predicts the properties of the entire system, including
adsorbed nanostructures, would therefore reflect amajor steptoward a possible integration of
graphene into mass production of future devices.

To investigate especially the effect of the doping level that reflects the degree of decoupling,
an experiment by means ofSTM utilizing a third electrode can be considered. The dop-
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ing level can in principle be precisely tuned by an appliedbackgateas was shown previ-
ously (Braret al., 2010). This way, graphene can be manipulated with respect to its charge
carrier density. The procedure enables to shift theDP with respect to the Fermi level. It of-
fers the possibility of mimicking the effect of hydrogen intercalation which in principle should
lead to similar results as reported here. Achieving atomic resolution in this type of experiments
might hence potentially provide insight into the interaction ofTM adatoms with graphene.

Theoretical predictions are important in terms of magneticproperties as well. This is driven
by the exceptional relevance ofmagnetic data storagedevices or generally spin-dependent
integrated circuits. The general layout of a possible future nanodevice consequently bases
on graphene’s improved transport properties compared to current standards. These are illus-
trated by its high charge carrier mobilities and high tunability. Straightforwardly, the most
promising example for an application of graphene makes use of these peculiarities, namely
its integration into already existingflexible displaysbased on organic light emitting diodes.
Graphene might be used for circuit paths being flexible, highly robust, and exhibiting excep-
tional electronic properties at the same time. Alternatively, graphene is suitable forfield effect
transistors(Lin et al., 2010), although only few graphene-based devices are available yet.

In view of magnetism, graphene can be seen as a diamagnetic semimetal. Hence, doping
by 3d TM nanostructures, that exhibit strongly interacting inner electronic shells, offers a
way to tailor the magnetic properties of the combined systemboth locally and globally. For
instance, magnetic domains grown fromTMs could be used in two ways: either in a “classical
approach”, such as locally storing information in abinary code, or in an “advanced approach”
for spintronic devices, based on the extraordinary macroscopic spin coherence lengths already
achieved in graphene at room temperature (Tombroset al., 2007).

In order to precisely tailor the properties of the proposed devices,SP-STMexperiments per-
formed onTMs/graphene down to the ultimate limit of individual adatoms are highly desir-
able. They are expected to be able characterizing the magnetic properties on a local scale,
complementary to theXMCD studies reported in the thesis at hand. An interesting effect to
be examined is, for instance, given by thesize-dependent magnetic propertiesobserved for Ni
nanostructures. In general, this feature might be present for Fe and Co as well.

A major difficulty to be overcome for the realization of the proposed structures, is the con-
trolled growth of such systems with high quality. For SiC-related graphitic systems, experi-
ments focusing on the diffusion barrier ofTM adatoms found diffusion temperatures below
100 K (Gyamfi, 2012b). Unfortunately, above the effective diffusion temperature, no islands
of the formerly distributed adatoms were found. More precisely, the consequences on the
adatoms induced by the annealing were not resolvable at all.On the one hand, desorption
at these temperatures seems unlikely. On the other hand, above the diffusion temperature no
agglomeration ofTM atoms was observed neither on flat terraces, nor at step edgesof the
underlying SiC. The actual behavior of theTM atoms above the diffusion temperature for
graphene/SiC remains unclear. Possible scenarios could be that theTM atoms diffuse to de-
fects in the graphene lattice itself, to defects in the interface layer underneath, or defects
depicted by unsaturated dangling bonds of the SiC substrate. Last but not least, segregation
into the bulk SiC crystal can not be excluded so far. To this end, element selective X-ray based
investigations in combination with precisely controlled annealing might be able to lead to new
conclusions regarding this issue.
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Figure 6.1: dI /dU maps revealing stable out-of-plane magnetic anisotropy ofCo islands inter-
calated underneath graphene on Ir(111). Between both maps the external magnetic field was
inverted. While the green symbols indicate the magnetic orientation of theSP-STMtip, the
red symbols indicate the magnetization direction of the intercalated Co regions. The tunneling
parameters areU = −0.9 V andI = 1 nA. FromDeckeret al., 2013with permission.

The controlled growth of extended magnetic islands on graphene would additionally simplify
potentialSP-STMexperiments. Supposing the existence of smooth and well-defined TM is-
lands on graphene with a sizable magnetization, amagnetic referencewould be available to
characterize the tip’s magnetization.

Opposite to the SiC-based sample systems, metallic systems,such as Ir(111), offer the possibil-
ity to simultaneously grow close-packed and smoothTM islands and high-quality graphene
flakes or layers. However, for these systems the original aimof decoupling theTM films
by a graphene layer underneath was not established yet. If, for instance, an amount of
cobalt is deposited on graphene/Ir(111) and afterward annealed to temperatures of about
450 K, Co intercalatesbeneath graphene. The Co atoms do not assemble in smooth films
on graphene/Ir(111), but intercalate underneath and establish close-packed islands between
the Ir substrate and the graphene layer (Deckeret al., 2013). Although this sample layout is
far from the original idea, it offers different opportunities since the intercalated Co regions
exhibit a sizable magnetic out-of-plane anisotropy, compare Fig.6.1. They can therefore in
principle be used as amagnetic referenceto characterize the spin-polarization of theSTM
tip. This way, intercalated Co regions allow for the unambiguous identification of the mag-
netization of simultaneously deposited individual adatoms on graphene/Ir(111) on a local
scale. Moreover, a magnetic reference also facilitates theinvestigation of the magnetism in
graphene with respect to the lattice structure itself. Although the presented data in Chap.4
suggest thatTM adatoms do not significantly induce magnetism in graphene’shoneycomb
lattice, several numerical calculations predict unbalanced magnetic states at the zig-zag edges
of graphene (Fujita et al., 1996; Sonet al., 2006). Since the system above described naturally
comprises flakes of graphene (Deckeret al., 2013), an investigation of this effect on a local
scale seems promising.

On the one hand, the sample layout described before, in principle is interesting in view of fun-
damental studies on local scale magnetic properties. On theother hand, regarding industrial
applications, a Si-based sample system would be incomparably more important. It would en-
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able the connection to state-of-the-art Si-based semiconductor physics and electronics. More-
over, a Si-based substrate is muchcheaperto produce and can in principle be grown with
higher quality. Therefore, for the ability of precisely tailoring the properties of the combined
graphene-SiC-adatom system,QFMLG is of major interest. It even offers the manipulation
of adatoms withatomic precisionamong multiple adsorption sites, which in principle might
provide to establish multiple magnetic states within the same sample system.

In view of future applications another major problem to be overcome is of course theconser-
vation of tailored properties for the case of ambient conditions. Although graphene reveals
inert-like behavior, it adsorbs gaseous molecules which are expected to alter the formerly
tailored properties. To this end, significant improvementsare to be made regarding thepassi-
vationof systems composing of graphene and adsorbed magnetic nanostructures. An example
of a possible passivation was recently shown in studies on high-frequency graphene-based
FETs (Farmeret al., 2009; Lin et al., 2011). Either polymer films or SiO2 layers were used
but it remains to be investigated whether these types of filmsinfluence the properties of ad-
sorbed nanostructures.

6.2 Topological Insulators

For the experiments performed on topological insulators, the main findings deal with the para-
magnetic behavior of the deposited 3d TM nanostructures. On the one hand, the magnetic
properties are altered drastically with respect to theunderlying substrateand, on the other
hand, they vary strongly depending on theTM coverage, at least for one of the investigated
substrates (Bi2Se3). In terms of fundamental physics even more attention has tobe paid to the
fact that the peculiar topological surface states appear toremain robust against this kind of
doping. This indicates a rather weak and scalar-like interaction between the nanostructures’
magnetic moments and theTSSs.

Some potential reasons for the lack of the observation of a brokenTRS and a gap-opening
were already given in Sec.5.3.4. However, in the following, these are summarized. Firstly,the
TRSbreaking might induce only a very narrow gap-opening. Owingto thesmallnessof the ef-
fect, it seems plausible, that it might be unresolvable in the regime of single atoms. Secondly,
this might be supported as well by the masking of the expectedeffect due to impurity- or
substrate-induced states, which includes intrinsic antisite defects, vacancies and finite temper-
ature effects. A masking of this kind is, for instance, present in caseof Bi2Te3, where theDP
is buried by the onset of the bulk valence band. Thirdly, a gap-opening might be restricted to
a region very close to the impurity itself. This could lead toan indirect masking owing to the
lateral extentof a perturbation center inSTM constant-current images. Of course, this type of
masking is simply a consequence of the overlap of the gap-opening with different states, but in
topographies the effect can be investigated with respect to its lateral extent. Fourthly, external
magnetic fields might be needed to sufficiently stabilize the magnetic moments. However, it
remains an open question why a clear indication of a gap-opening at theDPby means ofSTS
was not detected yet.

Similar to the graphene-based studies, magnetically-sensitive local scale experiments onTIs
were not successful. Although theXMCD clearly shows some advantages (e.g. element-



6.2 Topological Insulators 101

specificity), it probes the magnetic properties of an ensemble. This complicates the data in-
terpretation. For this reason,SP-STMexperiments performed onTM nanostructures grown
on TIs are of high priority. They are expected to enable insight into the basic mechanisms
determining the electronic and magnetic properties.

Of course, the sample layout for such an experiment again comprises regions of stable mag-
netization with simultaneously deposited nanostructures. The usual approach for metal sub-
strates comprises regions made ofTMs, that are obtained after annealing. At first glance, a
similar procedure might be applicable forTIs as well. A sample layout, where Fe is tempted to
be grown pseudomorphically on, e.g., Bi2Se3, seems promising because the lattice mismatch
is small between the (111) planes of both materials. Unfortunately, this common approach
was not successful yet and entails major problems to be overcome. As was mentioned earlier,
annealing ofTI substratesdrastically alterstheir properties by adsorbing contamination from
the rest gas (Bianchiet al., 2010). Improvements might be possible if, on the one hand, the
procedure is applied in a carefully degased surrounding and, on the other hand, the defect den-
sity inside theTI is reduced. This would consequently lead to a decrease of available reactants
and might thereby enhance the substrate’s durability. Similar to graphene, a different approach
would be the search for a suitablepassivating layerthat protects theTI and possibly adsorbed
nanostructures if the device is exposed to ambient conditions.

Regarding the annealing ofTM material on a TI surface, an even more challenging task occurs.
In case of Fe on Bi2Se3 the Fe atoms segregate into the bulk andsubstituteBi atoms at their
lattice sites already at room temperature (Schlenket al., 2013), compare Fig.6.2. In view of
the generally similar behavior of Co and Fe on this surface andin view of the similarities
among differentTIs, an equivalent process can be expected as well for many other TM/TI
combinations. An investigation, which seeks a particular material combination that exhibits
a TM accumulation temperature below the temperature where a similar substitution process
sets in, is therefore highly desirable. Although it remainsspeculation, these kind of studies
might be successful if magnetic elements showing muchhigher atomic numberscompared
to the commonly used 3d TM are used, e.g. Eu. Thereby, the increased atomic radius might
hinder the above mentioned substitution process and enlarge the temperature range available
for obtaining well-defined close-packed islands of magnetic material.

Importantly, spin-dependent information about theTI or even adsorbed nanostructures can be
gained as well without the “classical” sample layout utilizing a magnetic reference inSP-STM
experiments. Topological insulators exhibitrich QPIpatterns, which display the allowed wave
vectors and the relative intensities for the varying scattering processes experienced by the
surface state electrons (Roushanet al., 2009). Importantly, thesescattering channelsand their
spin-polarization can in principle be calculated by theory.

QPI patterns can be easily obtained by experimental techniqueswhich investigate the sample
with respect to the reciprocal space. Therefore,ARPESis an ideal tool by acquiring constant
energy contours which themselves reflect theQPI at the respective energy. AlthoughSTM is
in principle a real space technique, it can be used for this purpose as well.FFTanalysis ofSTS
data, more precisely dI /dU maps taken at a given bias voltage, can exhibit theQPIat the spec-
ified bias. They are thus the corresponding local scale analogue to the pattern obtained by the
spatially averaging technique ofARPES(Okadaet al., 2011; Sessiet al., 2013). Although for
these kind ofSTS-based experiments the scan range usually needs to be quite large to include
a sufficiently extended area of the scattering pattern, the simultaneously acquired sample to-
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Figure 6.2: (a)STM constant-current map of 0.01ALE Fe/Bi2Se3. The inset shows a magni-
fied view of 8 individual Fe adatoms. (b) After annealing the sample at 260 K the Fe adatoms
start to segregate into the bulk crystal and substitute Bi atoms at their lattice sites. Conse-
quently, they appear as dark triangular depressions. (c) After an annealing at 370 K almost no
surface-Fe is remaining. Tunneling parameters areU = 250 mV andI = 0.05 nA. Adapted
from Schlenket al., 2013with permission.

pography enables to precisely determine the local sample layout. Compared toARPES, this is
a major advantage. To obtain the scattering patterns the presence ofperturbation centersis a
necessary precondition. In a first study theQPIshould hence be investigated by utilizing non-
magnetic impurities on the surface. In a subsequent experiment, the introduction of magnetic
impurities is of interest. This combination is generally expected to provide additional effects
due to the interaction between the magnetic moments and the spin-dependentTSSs. Using
SP-STMwith magnetically coated tips, thespin-dependent scattering channelsthus offer a
possibility to gain information about spin-dependent properties ofTIs. As a result, a stable
magnetic island reflecting a magnetic reference on the sample itself is not necessarily needed.

From the above discussion the impression arises, that the handling ofTIs is even morefragile
compared to graphene substrates. This reflects a major drawback in view of possible techno-
logical applications. These generally require robust structures at ambient conditions. If the
goal is achievable at all, the most straightforward application of TIs would possibly rely on
the spin-dependent transport properties, which could be implemented in future concepts of
computing devices. For spintronics and quantum computing,components that exhibitdiffer-
ent spin-dependent populationsor different propagation directions depending on the spin are
indispensable. Another possible application ofTIs could be their use as a type ofconverter
at junctions where an electrical signal needs to be converted into a magnetic one utilizing
the magnetoelectric effect. Unfortunately, due to the aforementioned effects present onTIs,
it is unquestionable that the sample quality has to be strongly improved to achieve the abil-
ity of establishingquasi-ballistic spin-dependent transport. Improvements ofMBE-grownTI
substrates with small thicknesses (Zhanget al., 2010) represent a first step to fulfill this aim.

Anyhow, it appears to be more realistic thatTIs remain a class of model materials, which pri-
marily receive attention in fundamental physics. Transport experiments precisely investigating
the spin-dependency on a local scale, fundamental studies on heterostructures composed of
TIs and superconductors, and investigations of heavy fermions arising from breaking Kramers
degeneracy are only a few effects to be studied in detail.
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