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Abstract

The following nanostructures are studied by scanning tunneling microscopy and
spectroscopy and atomic force microscopy:

� Strain-induced InAs quantum dots produced by molecular beam epitaxy

� InAs, InP, and CdSe nanocrystals synthesized by colloidal chemistry

� Single-walled carbon nanotubes prepared by laser evaporation technique

Strain-induced InAs quantum dots are grown on GaAs(001) by molecular beam
epitaxy and are subsequently investigated by low temperature ultra-high vacuum
scanning tunneling spectroscopy. It turned out that an ultra-high vacuum transfer
system between molecular beam epitaxy and scanning tunneling microscope had to
be established in order to achieve highly reproducible results. Above the quantum
dots, several peaks are found in dI=dV curves which belong to di�erent single-electron
states of the particular dot. Spatially resolved dI=dV images at the peak positions
reveal a (000), (100), (010), (200), and (300) character of the squared wave function,
where the numbers describe the number of nodes in [110], [110], and [001] direction,
respectively. The total number and the energetic sequence of the states are found
to be di�erent for di�erent dots. The (010) state, for example, is often missing even
if (200) and (300) states are present. This electronic anisotropy is attributed to a
shape asymmetry of the quantum dots.

InAs, InP, and CdSe nanocrystals are chemically prepared in solution and
not in ultra-high vacuum. This requires a preparation technique compatible with
scanning probe methods. Therefore, a scanning probe equitable preparation tech-
nique for deposition of nanocrystals on Au on mica substrates is developed. Air
tapping-mode atomic force microscopy and scanning tunneling microscopy images
show randomly shaped nanocrystal agglomerates.

Single-walled carbon nanotubes are also deposited on Au on mica sub-
strates and measured with low temperature ultra-high vacuum scanning tunneling
microscopy and spectroscopy. Atomic resolution is obtained and metallic or semi-
conducting tubes are identi�ed. Additionally, peaks are found in dI=dV curves on
metallic tubes close to EFermi which are attributed to defect-induced con�ned states
within the extended metallic tube. Spatially resolved spectroscopy reveal the exten-
sion of the con�ned regions to be about 20�40 nm. Thus, the quantum wire appears
to be fragmented into quantum dots separated by defects. This is a direct evidence
for defect induced backscattering within metallic carbon nanotubes.

Theophilos Maltezopoulos
e-mail: tmaltezo@physnet.uni-hamburg.de



ii

Inhaltsangabe

Die folgenden Nanostrukturen wurden mittels Rastertunnelmikroskopie und
-Spektroskopie und Rasterkraftmikroskopie untersucht:

� Mittels Molekularstrahlepitaxie hergestellte verspannungsinduzierte InAs
Quantenpunkte

� Naÿchemisch hergestellte InAs, InP und CdSe Nanokristalle

� Mittels Laserverdampfungstechnik hergestellte einwandige Kohlensto�-
Nanoröhren.

Auf GaAs(001) wurden verspannungsinduziert InAs Quantenpunkte mittels
Molekularstrahlepitaxie gewachsen und anschlieÿend mittels Tieftemperatur-Ultra-
hochvakuum-Rastertunnelspektroskopie untersucht. Ein Ultrahochvakuum-Transfer
zwischen Molekularstrahlepitaxie und Rastertunnelmikroskop wurde etabliert, weil
nur so reproduzierbare Ergebnisse erzielt werden konnten. Auf den Quantenpunkten
wurden mehrere Peaks in dI=dV -Kurven aufgelöst, welche zu unterschiedlichen Ein-
teilchenzuständen des jeweiligen Dots gehören. An den Peak-Positionen zeigen orts-
aufgelöste dI=dV -Bilder das Betragsquadrat der Wellenfunktionen von (000), (100),
(010), (200) und (300) Zuständen, wobei die Zahlen für die Anzahl der Knoten in
[110], [110] und [001] Richtung stehen. Die Anzahl der Zustände und die ener-
getische Ordnung sind bei unterschiedlichen Quantenpunkten unterschiedlich. Sehr
häu�g fehlt der (010) Zustand, obwohl (200) und (300) Zustände gefunden werden.
Diese elektronische Anisotropie wird mit der Formanisotropie der Quantenpunkte
erklärt.

Naÿchemisch hergestellte InAs, InP und CdSe Nanokristalle liegen in Lö-
sung und nicht im Ultrahochvakuum vor. Das erfordert eine rastersondenadäquate
Präparation. Diese wurde auf einer Au auf Glimmer Ober�äche realisiert. Tapping-
Mode-Rasterkraftmikroskopie und Rastertunnelmikroskopie zeigen unterschiedlich
geformte Nanokristall-Agglomerate.

Einwandige Kohlensto�-Nanoröhren wurden auch auf einer Au auf Glimmer
Ober�äche deponiert und anschlieÿend mittels Tieftemperatur-Ultrahochvakuum-
Rastertunnelspektroskopie untersucht. Es konnte atomare Au�ösung erzielt werden
und metallische und halbleitende Nanoröhren identi�ziert werden. Zusätzlich wurden
Peaks in dI=dV -Kurven um EF auf metallischen Nanoröhren gefunden, welche als de-
fektinduzierte quantisierte Zustände identi�ziert werden konnten. Die Ausdehnung
der quantisierten Zustände wurde mittels ortsaufgelöster Spektroskopie zu 20�40 nm
bestimmt. Der Quantendraht erscheint also fragmentiert in Quantenpunkte, welche
über Defekte voneinander getrennt werden. Dies ist ein direkter Beweis für defekt-
induzierte Rückwärtsstreuung in metallischen Nanoröhren.
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Chapter 1

Introduction

Nanoscience is one of the most growing �elds in science including all topics in
physics, chemistry, and biology, which are related to phenomena characteristic for
the nanometer scale [1 nm=10�9 m].

Besides the scienti�c interest to understand the basic properties of nanostruc-
tures a nanotechnology can be developed. Nanotechnology includes, for example,
single-electron nanodevices, self-organized nanomaterials for laser applications, and
new tools to build nanostructures on an atom-by-atom basis.

One of the most basic nanostructures is a semiconductor quantum dot (QD). It
exhibits atomic-like single-electron states due to the size quantization and is there-
fore also called an "arti�cial atom". Two kinds of semiconductor QDs are studied
in this thesis: Pyramidal shaped InAs QDs, which are grown by molecular beam
epitaxy (MBE), and spherical shaped InAs, InP, and CdSe nanocrystals, which are
synthesized by colloidal chemistry.

MBE grown InAs QDs are used as new laser materials [1, 2] or single-photon
sources [3]. CdSe and CdSe/ZnS core-shell nanocrystals display strong luminescence,
which enables technological applications such as thin �lm light emitting devices [4],
optical ampli�ers for telecommunication networks [5], or even biological labeling [6].

The second part of this thesis is focussed on single-walled carbon nanotubes
(SWCNTs). These tiny and hollow quantum wires can be metallic or semicon-
ducting and have also a wide range of applications [7�10]: They are ultra strong,
chemically inert and �exible, and they are used, for example, as �eld emitters in
long-living lamps as well as storage media for H2 gas. An application as �eld e�ect
transistors, which permit high currents up to 25 �A per tube, is reported [11]. Sim-
ilar high current densities up to 109 A/cm2 have been demonstrated elsewhere [12].
Nanotubes can even act as point electron sources in high-resolution electron beam
instruments [13]. Moreover, nanotubes can be self-assembled into up to 30 cm long
yarns [14]. Therefore, they are even considered for macroscopic applications such as
bulletproof vests or as materials to block or polarize electromagnetic waves.
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One basic electronic property of each nanostructure is the local density of states:

LDOS(E; r) /
E+�E=2X
E��E=2

j	i(E; r)j2: (1.1)

Here, 	i is a single-particle wave function at energy E as a function of position r and
�E is the energy resolution of the experiment. Indeed, many physical properties,
which are useful for understanding and developing nanodevices, can be deduced from
the LDOS. Thus, it appears challenging to measure the LDOS of nanostructures.
This can be done by scanning tunneling microscopy and spectroscopy (STM and
STS).

STM addresses individual nanostructures as part of an ensemble. Thus, dif-
ferences between di�erent nanostructures of the same kind can be studied. STS
measures the LDOS down to the nanometer scale. Additionally, if the energy reso-
lution of the microscope is better than the energy separation of the single-electron
states, single wave-functions can be mapped.

The aim of this work was to measure the single wave-functions of semiconductor
and molecular nanostructures. This was achieved on the strain-induced InAs QDs,
which were prepared in an ultra-high vacuum (UHV) environment and were directly
transferred to the STM system under UHV conditions. Partly this was also achieved
on SWCNTs, where single con�ned states between defects have been identi�ed. These
nanotubes samples were prepared under ambient conditions before being transferred
to the UHV system. Unfortunately, I was not able to image single wave-functions
on chemically prepared nanocrystals so far. Anyhow, I prepared nanocrystals on Au
and imaged them with STM under ambient conditions.

The present work is divided as follows:

� Chapter 2 introduces STM, atomic force microscopy (AFM), and explains how
to interpret the measured data.

In the next chapters STM and AFM are used to analyze three kinds of nano-
structures.

� Chapter 3 deals with strain-induced InAs QDs, which are grown by MBE.

� Chapter 4 deals with InAs, InP, and CdSe nanocrystals, which are synthesized
by colloidal chemical methods.

� Chapter 5 deals with SWCNTs, which are produced by laser evaporation.

Each of the chapters 3 to 5 provides a literature survey of the nanomaterial
studied, explains the experiment, presents the experimental results, and includes an
analysis of the data.

� Chapter 6 summarizes all results from chapters 3, 4, and 5 and gives an outlook
for future experiments.



3

Chapter 2

Scanning probe methods

2.1 Scanning tunneling microscopy and spectroscopy

Scanning tunneling microscopy (STM) can image conductive surfaces with atomic
resolution. Additional to the imaging of the surface topography, scanning tunneling
spectroscopy (STS) can obtain spatially resolved spectroscopic information. Thus,
topography and spectroscopy can be directly related.

Section 2.1.1 summarizes the basic functions of a STM instrument. In sec-
tion 2.1.2 the theoretical basis of STS is introduced, which is necessary to understand
spectroscopic data. An extensive introduction to scanning tunneling microscopy and
spectroscopy, however, can be found in references [15�17]. Finally, the low tempera-
ture UHV STM, which was mainly used in this work, is described in section 2.1.3.

2.1.1 Principle

The basic components of STM are a metallic, atomically sharp tip and a conductive
sample with a preferably smooth surface. A voltage Vsample is applied between tip
and sample. This creates a measurable tunneling current at a tip-sample separation
of about 4�7 Å. This tunneling current is kept constant by means of a feedback loop.
The output signal of the feedback loop adjusts the vertical z-position of the tip in
order to achieve constant-current while a lateral (x; y) scanning is performed. The z-
position of the tip as a function of (x; y) is displayed. The resulting constant-current
image can be interpreted in a �rst approximation as the topography of the sample.
This so-called constant-current mode is exclusively used in this work.

The x, y, and z scanning of the tip is made by piezo elements, which allow
tip positioning with high accuracy in all three directions. Note, that the tunneling
current depends exponentially on the tip-surface distance. Thus, atoms further away
from the sample as well as tip surfaces do not contribute much to the tunneling
current. Therefore, a high lateral resolution down to the atomic scale is obtained
with STM.
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2.1.2 Theory

In a �rst approximation, the electron tunneling between tip and sample can be de-
scribed within a one-dimensional model. The simple case of single-electron tunneling
through a rectangular one-dimensional potential barrier is calculated in several quan-
tum mechanics textbooks (e.g. [18]) and PhD theses (e.g. [19�21]). The resulting
transmission coe�cient T is:

T � 16k2�2

(k2 + �2)2
� e�2�z (2.1)

where k is the wave vector of the electron, z the barrier width (tip-sample distance),
and � is given by:

� =
p
2m(V0 � E)=~2: (2.2)

Here, m is the e�ective mass of the electron and V0 � E is the e�ective barrier
height for an electron with energy E. The expected exponential z-dependence of the
tunneling current is evident.

However, this simple one-dimensional model is not su�cient to describe elec-
tron tunneling between a three-dimensional tip and a three-dimensional substrate.
Bardeen gave a more detailed model in 1961 [22]. He considered time-dependent
tunneling between two metallic layers through a su�ciently high barrier. Therefore,
the time-dependent Schrödinger equation is solved based on a perturbation approach.
First, the single-particle wave functions  t

� and  
s
� for the separated and independent

metallic layers are considered with their eigenvalues Et
� and E

s
� . Note, that Bardeen

performed the original calculations for tunneling between two general layers. The
labels t and s for tip and sample are used here because of the application to STM
later on. Within Bardeen's formalism, the tunneling current It can be evaluated to:

It =
2�e

~

X
�;�

ff(Et
�)[1� f(Es

� + eV )]� f(Es
� + eV )[1� f(Et

�)]g

�jM��j2 � Æ(Es
� � Et

�):

(2.3)

M�� is the tunneling matrix element between the unperturbed electronic states  t
� of

the tip and  s
� of the sample surface, V is the applied sample-voltage, and f represents

the Fermi-Dirac distribution. Since only elastic tunneling is considered, a delta
function is found in the equation (energy conservation). According to Bardeen [22],
the tunneling matrix element is given by:

M�� = � ~
2

2m

Z
[( t

�)
�r s

� �  s
�r( t

�)
�] d~S: (2.4)

Terso� and Hamann applied Bardeen's theory to STM and analyzed the tunneling
current between tip and surface [23, 24]. For T = 0 K, the Fermi function is given
by:

f(E) =

(
0 for E > EF

1 for E < EF

(2.5)
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where EF is the Fermi energy. For small applied voltages, equation 2.3 reduces to:

It =
2�e2V

~

X
�;�

jM�� j2Æ(Es
� � EF)Æ(E

t
� � EF): (2.6)

In general, the tunneling matrix is di�cult to calculate. For a point-shaped tip at
position ~r0, however, equation 2.6 reduces to:

It / V
X
�

j s
�(~r0)j2Æ(Es

� � EF): (2.7)

Here,
P

� j s
�(~r0)j2Æ(Es

��EF) is the LDOS at the Fermi energy and at the tip position
~r0. Since a single point is a poor model for a real tip, Terso� and Hamann presumed
a spherical tip shape with radius R centered at ~r0 as is shown in Fig. 2.1.

d

z

R

~r0

Figure 2.1: Shape of the STM tip in the Terso�-Hamann model. Tip radius R at
~r0 and tip-sample distance d are marked in the �gure (taken from [19] according
to [23]).

Additionally, a spherical s-orbital at the tip end is assumed in the calculations.
This leads to:

It / V �t(EF)e
2�R
X
�

j s
�(~r0)j2Æ(Es

� � EF) = V e2�R�t(EF)�s(~r0; EF) (2.8)

with �t(EF) being the LDOS of the tip at the Fermi energy and �s(~r0; EF) the LDOS
of the sample at the Fermi energy and tip position ~r0 (see Fig. 2.1). The decay rate �
is given by equation 2.2. Note, that equation 2.8 holds only for small sample-voltages
V . If V is increased, the voltage dependence of the tip and sample LDOS has to be
considered and the tunneling current is an integral over energy:

It /
Z eV

0

�t(E � eV ) � �s(~r0; E) dE: (2.9)
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The sample density of states �s(~r0; E) at ~r0 is related to the LDOS of the sample
�s(x; y; z = 0; E) via the relation:

�s(~r0; E) = �s(x; y; z = 0; E) � T (E; eV; z = d+R) (2.10)

with T (E; eV; z = d + R) being the transmission coe�cient. T can be estimated
using the WKB method for the tunnel barrier to:

T (E; eV; z) = e�2z[ 2m
~2

(
�t+�s

2
+ eV

2
�E)]1=2 (2.11)

with �t and �s being the work functions of tip and sample, respectively. This leads
to the following expression for the tunneling current:

It(x; y; V ) /
Z eV

0

�t(E � eV ) � �s(x; y; E) � T (E; eV; z) dE: (2.12)

This situation is visualized in Fig. 2.2. For negative sample-voltages, the electrons
tunnel from occupied states of the sample into unoccupied states of the tip, whereas
at positive sample-voltage, the electrons tunnel from occupied states of the tip into
unoccupied states of the sample.

sample

E

E

ρρ
T

eV

s

t

F

F

t s

tip

Figure 2.2: Electron tunneling from sample to tip. The applied voltage V shifts the
Fermi energy by a value of eV. Occupied states are dark gray, unoccupied states light
gray. The transmission coe�cient T increases with increasing energy as indicated by
the arrows.
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The important quantity is �s(x; y; E): The LDOS of the sample as a function of
position and energy. A direct access to �s(x; y; E) can be obtained by di�erentiating
equation 2.12:

dIt
dV

(x; y; V ) / e � �t(0) � �s(x; y; E = eV ) � T (E = eV; eV; z)

+

Z eV

0

�t(E � eV ) � �s(x; y; E) � dT (E; eV; z)
dV

dE

+

Z eV

0

d�t(E � eV )

dV
� �s(x; y; E) � T (E; eV; z) dE :

(2.13)

The LDOS of the tip �t is usually considered to be energy independent. Thus, the
third term is neglected. At voltages lower than 200 mV, the second term is less than
10% of the �rst term [25]. Thus, the second term can be neglected at low voltages.
In section 3.3, however, STS at voltages up to 1.8 V is performed. The justi�cation,
that the second term is still negligible will be given there.

Consequently, for established situations in STM and STS only the �rst term is
dominant:

dIt
dV

(x; y; V ) / �s(x; y; E = eV ) � T (E = eV; eV; z): (2.14)

The general conclusion is that dI=dV is proportional to the LDOS of the sam-
ple concerning the position dependence (x; y) and also basically proportional to the
energy dependence of T . The so-called lock-in technique enables a direct access to
dI=dV by adding a small amplitude high-frequency modulation voltage Vmod to the
sample voltage V . Thus, the dI=dV signal can be measured with high accuracy in
addition to I.

Electronic states in nanostructures are measured in this thesis with STS. There-
fore, advantage is taken from equation 2.14. With dI=dV versus V data measured
spatially resolved over the nanostructures maps of the LDOS are obtained. If, for
example, the LDOS exhibits delta-function like single-electron states, peaks should
be visible in dI=dV versus V curves.
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2.1.3 Low temperature UHV STM

Two low temperature UHV STMs are used in this work. One of them is used for the
measurements shown in chapter 5 and is described in [26]. The other one is presented
here paradigmatic for a low temperature UHV STM. Most measurements in chapters
3 and 4 are done with this microscope. However, a more detailed description can be
found in [27].

The complete 6 K UHV STM system is home built [20, 21]. It has an energy
resolution down to 2 meV and a drift stability of 3 Å/h. A front and top view of
the whole vacuum system is shown in Figs. 2.3 and 2.4, respectively. Three vacuum
chambers and a cryostat can be recognized. The pressure in the room temperature
UHV chambers is 10�10 mbar. In the low temperature chamber the cryostat acts as
a liquid helium cold trap. Thus, the pressure is << 10�10 mbar there.

In order to achieve UHV, the chambers are pumped down with a turbo molecular
pump. Afterwards, a bake out is done for three or four days at a maximum tem-
perature of 150ÆC. Note, that higher temperatures can damage the piezo elements
of the STM. After bake out the ion pumps are switched on and the turbo pump is
decoupled and switched o�. Additionally, each chamber has its own Ti sublimation
pump.

The vacuum chamber on the left has a load lock for passing samples into the
vacuum system (Fig. 2.4). In the present work a vacuum transfer system between a
MBE and this STM is build up. It is described in detail in section 3.2. The mobile
vacuum transfer system and the docking position are marked in Fig. 2.4. An electron
beam heater and an O2 inlet are used for preparation of a tungsten single-crystal,
which is used for tip preparation. Tip preparation includes short pulsing (5 msec,
up to 30 V) and �eld emission (150 V at 10 �A). The tip is even sometimes dipped
deliberately into the W substrate (1�5 walker steps, see below) and laterally moved
up to 400 nm. These three preparation procedures are found to be su�cient in order
to prepare tips, which yield high-quality topographic and spectroscopic data of the
nanostructures studied in this work.

The vacuum chamber on the right has an Fe evaporator, a LEED/AUGER unit,
and a resistance heater. However, this chamber is not used in the present work.

Samples can be transferred between the chambers by UHV manipulators and
inserted into the STM. The STM is attached to a two meter long rod, which can
be moved up and down with a z-manipulator, consisting of a motor and a UHV
bellow. In upper position the STM is in the center of the middle chamber and the
sample can be inserted or exchanged. When the STM is moved downwards into
the cryostat, the rod is automatically decoupled from the STM in order to avoid
mechanical vibrations.

Several other techniques are used to decouple external vibrations from the STM.
The sand bath, shown in Fig. 2.3, is the main vibration isolation. Additionally, the
complete system is mounted on four damping legs with passive air damping and the
foundation of the system is decoupled from the rest of the building. The complete
equipment is made very heavy and, thus, insensitive against high-frequent vibrations.
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LHe

solenoid
magnet (6T)

decoupled
foundation

sand

LHe
dewar

split-pair
magnet (2T)

damping feet

z-manipulator

bellowtransfer chamber

load lock
e-beam heater

O gas2

resistance heater
Fe evaporator
LEED/Auger

He exchange-gas

STM

UHV

Figure 2.3: Front view of the 6K UHV system (taken from [28]).

O inlet

STM

sample holder

e-beam heater

mobile vacuum transfer system wobble stick

Fe evaporator

to cryostat
resistance heater

manipulator manipulator

wobble stick

load lock

2

Figure 2.4: Top view of the 6 K UHV system (taken from [28]).
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The STM is located in the cryostat during measurements. The cryostat has a
dewar with a capacity of 100 liters of liquid He (LHe). Thermal super insulation of
the dewar is obtained with an outer vacuum. While the STM is in UHV the thermal
contact with the LHe bath is made by an exchange gas (Fig. 2.3). This is done for
a better vibration isolation from the boiling LHe. The STM keeps a temperature of
6.5 K for about 72 h without re�lling LHe. Thus, 72 h is the maximum duration for
a single measurement.

Two super-conducting magnets are placed in the LHe bath. A solenoid produces
a magnetic �eld up to 6 T perpendicular to the sample surface and a split-pair mag-
net produces a magnetic �eld up to 2 T parallel to the sample surface. However, the
magnets are not used in the present work.

Figure 2.5 shows the STM and the walker system. The positions of the scanner,
tip, sample holder, and walker are marked in (a). A system to exchange the tip
in situ is in preparation but not used in this work. Therefore, the vacuum system
must be opened to exchange the tip but not to exchange the sample.

scanner piezo

tip

tip

walker

scanner
sample holder

sample
holder

macor body
shear piezo

shear piezo

{

{
sapphire prism

(a) (b)

(c)

Figure 2.5: (a) Photo of the STM. (b) Sketch of the STM. (c) Cross section through
the walker. Pictures are taken from [20].

During a sample exchange with the wobble stick, the tip-sample distance is about
1�2 mm. Afterwards, the sample is approached towards the tip by a stepwise move-
ment of the walker. The design of the walker is shown in Figs. 2.5(b) and (c). A
sapphire prism is held by six shear piezos. One after the other they shear along the
prism, while the other �ve keep the prism in position. After all piezos have moved,
they move back concurrently, bringing the prism with the sample one step towards
the tip. One walker step is about 100�200 nm long. First, a rough manual approach
with 50 steps/sec is made down to a tip-sample distance of about 50�100 �m. The
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rough approach is controlled with an optical microscope. Finally, the computer con-
trols the �ne approach at 1 step per 3 seconds. Before performing each step the
tip-sample distance is checked by extending the piezo scanner slowly. If a tunneling
current is detected, the tip is close enough to the sample and no further walker steps
are required.

The measurements are controlled by a feedback system, a data acquisition system
(TOP System II), and a computer. The feedback hardware and the software have
been developed at the University of Hamburg [20,21]. The commercial TOP System
II controls the measurements, collects the data, and acts as high-voltage ampli�er.
At the computer the user can control the measurement and handle the recorded data.

2.2 Atomic force microscopy

Atomic force microscopy (AFM) is another scanning probe technique with atomic
resolution in UHV. In contrast to STM, AFM works also on insulating samples.
In air, for example, Au on mica and highly oriented pyrolytic graphite (HOPG)
are reproducibly imaged with STM, but even a native oxide layer on a n-doped
semiconducting sample reduces the imaging quality.

Commercial air AFMs (D3000 and Nanoscope IIIa, Digital Instruments) are used
in this work to characterize the nanostructures. Since STM is the main topic of
this thesis, only a brief introduction to AFM should be given here. A detailed
introduction to AFM can be found in [15] and a recent overview article can be found
in [29].

In the case of AFM, the force between tip and sample replaces the current between
tip and sample measured with STM. Therefore a force sensor is required. The force
sensor in AFM is a cantilever with a sharp tip at one end. A photo and a top/side
view of a cantilever is shown in Figs. 2.6(a) and (b), respectively. It has a width w,
thickness t, and length L as indicated in (b).

tip(a) (b)

la
se

r

detector

Figure 2.6: (a) Photo of a micro-fabricated cantilever with an integrated tip (made
by Nanosensors). (b) Top view and side view of a cantilever (dimensions w, t, L,
and the laser path are marked). Pictures are taken from [29].
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The most common technique nowadays to measure the cantilever displacement in
air AFMs is the laser beam de�ection. The cantilever displacement is measured by
detecting the de�ection of the laser beam, which is re�ected o� the rear side of the
cantilever. The direction and magnitude of the re�ected laser beam is sensed with a
position sensitive detector. The laser path is shown schematically in Fig. 2.6(b).

Two AFM modes are used in this thesis: Contact and tapping mode AFM.

In contact AFM the tip is in permanent "contact" with the surface. The repulsive
forces between tip and sample can be measured due to the de�ection of the cantilever
described above. The scanning is performed in the so-called constant-force mode
(analogous to the constant-current mode in STM). The condition of constant-force
is achieved by keeping the cantilever de�ection constant by means of a feedback loop.
The output signal of the feedback loop adjusts the vertical z-position of the sample
in order to achieve a constant cantilever de�ection (constant-force) during scanning.
The resulting constant-force images are interpreted as topography (analogous to the
constant-current images in STM). In this thesis, Nanosensors contact cantilevers are
used (L=226 �m, w=26�27 �m, t=1.6 �m, with a resonant frequency f=71�85 kHz,
and a spring constant k=2�3.6 N/m).

If conductive AFM tips are used, spatially resolved conductance images can be
obtained in addition to the constant-force topography. This AFM mode is called
conductive AFM. The mode where capacitance is measured simultaneously to topog-
raphy (with a capacitance bridge) is called scanning capacitance microscopy (SCM).

A further mode available in commercial AFMs from Digital Instruments is the so-
called "tapping mode". Tapping mode (tm) is a dynamic AFM mode. The cantilever
oscillates at or near its resonant frequency and "taps" the surface at the lower reversal
point. The oscillation amplitude is used for the feedback control. Thus, constant-
amplitude images are interpreted as topography in tmAFM. In this thesis, Nanosen-
sors non-contact cantilevers are used (L=225 �m, w=34�37 �m, t=10�15 �m, with a
resonant frequency of f=181�209 kHz, and a spring constant of k=40�64 N/m). The
in-plane forces, which are present in contact AFM, are strongly reduced in tmAFM.
This AFM mode is preferable, if the nanostructures are not strongly bound to the
surface. Contact AFM (and even STM) can push loosely bound nanostructures
away during scanning. This tip-induced mobility is strongly reduced in the case of
tmAFM.
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Chapter 3

InAs quantum dots

This chapter deals with strain-induced InAs QDs grown on GaAs(001) by MBE and
studied with low temperature UHV STM and AFM under ambient conditions. The
InAs QDs are grown by Arne Bolz and Dr. Christian Heyn in the group of Prof. Dr.
Wolfgang Hansen (Institute of Applied Physics, University of Hamburg, Germany).
Section 3.1 gives a short introduction to strain-induced InAs QDs and a literature
survey on related experiments. In section 3.2 the sample preparation is explained
and band calculations motivate the chosen sample geometry. In section 3.3, wave-
function mapping of the QD single-electron states is shown measured with STS.
Finally, the in�uence of an oxide layer is studied in air by conductive AFM (section
3.4) and SCM (section 3.5).

3.1 Basic properties

Strain-induced InAs QDs are grown in UHV with molecular beam epitaxy (MBE)
on GaAs(001) as described in [30]. Due to the lattice mismatch between InAs and
GaAs of 7.16% a dot formation is energetically more favorable than layer-by-layer
growth. First, a so-called wetting layer (WL) is formed, then, the pyramidal-shaped
InAs QDs appear. This growth mode is named Stranski-Krastanov growth.

In situ STM measurements on freestanding InAs QDs with atomic resolution
have been reported in [31]. Figure 3.1(a) demonstrates a 3D image of a pyramidal
shaped InAs QD with atomic resolution. It appears elongated in [110] direction.
This shape asymmetry is better visible in the two linescans in [110] and [110] direc-
tion shown in (b). A detailed analysis identi�ed the facets of the QDs, which are
indicated in a model shown in (c). It should be noted, however, that a similar STM
study demonstrate QDs, which were elongated in the [110] direction [32]. Thus, the
elongation is growth dependent.
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(a) (b)

(c)

Figure 3.1: (a) Atomically resolved 3D STM image of an InAs QD on GaAs(001).
(b) QDs appear elongated in [110] direction (shape asymmetry). (c) Model of the
facets found in atomically resolved images. All data are taken from [31].

In these experiments, high-resolution topographic information of the QDs was
achieved but there is no information about the electronic structure of the dots. The
following experiment is the opposite. Magnetotunneling spectroscopy is used to mea-
sure the electronic states of overgrown InAs QDs on GaAs(311)B [33]. This is shown
in Fig. 3.2. The di�erential conductance G is measured vertical through an ensemble
of embedded QDs at di�erent voltages (e2, e4, and e7). Additionally, a magnetic �eld
is applied perpendicular to the current direction and the change in G is recorded.
G(B) data are shown in Fig. 3.2 (b). The di�erential conductance is measured at
certain increasing energies (e2, e4, and e7) and as a function of a magnetic �eld, which
is applied parallel to the [011] direction. Thus, the tunneling electrons are accelerated
in the [233] direction. In the tunneling process the electron picks up a ~k component
parallel to the interface and, therefore, probes the corresponding ~k distribution of
the QD state. If the procedure is done for all directions in the surface plane, one can
obtain the complete squared wave functions as shown in (a). In energetic sequence,
(000), (100), and (200) states are found, where the numbers describe the number of
nodes in [233], [011], and [311] direction, respectively. Surprisingly, the (010) state
is missing although the (200) state appears. The reason could not be clari�ed in
this experiment. For embedded InAs QDs on GaAs(001) the individually probed
wave functions are less well resolved. A spherical (000) state and an approximately
toroidal higher state are only weakly concluded in [34].
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(b)

(a)
e2
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e7

e4 e7

e4

Figure 3.2: (a) Wave-function mapping at di�erent energies (e2, e4, and e7). (b)
Linescans demonstrate the nodes in the wave functions. All data are taken from [33].

Evidence for wave-function mapping in single QDs has been demonstrated by
cross-section STM [35]. The results are presented in Fig. 3.3: A cross-section STM
image of the InAs QDs grown on GaAs(001) is shown in (a). The inset shows
the sample and tip geometry of this experiment. It is obvious that only a part of
the complete wave function can be imaged in cross-section STM. They are shown
in the current images (b) and (c) which are obtained at Vsample=0.69 and 0.82 V,
respectively. In (b) a pure s-state is visible while in (c) an overlap between s- and
p-state is found. This overlap originates from the current measurement. At 0.82 V
both the s-state and the p-state contribute to the current and, thus, an overlap is
measured.

(b)

(c)

(a)

Figure 3.3: (a) STM image of embedded InAs QDs; inset: sample and tip geometry.
(b) and (c) Current images at Vsample=0.69 and 0.82 V, respectively. All data are
taken from [35].
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With the so-called 8-band k �p theory it is possible to calculate energies and wave
functions of QDs [36] including strain, which is present in the dots due to the lat-
tice mismatch between InAs and GaAs. Calculated wave functions for symmetrical
InAs QDs on GaAs(001) are shown in Fig. 3.4. The shapes of the measured wave
functions in Fig. 3.2(a) are in reasonable agreement to the calculated (000), (100),
and (200) states. One important result of the theoretical study is that the (100) and
the (010) states form a nondegenerate pair. Nevertheless, the (010) state appears
between (100) and (200).

Figure 3.4: Calculated wave functions for symmetrical InAs QDs on GaAs(001) with
a base width of 20.4 nm (taken from [36]). The numbers describe the number of
nodes in [110], [110], and [001] direction, respectively.

The main aim of this work is to measure the shape, the electronic states, and
the corresponding wave functions of InAs QDs grown on GaAs(001). STM is used
for topographic information, STS is used for spectroscopic information, and spatially
resolved STS is used for wave-function mapping of freestanding and single InAs QDs.
The local probing of individual QDs can reveal di�erences between them. This and a
comparison between our data and theory are presented in section 3.3. The in�uence
of an oxide layer on the same sample is analyzed with conductive AFM in section
3.4 and with SCM in section 3.5. At �rst, however, section 3.2 explains the sample
preparation and establishes the chosen sample geometry.
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3.2 Sample preparation

Strain-induced InAs QDs are usually grown on relatively large GaAs wafers by MBE
in UHV. The UHV STM (explained in 2.1.3), in contrast, takes up much smaller
sample holders. It is reported in section 3.3 that an air based transfer between MBE
and STM does not allow wave-function mapping. Additionally, section 3.4 and 3.5
will show a strong in�uence of an oxide layer on the surface properties. Thus, a
vacuum transfer between MBE and STM is necessary.

The complete experimental setup is shown in Fig. 3.5. The MBE system is shown
in (a). The growth chamber is located below the monitor and the load lock is on
the right hand side. In order to grow QDs for the STM experiment, small pieces
are cut from a full GaAs(001) wafer (ND=2�1018cm�3) and glued with a liquid In
droplet on the STM sample holders, which are shown in the inset. Inside the MBE
a transport system allows growth and subsequently transfer of the sample from the
growth chamber to the load lock. In order to transfer the samples from the MBE load
lock to the STM system, a mobile UHV transfer system, shown in (b), is built up.
It has a battery driven ion getter pump, a suitable long wobble stick, and a vacuum
valve in order to connect to and disconnect from the UHV systems. A connection to
the MBE load lock is shown in (c). The sample can be pulled out from the MBE with
the wobble stick. Then the transfer chamber is disconnected and moved to the STM

(a) (b)

(c) (d)

Figure 3.5: (a) Photo of the MBE; inset: photo of the STM sample holders. (b),
(c), and (d) Photo of the mobile vacuum transfer system alone, connected to the
MBE, and connected to the 6 K UHV STM, respectively.
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system without breaking the UHV. There, it is connected as shown in (d) and the
sample is pushed into the STM system. During the approximately 1 h transfer time
the pressure is always <10�9 mbar. Thus, a UHV transfer is realized between two
UHV chambers, which are located in di�erent laboratories within the same institute.

In test experiments the topography of the QDs on the smaller STM sample hold-
ers are determined using contact AFM in air after removing the samples from UHV.
The following growth parameters are found to create relatively high InAs QDs with
a large number of con�ned states: n-doped GaAs(001) (ND=2�1018cm�3) is �rst
overgrown with a 400 nm thick n-doped bu�er layer (ND=2�1018cm�3) of GaAs at
T = 600ÆC. Afterwards, a 15 nm thick GaAs tunneling barrier (NA < 1�1015 cm�3)
is grown. The reason for this tunneling barrier is explained in the next paragraphs.
Finally, two monolayers of InAs are deposited at T = 495ÆC in order to form the QDs.
This growth is done in a Riber MBE (Fig. 3.5(a)) at a base pressure <4�10�11 mbar
by Arne Bolz [37].

A sketch of the QD sample including STM tip and current path z is shown
in Fig. 3.6. The tunneling barrier decouples the single-electron states of the QDs
from the highly doped GaAs backgate. On the one hand, a thick tunneling barrier
decouples the states e�ectively. On the other hand, a thin barrier allows a stable
tunneling current, which should be at least on the order of the tunneling current
from the tip to the QD.

Si-n-doped backgate
(GaAs (001), =2•10 cm )18

ND

-3

tunnel barrier
(GaAs, 15 nm, <1•10 cm )NA

15 -3

InAs QDs on wetting layer
Tip

0

z

I

Figure 3.6: Sketch of STM/STS measurement of the sample with freestanding InAs
QDs (tunneling path I along z is indicated).
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In order to �nd a reasonable thickness, band pro�le calculations are performed
with a freeware 1D-Poisson solver [38,39]. A result of such a calculation is shown in
Fig. 3.7. In the z-direction (marked in Fig. 3.6) the tip ends at z=0 followed by a
vacuum barrier. The work functions of PtIr tips and InAs QDs of about 5.3 eV and
4.9 eV, respectively, are used to estimate the barrier. A QD of height H=9.4 nm
is used in this calculation. Following a band o�set between InAs QD and GaAs,
the band bending ends at the backgate, which is degenerately doped (EF within the
conduction band). The calculation is done for a 15 nm thick tunneling barrier. Low
temperature material parameters are used in the calculation with the doping concen-
trations marked in Fig. 3.6. The band o�set between InAs QD and GaAs of 390 meV
is estimated according to 40% Ga content within the dot. This is reasonable, since
grazing incidence x-ray di�raction on an identically grown sample (performed by a
method described in [40]) indicate an average Ga content of 33% increasing towards
the bottom of the dots [41]. Note, that this calculation is performed assuming Fermi
equilibrium between tip and sample (Vsample=0 V).
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Figure 3.7: Band pro�le along the z-direction marked in Fig. 3.6 as calculated with
a 1D-Poisson solver [38, 39]; Vsample=0 V, CB: conduction band, VB: valence band;
a con�ned CB state is marked as a full line.
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An additional voltage, which is necessary for STM and STS, induces an additional
band bending in the semiconducting sample. This is demonstrated in Fig. 3.8.
The black curves show the band pro�le at the QD region for Vsample=0 V (zoom
of Fig. 3.7). The gray curves show the band pro�le for Vsample=1 V. A negative
tip-voltage (positive sample-voltage) induces an upward band bending.
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Figure 3.8: Band pro�le at the QD region for Vsample=0 V (black line, zoom of
Fig. 3.7) and Vsample=1 V (gray line). Negative tip-voltage induces an upward band
bending and enables tunneling into the quantized state (marked as a full line).

If the single-electron state of the QD marked in Fig. 3.7 and 3.8 as a solid line
is energetically reached by the Fermi level of the tip, a new conduction channel is
opened. Sequentially, tunneling can occur from the tip, through the vacuum barrier,
to the QD state, and then through the second tunneling barrier into the backgate.
For each single-electron state, a new conduction channel is opened. Consequently,
steps should appear in I(V ) curves at the voltage where the new state is reached.
These steps are actually found as demonstrated in section 3.3.

Note, that if tunneling through a single-electron state of the QD starts at 1 V,
the energy of the state E (marked in Fig. 3.8) is still much smaller than 1 eV with
respect to the conduction band minimum of InAs. Thus, the Poisson calculation
can also correct for the in�uence of the tip-induced band bending. If, for example,
resonant tunneling occurs at a certain Vsample, the calculation can reconstruct the
band bending and, thus, the energy E of the corresponding state with respect to the
conduction band minimum.
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However, it should be pointed out that these simple 1D-Poisson calculations only
estimate the band pro�le in z-direction and not in the other directions. Additionally,
some of the parameters such as work functions of tip and sample or band o�sets are
not accurately known.

A further advantage of the band-pro�le calculations is the possibility to estimate
the tunneling rate through the second tunneling barrier. The second tunneling bar-
rier in Fig. 3.8 (gray curve) is nearly triangular and has a width of 4 nm and a height
of 0.185 eV. The tunneling rate (et) for a triangular barrier is [42, 43]:

et =
eF

4
p
2m��Et

� exp(�4
p
2m��E

3=2
t

3e~F
): (3.1)

If we insert:

m�(GaAs) = 0:067�me� �Et = 0:185V� e and F =
0:185

4

V

nm

we get

et = 1:48� 1012
1

sec
:

Note, that depending on the con�ned energy of the state and the dot height, tun-
neling rates up to

et;max = 3� 1013
1

sec

are found. The maximum current used in the STS experiment shown in section
3.3 is 100 pA. This corresponds to a tunneling rate from the tip into the QD of
6:25 � 108=sec. Since the barriers (vacuum and band o�set) are very di�erent, no
charging e�ects should be visible. This is indeed the case as shown in section 3.3.

The intrinsic width of the single-electron states can be estimated from et by
considering life-time broadening according to ~=2 � �E=et. The result is �E �
0:5 meV for et = 1:48 � 1012/sec and �E �10 meV for et;max = 3 � 1013/sec. This
is smaller than the energy separation of the single-electron states of the QD (�
50 meV [36]). Note, that this estimation is extremely sensitive to the band o�set as
well as the tip work function which, as mentioned, are not accurately known.
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3.3 STS results: Wave-function mapping

The experimental setup presented in section 3.2 is used to grow InAs QDs on
GaAs(001) directly on the STM sample holder and to transfer the sample between
MBE and STM without breaking the UHV. The 6 K UHV STM is described in
section 2.1.3.

A constant-current image of the QD sample is shown in Fig. 3.9(a). Besides the
QDs, which are visible as bright spots, several steps appear on the WL. The crys-
tallographic directions are marked in the �gure. The QDs appear slightly elongated
in [110] direction. Two dots in the scanning area are considerably larger. The lower
right one, for example, is about 60� 40 nm2. Such dots are regularly found on the
sample but they do not exhibit any spectral features in STS.

A 3D representation of a typical QD is shown in Fig. 3.9(b). The shape is
comparable to previous STM results [31, 32]. Additionally, a superstructure on the
WL is visible in the 3D image. This is better shown in (c). The unit cell of 0:93�
1:51 nm2 is marked in the �gure. This superstructure is compatible with the (2� 4)
reconstruction (0.792�1.584 nm2; unit cell=0.396�0.396 nm2) found previously on
the GaAs bu�er layer without QDs during growth with re�ection high-energy electron
di�raction (RHEED).

100 nm

[1
0]

1

(b)(a)

(c)

[1 0]1

[110]

Figure 3.9: (a) Constant-current STM image of the InAs QD sample I (Vsample=3 V
and I=70 pA); crystallographic directions are marked in the �gure. (b) 3D repre-
sentation of a typical QD from sample III elongated in [110] direction. (c) WL on
sample III with atomic resolution; (2� 4) unit cell is marked (white rectangle).
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Altogether, three QD samples were grown by MBE and transferred into the STM
system without exposure to air. The only di�erence is that sample I and II were
grown with a 15 nm thick tunnel barrier and sample III with a 20 nm thick one. All
QDs studied with STM so far are elongated in [110] direction. This is demonstrated
in the following table (very large dots are not considered any more):

sample I
in [110] [nm]: 24 19 19 23 22 20 22 18 18 23
in [110] [nm]: 20 15 16 19 17 17 19 14 14 19
H [nm]: 9.4 3.4 3.4 8.4 4.1 3.7 4.4 2.7 2.8 4.5

sample II
in [110] [nm]: 23 21 17 20 22 20 22 26 20 13
in [110] [nm]: 20 16 15 17 19 16 17 19 14 11
H [nm]: 5.8 5.0 4.1 4.7 5.9 5.0 5.5 5.7 4.2 1.8

sample III
in [110] [nm]: 26 28 30 30 25 24 22 20 20 17
in [110] [nm]: 22 22 21 22 20 17 17 17 13 14
H [nm]: 3.8 4.8 5.8 4.8 3.8 3.3 3.5 4.3 3.1 1.7

Extensions in the [110] and [110] directions and the corresponding heights H for
di�erent dots are listed. The QDs of sample I have an average extension of 21�2 nm
along [110] and 17� 2 nm along [110] and a height of 5� 2 nm. The QDs of sample
II have an average extension of 20� 3 nm along [110] and 16� 3 nm along [110] and
a height of 5� 1 nm. The QDs of sample III have an average extension of 24� 4 nm
along [110] and 19� 3 nm along [110] and a height of 4� 1 nm.

Note, that the apparent lateral extensions of the dots can depend on the actual
tip shape. This is not the case for the dot heights. Anyhow, since the extensions of
the QDs are similar on all three samples measured with di�erent tips, it is not likely
that the asymmetry of the shape is an artifact of the tip.

A constant-current STM image of a single and relatively small QD is shown in
Fig. 3.10(a). It has a height of only 1.8 nm. Figure (b) shows I(V ) curves recorded
above the QD (black) and on the WL (gray), respectively. Two current steps are
observable on the QD. On the other hand, a continuous I(V ) increase appears on the
WL. The increase on the WL is interpreted as a direct tunneling of electrons from
the tip to the degenerately doped GaAs substrate. The e�ective barrier consisting of
the vacuum barrier, the WL, and the GaAs tunnel barrier, gets smaller for increasing
energy. Consequently, the tunnel current increases.

Figure 3.10(c) shows the simultaneously recorded dI=dV curves corresponding to
(a). While the dI=dV signal on the WL does not show any structure, the dI=dV
signal on the QD exhibits two peaks. It is demonstrated in section 2.1.2 that dI=dV /
LDOS at least for Vsample<200 mV. Here we have slightly higher voltages. That
dI=dV is still / LDOS in this case will be justi�ed later. Anyhow, peaks in the
LDOS correspond to single-electron states, which are expected for QDs.
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Figure 3.10: (a) Constant-current image of a QD from sample II (Vsample=1.7 V,
I=50 pA, W tip, height H and crystallographic directions are marked in the �gure).
(b) I(V ) curves recorded on the QD (black) and on the WL (gray) with Vstab=1.6 V
and Istab=50 pA. (c) Simultaneously recorded dI=dV curves with Vmod=28 mV.
(d) dI=dV curves recorded at di�erent positions above the QD as marked in (a).
(e) and (f) Spatially resolved dI=dV images at Vsample=0.89 and 1.14 V, respectively.
Calculated squared wave functions are taken from [36] and are labeled by the number
of nodes in di�erent directions. All data in this �gure are raw data.
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In order to spatially resolve the intensity distribution of the peaks within the
QD, the scanning area is divided into 150 � 150 points. At each point full I(V )
and dI=dV spectra are recorded consisting of 64 data points between Vstart and Vend
(Vstart � Vstab). A sequence of 64 I(V ) and dI=dV images corresponding to di�erent
values of Vsample results.

Figure 3.10(d) shows that the intensity of the �rst peak decreases with distance
from the QD center while the intensity of the second one increases. This is better
visible in dI=dV images recorded at the peak positions. Figure (e), for example,
shows the dI=dV image recorded at the �rst peak of (c) while (f) shows the dI=dV
image at the second peak. Obviously, the �rst peak has a circular symmetric in-
tensity distribution as expected for a (000) state of the conduction band, while the
second one has a pronounced node in the center as expected for a (100) state. The
numbers describe the number of nodes in [110], [110], and [001] direction, respec-
tively. Calculated wave functions are shown as insets (from [36]). In all of the 64
dI=dV images for this QD only the symmetries presented are found. Note, that all
data in Fig. 3.10 are raw data without any �ltering 1.

The peak widths found in Fig. 3.10(c) and (d) require some discussion. They have
a full width at half maximum (FWHM) of 70 and 150 mV. I believe that the widths
are basically given by the lifetime of the electrons in the con�ned states. An upper
boundary for this lifetime is the tunneling rate et through the undoped GaAs tunnel
barrier. Tunneling rates up to et;max = 3�1013/sec are deduced in section 3.2 from 1D
Poisson calculations. Accordingly, the intrinsic lifetime broadening of the QD states
should be � ~=2� et;max=10 meV. Considering an average lever arm factor of about
5.5, which is deduced straightforwardly from the 1D-Poisson calculations presented in
section 3.2, single-particle peaks with FWHM up to about 55 mV are expected. Thus,
this simple model basically explains the measured peak widths. Generally, slightly
larger peak widths are observed than deduced from 1D-Poisson calculations. Note,
that a few parameters in the calculation are not accurately known. Measurements at
di�erent GaAs tunnel barrier widths are necessary to decide, if the tunnel coupling
to the back gate is indeed the process which determines the peak widths.

As promised in section 2.1.2, a justi�cation for dI=dV / LDOS is needed for
Vsample>200 mV. In Fig. 3.10(c) the �rst peak at Vsample=0.9 V has a height of
dI=dV=0.0751 nS and the following minimum at Vsample=1.02 V has a height of
dI=dV=0.0045 nS. The remaining contribution of 0.0045 nS, which is 6% of the �rst
peak intensity, suggests a contribution from the second term of equation 2.13. The
intensity of 0.0751 nS originates only from the �rst term. Note, that for the �rst
state no prior integration is needed, since �s is zero for lower voltages. Thus, the
experimental data show that the second term of equation 2.13 can be neglected.
This ratio of 6% can additionally be deduced directly from equation 2.13. I assume
that �t(E � eV ) = �t(0)=constant and that �s(E)=constant within a 10 meV en-
ergy interval around the peak and else zero. The 10 meV energy interval is deduced

1This procedure works reproducible for vacuum transferred samples. In contrast, no wave-
function mapping was obtained for air-transferred samples (exposure to air for a few seconds).
Only weakly reproducible peaks in dI=dV curves were found, although STM imaging was possible.
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above from lifetime considerations. dT=dV (E; eV; z) is in good approximation con-
stant within the 10 meV interval. Thus, all coe�cients can be extracted out of the
integral. In ratio to the �rst term, �t, �s, and e are canceled. From the second term,
dT=dV (E = eV; V = 0:9V; z)� 10 mV is remaining after integration. This intensity
should remain from the �rst state in dI=dV data at higher voltages. From the �rst
term only T (E = eV; V = 0:9V; z) remains, which is proportional to the intensity of
the �rst state at the peak position. If I assume, that z=0.5 nm, �t=5.3 eV, and �s=
4.9 eV and calculate the quotient dT=dV (E = eV; V = 0:9V; z = 0:5nm)� 10 mV /
T (E = eV; V = 0:9V; z = 0:5nm), I get 2%. This is in reasonable agreement to the
6% deduced from the STS data. Thus, a measurable in�uence of the second term is
present at voltages above the �rst peak, but anyhow the LDOS at the higher peaks
is still largely proportional to dI=dV . The in�uence of the second term can explain
the continuous increase in dI=dV data at higher voltages.

Another point, which requires some discussion, is the peak shift as a function of
position, visible in Fig. 3.10(d). The peaks shift with increasing distance from the
QD center. A possible explanation is the following: Since the QD is pyramidal, the
tip gets closer to the WL and, thus, to the backgate by moving towards the rim of
the QD. This leads to a stronger band-bending within the sample, which moves the
QD states upwards. However, since the resulting peak shifts are small and no inter-
mixing takes place, dI=dV images largely represent the peak intensity as a function
of position. For a detailed quantitative comparison with calculations, the peak shift
has to be considered and a plot of the peak intensity as a function of position would
be more appropriate.

In short, the term "wave-function mapping" for dI=dV images is justi�ed in the
present case. The energy distance between the peaks is larger than the energy res-
olution ÆE (see section 2.1.3) of the STM. The peaks are broad but still resolvable
and they show no intermixing. The LDOS is largely proportional to dI=dV . Conse-
quently, the shape of a single j	i(Ei; x; y)j2 is displayed in a single dI=dV image.

In order to get statistically relevant information of the state sequences for di�erent
QDs and to further prove the reliability of the method, a total of 25 QDs were
investigated. Two macroscopically di�erent tips were used (PtIr and W) and they
were all prepared (pulsing, �eld emission, etc.) several times. Additionally, QDs on
three di�erent samples were analyzed. Thus, tip artifacts or sample dependences can
be largely excluded.

The �rst two samples are identically grown (see section 3.2 and Fig. 3.6). All
results presented in the Figs. 3.10 and 3.11 are obtained on these two samples. The
only di�erence of the third sample is that it is grown with a 20 nm thick tunnel
barrier instead of 15 nm. The thicker barrier should lead to a longer lifetime of
the electrons within the dot. This should in turn lead to a reduced life time broad-
ening of the single-electron states as discussed above, or even to charging e�ects.
Unfortunately, spatially resolved STS measurements on sample III were not success-
ful because several tip changes occurred during scanning. Only once, wave-function
mapping could be obtained and indeed indicates charging e�ects as discussed at the
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state sequence number of QDs
(000) 10
(000), (100) 7
(000), (100), (010) 2
(000), (100), (010), (200) 1
(000), (100), (200) 3
(000), (100), (200), (300) 2

Table 3.1: Energetic state sequence for 25 di�erent QDs.

end of this section.
Results obtained on three di�erent QDs (15 nm tunnel barrier), all exhibiting

more than two states, are shown in Fig. 3.11. 3D representations of the QDs are
shown in (a1), (b1), and (c1), and again the QDs appear elongated in [110] direction.
The QD height H is marked in the �gures. Spatially averaged dI=dV curves over the
whole QD area are shown in (a2), (b2), and (c2). The peaks are less well resolved in
the averaged spectra due to the discussed peak shift as a function of position. For
clarity, vertical lines mark the peaks. The squared wave functions are again visible
in dI=dV images at the peak positions as shown in Fig. 3.11. The state sequences
are (000), (100), and (200) for (a3)�(a5) (left row), (000), (100), (010), and (200)
for (b3)�(b6) (middle row), and (000), (100), (200), and (300) for (c3)�(c6) (right
row). Vsample for each image is indicated up/right and again the numbers describe
the number of nodes in [110], [110], and [001] direction, respectively. For comparison,
calculated squared wave functions are shown on the left of Fig. 3.11 (from [36]).

A total of 25 di�erent QDs are analyzed with this method and the state sequences
are summarized in table 3.1. In 40% of the QDs only a single (000) state is found.
On the other hand, up to four states are partly observed. It is found that higher
QDs tend to have a larger number of con�ned states. The heights of the 25 di�erent
dots vary between 1.7 and 9.4 nm (mean value: 4.5 nm). An interesting result is that
di�erent dots show a di�erent number and a di�erent energetic sequence of states.
The (010) state is often missing, although (200) and even (300) states appear (see
table 3.1). Thus, strong anisotropy in the electronic structure is found. This can be
emphasized even more, if the nodes in [110] and [110] are summed up: Only 3 nodes
are found in [110] direction while 33 nodes are found in [110].

The simplest explanation for the electronic anisotropy is the shape asymmetry of
the QDs. The QDs appear slightly elongated in [110] direction. An average aspect
ratio A=FWHM in [110]/FWHM in [110] of 1.3 is found in the constant-current
image of Fig. 3.9(b). Partly larger aspect ratios appear in Fig. 3.11: A=1.6 for (a1)
and (b1) and A=1.4 for (c1). These aspect ratios lead to a stronger con�nement in
[110] than in [110] direction.

The con�nement di�erence can be estimated from calculations on symmetric
dots [36, 44�46] for di�erent base lengths. Let us take, for example, the QD of
Fig. 3.11(a1). The apparent QD base lengths in the [110] and [110] direction are 26
and 19 nm, respectively. Note, that STM measures a convolution between tip and
QD. The real base lengths can be smaller than the measured ones. If a symmetric
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Figure 3.11: STS data of three di�erent QDs. (a1), (b1), and (c1) 3D representation
of constant-current images with heights H indicated. (a2), (b2), and (c2) dI=dV (V )
curves spatially averaged over QD area; peak positions are marked by vertical lines.
(a3)�(a5), (b3)�(b6), and (c3)�(c6) dI=dV images recorded at Vsample as indicated;
data are partly smoothed in order to enhance picture quality; the state in (a5) ex-
hibits an energy close to the onset of the wetting layer, which results in a bright
surrounding of the wave function; crystallographic directions are marked.
(a1)�(a5) W tip, QD sample II, Vstab=1.85 V, Istab=50 pA, Vmod=15 mV;
(b1)�(b6) W tip, QD sample II, Vstab=1.6 V, Istab=50 pA, Vmod=27 mV;
(c1)�(c6) PtIr tip, QD sample I, Vstab=2.4 V, Istab=70 pA, Vmod=15 mV.
Constant-current images at Vsample = Vstab and I = Istab. Left column: calcu-
lated squared wave functions taken from [36] and labeled by the number of nodes in
di�erent directions.
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QD with a base length of 26 nm and another one with a base length of 19 nm is
considered, one gets according to [36] an energy di�erence of the p states of 125 meV.
For comparison with the experimental results, Vsample at the peak positions has to
be translated into energy E by using the 1D-Poisson solver as explained in section
3.2. The states in Fig. 3.11(a3)-(a5) at Vsample=1.16, 1.48, and 1.77 V result in
E=126, 180, and 226 meV with respect to the conduction band minimum of the QD.
Accordingly, the (010) state should appear at 180 meV+125 meV=305 meV. This is
indeed above the (200) state which appears at 226 meV.

This consideration is also valid for the QD in Fig. 3.11(c1). This QD has apparent
base lengths of 24 and 19.5 nm in the di�erent directions. From [36] an energy
shift of 75 meV between (100) and (010) states is predicted. With the 1D-Poisson
correction the states of Fig. 3.11(c3)-(c6) at Vsample=1.05, 1.39, 1.60, and 1.72 V
result in E=139, 212, 254, and 278 meV. Accordingly, the (010) state should appear
at 212 meV+75 meV=287 meV and this is indeed above the (300) state which appears
at 278 meV.

This simple consideration, however, does not work for the QD of Fig. 3.11(b1):
This QD has apparent base lengths of 20 and 14 nm in the di�erent directions.
An energy shift of 110 meV is predicted from [36]. With the 1D-Poisson correc-
tion the states of Fig. 3.11(b3)-(b6) at Vsample=0.88, 1.06, 1.17, and 1.31 V re-
sult in E=184, 212, 229, and 249 meV. The (010) state should therefore appear
at 212 meV+110 meV=322 meV. Surprisingly, the (010) state appears immediately
after the (100) state at 229 meV.

In short, this qualitative discussion cannot explain all details of Fig. 3.11. Al-
though the discrepancy might be due to a wrong determination of the base lengths
from Fig. 3.11(b1), detailed calculations taking the shape, the stress �elds, as well as
the Ga alloying of the InAs QDs into account are highly desirable in order to make
more quantitative comparison.

The strong electronic anisotropy, which is attributed to shape asymmetry, is sur-
prisingly not found for embedded InAs QDs on GaAs(001). For example, far-infrared
measurements combined with capacitance spectroscopy revealed only evidence for a
very weak anisotropy of 2 meV [47]. In this experiment, the QD s-states are charged
in situ with capacitance spectroscopy and transitions between occupied s- and un-
occupied p-states are measured with far-infrared spectroscopy at di�erent magnetic
�elds. They found an energy separation at B=0 of approximately 2 meV [47]. By
using, additionally, linear polarized light they explained this separation by a slight
elongation of the dots of �0.5 nm in [110] direction.

In capacitance measurements, two s- and four p-states are found as a function
of the magnetic �eld [48]. Charging and exchange energy (Hund's rule) can explain
the peak separations and the magnetic �eld dependence [49]. No shape anisotropy
is needed in order to explain the observed capacitance data.

Magnetotunneling spectroscopy on embedded InAs QDs on GaAs(001) show a
rather degenerate (100) and (010) state, which is weakly visible as a torus in [34].
Thus, no electronic anisotropy is found there either. However, strong electronic
anisotropy is found in embedded InAs QDs on GaAs(311)B with this technique [33],
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where a missing (010) state is found between (100) and (200) (Fig. 3.2).
Nevertheless, there is not a single report about strong electronic anisotropy for

embedded InAs QDs on GaAs(001). None of the authors �nd an indication for a
(200) state appearing prior to the (010) state. The most likely explanation for this
discrepancy between freestanding and embedded InAs QDs on GaAs(001) is that the
strain �eld changes during overgrowth. Moreover, there might be compositional or
shape changes of the QDs due to the overgrowth.

All results which are presented above are obtained on sample I and II. At the
end, a challenging result on a QD of sample III should be presented. In contrast to
sample I and II, sample III is grown with a 20 nm thick tunneling barrier.

STS images at di�erent Vsample are shown in Fig. 3.12(a)�(g). Unfortunately, this
QD drifted out of the scanning area during measurement. An STM image obtained
prior to spectroscopy is shown in (A). The averaged spectrum shown in (B) indicates,
as expected, peaks, but not all states have a clearly resolved corresponding peak. The
sample voltages of the states shown in (a)�(g) are indicated, for clarity, with vertical
lines in (B).

Surprisingly, each corresponding wave function, except of (f), appears twice. The
state sequence starts, as expected, with (000) (a) and (100) (b), but than again
(000) (c) and (100) (d) states appear. Afterwards, (200) (e) and (300) (f) appear,
but than again the (200) state (g) is repeated. The symmetries shown in (a)�(g) are
the only symmetries appearing at all voltages between 0.4�1.55 V.

The QD apparent base lengths of Fig. 3.12(A) are 17.4 nm and 14.4 nm in [110]
and [110] direction, respectively, and the height is 1.7 nm. The states in Fig. 3.12(a)�
(g) at Vsample=0.71, 0.81, 0.94, 1.03, 1.14, 1.28, and 1.42 V result in E=134, 144, 156,
165, 175, 187, and 199 meV, according to the 1D-Poisson calculation. Note, that the
di�erence between s- and p-states of 10 meV is unexpectedly small. From [36] an
energy shift between the (100) and (010) states of 70 meV is predicted. Accordingly,
the (010) state should appear at (144+60) meV=204 meV. This is indeed above the
highest state which appears at 199 meV.

Note, that a QD charging could not be included in the simple 1D calculation. This
was not necessary for the QD sample I and II where at maximum one electron is in
the QD. However, in the present case the QD is obviously charged. A charge which
remains in the QD will increase the electrostatic potential. Thus, the calculated
energies E include a charging energy and, therefore, the single-electron states are
less separated than predicted based on the simple 1D-Poisson calculations.

As mentioned above, a possible explanation for the repeating of the wave func-
tions is charging. An s-shell charging energy of 21.5 meV and 23.3 meV for strain-
induced InAs QDs is concluded from capacitance data in [47] and [48], respectively.
Theory �nds an s-shell charging energy for symmetric QDs (base plane lengths=14�
17 nm) of 24�21 meV [36]. Here we found in good agreement that the two (000)
states are separated by 22 meV, the (100) states by 21 meV, and the (200) states by
24 meV.
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The obtained sequence might be the following: First, the electrons tunnel through
an s-state at zero charging of the QD (a). Then, the electrons tunnel through the
p-state at zero charging (b). Next, the electrons tunnel through the s-state at single
charging (c) and so on. Consequently, charging appears to be possible but not to
be necessary. In average, the QD is charged at a part of the time. Such a situation
requires similar barriers on both sides of the QD.
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Figure 3.12: (A) STM image prior to spectroscopy (Vsample=2.3 V, I=70 pA, crystal-
lographic directions are marked). (B) dI=dV curves spatially averaged over QD area
(vertical lines mark the Vsample of (a)�(g)). (a)�(g) dI=dV images at di�erent Vsample

marked in the �gures (Vstab=1.8 V, Istab=70 pA, Vmod=29 mV, W tip, sample III).
All data in this �gure are raw data.
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On the other hand, charging cannot be explained for a 20 nm thick tunneling
barrier with 1D-Poisson calculations. The second tunneling barrier (InAs/GaAs
band o�set) shows for the strongest con�ned state at Vsample=0.71 V a width of
6.7 nm and a height of 0.26 eV. Consequently, a tunneling rate of et=5.43�1010/sec
is deduced from equation 3.1. However, the highest current in the experiment is the
stabilization current of 70 pA. This corresponds to 4.4�108/sec which is still two
orders of magnitude too small in order to explain charging.

Note, that a corresponding calculation for a 1.7 nm high dot at Vsample=0.71 V
but 15 nm tunneling barrier results in et=2.6�1011/sec. Thus, the 5 nm thicker
tunneling barrier reduces et by one order of magnitude.

However, it should be stressed, that the calculations are based on a 1D model and
require parameters which are not exactly known. Further experiments are required
to �nd out if charging indeed appears in these QDs.

Note �nally, that the results shown in Fig. 3.12 could not be reproduced on other
QDs of sample III. Spatially resolved STS on sample III appeared to be di�cult,
because a lot of tip changes occured during the measurement. This is even visible in
Fig. 3.12: The STM image prior to spectroscopy (A) shows the QD to be elongated in
[110]. Surprisingly, the STS data (a)�(g) show the QD elongated in [110] direction.
Such a tip change during STS was never observed on samples I and II. I assume
that the thicker tunneling barrier of sample III made a reproducible wave-function
mapping more di�cult. The tip is closer to the surface at similar It and can, thus,
easier pick up adsorbates which lead to tip changes.

3.4 Conductive AFM results

All experimental results in section 3.3 are obtained on QD samples grown, trans-
ferred, and measured in UHV by STM. To demonstrate that UHV is necessary, this
section describes conductive AFM results produced under ambient conditions after
removing the sample (15 nm thick barrier) out of the UHV.

STM measurements (Nanoscope E, Digital Instruments) within an Ar glove-box
(MBraun) can be performed on QD samples, which are exposed to air for a few
seconds, but the imaging is very unstable. A more stable method in air is AFM
(described in section 2.2). A 3D image obtained from contact AFM (Nanoscope
IIIa, Digital Instruments) is shown in Fig. 3.13.

Figure 3.13: 3D contact AFM image in air of an InAs QD sample (400� 400 nm2).
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Simultaneously with the topography a current �ow between tip and sample can
be measured, if conductive AFM tips are used. The current �ow is measured at
di�erent voltages and can be displayed as a function of position. This leads to a
map of the local conductivity. Thus, this method can study the topography and
the electronic properties of InAs QDs in air. Conductive Co/Cr coated n+-Si tips
(2.8 N/m, 70 kHz) are used for this purpose.

Conductive AFM results in air on InAs QDs grown on GaAs(001) samples (same
as in Fig. 3.6) are shown in Fig. 3.14. Figure (a) shows the sample topography ob-
tained with contact AFM. Simultaneously, current-images are obtained for Vsample=
-1, -2, and -3 V as shown in (b1), (c1), and (d1), respectively. For small Vsample

no current is observed, neither on the QDs nor on the WL. Thus, only noise is
measured at Vsample=-1 V in (b1) (I range=0.5 pA). At Vsample=-2 and -3 V the
current �ow starts basically over the QDs as shown in (c1) (I range=3 pA) and (d1)
(I range=40 pA), respectively.

1D-Poisson calculations can reconstruct this voltage dependence of the current
over the QDs. The band pro�le for Vsample=-1, -2, and -3 V is shown in (b2), (c2),
and (d2), respectively. An averaged dot height of 6 nm and room temperature mate-
rial parameters are used in these calculations. Further, a 0.5 nm oxide layer between
tip and sample, a workfuntion of the metallic tip of 5.3 eV, and a Ga content within
the dot of 40% are assumed.
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Figure 3.14: Conductive AFM (a) Contact AFM topography (z range=10 nm).
(b1), (c1), and (d1) Current images at Vsample=-1 V (I range=0.5 pA), -2 V
(I range=3 pA), and -3 V (I range= 40 pA), respectively. (b2), (c2), and (d2)
Calculated band-pro�les over a QD at Vsample=-1, -2, and -3 V, respectively. (e)
Calculated band-pro�le over the WL at Vsample=-1 V (Fermi level pinning not in-
cluded).
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Electrons tunnel from the conduction band of the sample to the tip at negative
Vsamples

2. In (b2) a barrier is remaining at the band o�set between InAs and GaAs,
which inhibits a current �ow. Thus, only noise is measured in (b1). At higher
voltages, however, the barrier disappear as shown in (c2) and (d2). Consequently, a
current �ow sets in above the QDs as shown in (c1) and (d1).

An open question is, why the current �ow is suppressed over the WL. It is even
more surprising, if we consider the band pro�le over the WL at -1V (the InAs WL
is assumed to be 0.303 nm thick in the calculation with a Ga content of 40%). This
is shown in (e). A current onset at -1 V should be possible above the WL (e) and
not above the QDs (b2). In (e) the electrons can �ow from the conduction band
of the sample into the tip without any barriers (except the tip and sample oxide).
In contrast, a barrier at the band o�set between InAs and GaAs remains in (b2).
A similar experiment and a possible reason for this discrepancy is reported in [50].
The authors claim that the thin InAs WL oxidizes in air. Therefore, the WL should
behave like an oxidized GaAs substrate. It is reported in [50] that oxidized GaAs
surfaces have a Fermi level pinning at midgap due to surface states. This results in a
formation of a surface depletion layer. This in turn forms a nanoscale Schottky diode
between WL and tip which e�ectively inhibits the current �ow above the WL. In
contrast, oxidation of InAs is reported to have a Fermi level pinning at 0.13 eV above
the conduction band [51]. Thus, the only barrier over the QDs is the band o�set
between GaAs and InAs. The applied voltage can induce an additional band bending
which leads to an accumulation and, consequently, to a current �ow. Note, that Fermi
level pinning could not be included in these simple 1D-Poisson calculations. Thus,
the contrast in conductance images observed in air is due to a di�erent oxidation of
the WL and the QDs and has nothing to do with con�ned states of the dots.

A published STM study of InAs QDs on GaAs(001) samples, which were trans-
ferred in air, showed a similar increasing of the conductivity above the QDs in
current-images at negative sample voltage [52]. At positive sample-voltage no con-
trast was obtained. They interpret this result as electron tunneling through single-
electron states. I think that this explanation is not appropriate. In comparison
with [50] and the results presented here, the contrast in the current-images of [52] is
probably only due to the di�erent Fermi level pinning of QD and WL.

2This is the opposite case as in the STM experiment of section 3.3 where a positive sample voltage
detects the single-electron states within the conduction band. Anyway, single-electron states could
not be resolved with conductive AFM. No contrast was obtained up to +10 V.
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3.5 Scanning capacitance microscopy results

Single-electron states in embedded InAs QDs are detectable by capacitance spec-
troscopy [47,48], as already mentioned in section 3.3. Two separated s-states appear
and also di�erent p-states are weakly resolved. However, the capacitance measure-
ments average over 1400 - 70000 embedded dots depending on the gate areas [48].
This can be improved down to approximately only 10 embedded dots for gate areas
< 0.5 �m2, which has proven to provide a much better resolution for the s- and p-
states [53]. Section 3.3, however, demonstrates di�erences between di�erent dots and
di�erences between freestanding and embedded dots. Thus, a spatially resolved tech-
nique for capacitance measurements on individual and freestanding QDs is desirable,
too.

High-end spectroscopy measurements require low temperatures and UHV. Such
a UHV low temperature scanning capacitance microscope is still under construc-
tion [54].

In order to check if SCM contrast is possible under ambient conditions (same
sample as in Fig. 3.6), a commercial AFM (Dimension 3000, Digital Instruments) is
used. It measures topography and capacitance in contact mode. The latter is done
with a capacitance bridge which works at a �xed modulation voltage Vmod=1 V, an
adjustable frequency f , and bias voltage Vsample

3.
However, no SCM contrast could be obtained on the InAs QD samples, which

include a native oxide, even after varying all available parameters. Figure 3.15(a)
gives a qualitative explanation: Two capacitances C1 and C2 are in series. The
capacitance C1 is di�erent between tip and QD or tip and WL, but C2 (between
QD/WL and backgate) is the same in both cases. The total capacitance Ctot is
given by:

1

Ctot

=
1

C1

+
1

C2

:

C1

C2

AFM-tip

backgate

Figure 3.15: Sketch of two capacitances in series for the case of SCM: C1 between
tip and QD (or WL) and C2 between QD (or WL) and backgate.

3Note, that for the detection of single-electron states as in section 3.3 a modulation voltage of 1
V (�xed in this AFM) is much too large.
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Each capacitance is proportional to the reciprocal distance of the electrodes. The
distance between tip and QD (or WL) is only the thickness of the thin native oxide
�lm (�0.5 nm), while the distance between QD (or WL) and backgate is much
larger (�25 nm, deduced from 1D-Poisson calculations). It results from this simple
consideration that C1�C2. Note, that Ctot is measured in SCM. Therefore, mainly
C2 contributes to Ctot and the contribution from C1 is negligible. But C1 includes
the information about the electronic states in the QD and the WL. Thus, no contrast
could be obtained in SCM between QDs and WL with a native oxide. In order to
reduce C1, a thicker oxide layer is desirable.

A common method to enhance the native oxide thickness is the oxidation under
O3 atmosphere [55, 56]. The O3 is prepared with an UV lamp within a furnace. An
O3 treatment at 200ÆC for 10 min is su�cient to enhance the oxide thickness. The
resulting SCM image is shown in Fig. 3.16. Contrast is obtained between QDs and
WL. The capacitance above the QDs is larger than above the WL. In this SCM
measurement a modulation voltage of 1 V is applied with a frequency of 5 kHz at
a sample voltage of 0 V. The more electrons that tunnel out and into the tip, the
higher is the measured capacitance signal. Note, that the conductance was found to
be larger above the QDs than on the WL in section 3.4. Thus, the QDs can be better
charged than the WL and, consequently, a larger capacitance C = Q=U is measured
above the dots.

(b)(a) 200 nm

Figure 3.16: (a) Topographic image of the InAs QDs measured by contact AFM
(z range=11 nm). (b) Simultaneously obtained SCM image (SCM signal in
[arb. units], Vmod=1 V, f=5 kHz, and Vsample=0 V).

A similar SCM experiment is reported in [57]. They used an UHV SCM with
Vmod=0.1 V and measured on samples which are transferred in air and have a native
oxide. At Vsample=0 V no contrast is obtained between QDs and WL. However, at
-0.5 and -1 V contrast appears even with the thin native oxide. With these sample
voltages no contrast was obtained with the Dimension 3000. This can have the
following reasons: In [57] the dots are grown directly on the n-doped GaAs. Thus,
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C2 is larger due to the missing tunneling barrier. Additionally, another capacitance
sensor is used, which may have a better resolution.

Summary

Wave-function mapping of single-electron states is achieved with STS on freestand-
ing strain-induced InAs QDs, which are grown by MBE and transferred within UHV.
The number of nodes in [110] direction is larger than the number of nodes in [110]
direction. This e�ect is attributed to shape asymmetry of the QDs, which are elon-
gated in [110] direction. The in�uence of an oxide layer is analyzed by SCM and
conductive AFM in air. The oxidized QDs have a larger conductance and a larger
capacitance than the oxidized WL. This e�ect is attributed to a di�erent Fermi level
pinning between oxidized WL and oxidized InAs QDs.
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Chapter 4

InAs, InP, and CdSe nanocrystals

Another type of QDs studied in this thesis are semiconductor nanocrystals, also called
clusters, which are synthesized by colloidal chemistry. Nanocrystals are spherical and
not pyramidal shaped as the strain-induced QDs studied in chapter 3. Additionally,
the nanocrystals are in organic solutions and they can be size-selected down to ap-
proximately 5%. For this study, they were synthesized by Dr. Dimitri Talapin in the
group of Prof. Dr. Horst Weller (Institute of Physical Chemistry, University of Ham-
burg, Germany). A lot of di�erent materials are available as clusters, for example,
InAs, InP, CdSe, CdS, HgS, PbS, ZnO, FePt, Co, and even core/shell nanocrys-
tals can be fabricated, for example, InAs/ZnSe is possible. Here, we concentrate on
semiconductor InAs, InP, and CdSe nanocrystals.

A big advantage of the clusters with respect to the strain-induced InAs QDs is
that they are pure materials with no intermixing and that they have a more well
de�ned geometry. This makes the interpretation of the data easier.

However, since the clusters are not produced in UHV, a sample preparation com-
patible with low temperature STM measurements in UHV is required before wave-
function mapping could be possible. Unfortunately, I did not achieve wave-function
mapping so far, but I would like to show some preliminary results. After an intro-
duction and a literature survey given in section 4.1 these �rst results are presented
in section 4.2.

4.1 Basic properties

Semiconductor nanocrystals are nm-sized spherical crystals, which are surrounded
by organic ligands. In this work, InAs, InP, and CdSe are used as semiconductors
and trioctylphoshine (TOP) as the organic ligand. The nonpolar TOP ligands enable
solubility of the clusters in nonpolar solvents like toluene. A scheme of InP clusters
in solution and the chemical structure of the ligands are shown in Fig. 4.1.



40 Chapter 4. InAs, InP, and CdSe nanocrystals

P

toluene
ligand (TOP)ligand (TOP)

InP
cluster

InP
cluster

Figure 4.1: Scheme of InP clusters solved in toluene with organic TOP ligands.

The InP clusters are synthesized via the reaction of InCl3 and P(Si(CH3)3)3 in
TOP at elevated temperatures. A detailed description of InP nanocrystal synthe-
sis can be found in [58]. A similar synthesis of InAs clusters is described in [59].
Additionally, several PhD thesis deal with preparation and characterization of these
clusters as [60, 61].

Semiconducting nanocrystals are also QDs, which show strong quantization of
the electronic states [62, 63]. The major di�erence to the strain-induced QDs of the
previous chapter is that they are spherical and not pyramidal in shape. This has an
in�uence on the wave functions of the single-electron states. Squared wave functions
of InAs clusters calculated by Michael Tews in the group of Prof. Dr. Daniela
Pfannkuche (Institute of Theoretical Physics, University of Hamburg, Germany) [64]
are shown in Fig. 4.2. The �rst state has an s-like symmetry (not shown). The p-
states are separated into a p2z-state (a) and a degenerate p

2
x+p

2
y-state (b). The lifting

of the degeneracy is due to the fact that the STM tip voltage has been taken into
account. The resulting Stark e�ect annihilates the degeneracy between pz and px/py,
but not between px and py. The px/py energy is shifted downwards in energy with
respect to the pz energy, due to the orientation of the corresponding wave functions.

A general goal of this project is to measure the predicted wave functions with
STS, as it is done in the case of strain-induced InAs QDs in section 3.3. Therefore, a
connection between the liquid "cluster world" with the "UHV world" of STM has to
be established. This has been tried with the following simple technique: A droplet
(or more) of the cluster solution is deposited on a Au or HOPG sample in air. Spin
coating or N2 blowing can be used to dry the sample. Au and HOPG are used,
because they enable stable STM imaging in air.
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(a) (b)

Figure 4.2: Calculated wave functions of InAs clusters as seen from an STM tip.
(a) p2z- and (b) degenerate p2x+p

2
y-state. Data are taken from [64].

The cluster preparation from solution is reported to form monolayer-high cluster
agglomerates on HOPG [65�68], as shown in the air tmAFM images of Fig. 4.3. A
chloroform CdSe cluster (diameter, �=4 nm) solution was deposited on HOPG [65].
Randomly shaped agglomerates are found but no isolated clusters. This is due to the

1 mµ 2 µm

tmAFM tmAFM

Figure 4.3: Monolayer of GdSe cluster (�=4 nm) agglomerates deposited from a
chloroform solution on HOPG and measured with tmAFM in air (taken from [65]).

following reason: During the drying process the concentration of the clusters in the
solution increases. Consequently, the nanocrystals experience a stronger attraction
due to the reduced screening of the Van der Waals forces between each other. Homo-
geneous nucleation is the result. The agglomerates are monolayer thick due to the
strong wetting of the cluster solution onto HOPG. Additionally, the agglomerates
are found to be mobile at elevated temperatures on HOPG but not dividable. In [66]
it is reported that CdSe cluster agglomerates di�use rapidly on a graphite surface at
50�100ÆC without dissociation.
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The cluster agglomeration is reproduced in this thesis for InAs, InP, and CdSe
clusters on HOPG and Au, as shown in the next section.

A method to obtain individual and single nanocrystals is reported in [69�73]:
First, 1,6-hexandithiol [HS(CH2)6SH] is used to create a self-assembled monolayer
(SAM) on Au. Therefore, the molecules are arranged vertically on the surface and
are close-packed. The one sulfur atom bonds to the Au surface while the other
stands freely on the top and can bond, for example, to clusters. The hexanedithiol
preparation is as follows 1: 0.22 ml 1,6-hexanedithiol is removed via a syringe and is
�lled into a petri dish �lled with isopropanol or ethanol. The solution is stirred and
the Au on mica sample is placed in the solution for 12 h. After the preparation, a
SAM should be formed which can bond the nanocrystals from solution [69]. Note,
that other SAMs are also used to bond clusters. For example, a SAM of sulfur-
terminated oligo(cyclohexylidene) is used in [74] to bond single CdSe nanocrystals
on Au.

All the experiments mentioned above report topographic imaging of single nano-
crystals with STM. Additionally, low temperature STS is performed on the clusters.
One example is presented here: InAs/ZnSe core/shell nanocrystals are analyzed with
STM and STS in [73]. They were bound to Au via a hexanedithiol SAM. The main
results are shown in Fig. 4.4. In (b) the topography of a cluster is shown, as
measured with STM. A corresponding spectrum is shown in (a). Peaks are visible
in the conduction band of the cluster, which are noted as s and p. The s-state is
two fold degenerate with a spacing assigned to the single-electron charging energy 2.
The higher order multiplet is assigned to tunneling through the p-states. The peaks
in the valence band are not further analyzed. Current images at di�erent voltages
revealed a wave-function mapping of di�erent states. This is shown in (c), (d), and
(e), for an s2-, p2x+p

2
y-, and p2z-state, respectively. As predicted from theory [64] and

shown above, only the px- and py-state is degenerate while the pz-state is shifted
compared to px/py due to the Stark e�ect induced by the electric �eld between tip
and sample. Note, that current images always display an overlap of all states below
the Fermi level of the tip. Thus, Fig. 4.4(d) shows an overlap of s, px, and py, while
(e) shows an overlap of s, px, py, and pz.

Note further, that it has never been established, that hexanedithiol actually forms
a SAM on Au. None of the experiments mentioned above resolve a SAM with STM.
Additionally, structural studies including STM show no evidence of ordered vertical
phases of hexanedithiol on Au even if di�erent growth conditions are used [76]. A
striped phase is found with the molecules lying �at on the surface due to the strong
S�Au bond of both sulfur atoms. In contrast, STM on monothiols on Au show a
vertical and highly ordered SAM, reported for example in [77, 78]. In [77], again, a
stripe phase is found for hexanedithiol on Au.

1Private communication with Dr. Erik Scher, Department of Chemistry, University of California
Berkeley, USA.

2A possibility to overcome this charging is to deposit the clusters without a SAM. This is shown
in [75] for InAs clusters which are deposited on HOPG.
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Figure 4.4: (a) STS curve taken above a single InAs/ZnSe core/shell cluster (s- and
p-states are marked). (b) STM image of the cluster. (c), (d), and (e) Current im-
ages at di�erent voltages (marked) reveal s2, p2x+p

2
y, and p2z squared wave functions,

respectively (taken from [73]).

4.2 Sample preparation

InAs, InP, and CdSe clusters with TOP ligands solved in toluene are used. An op-
tical density, which is measured with ultraviolet/visual spectroscopy, of 0.1�0.3 at
the exciton peak is used. The optical density of the exciton peak is proportional to
the nanocrystal concentration of the solution. Note, that the absolute concentration
is not exactly known. A droplet is deposited on the freshly cleaved graphite surface
and is blown dry with N2. Randomly shaped agglomerates could be obtained on
graphite samples as exempli�ed in Fig. 4.5. They have the same height in tmAFM
as the cluster diameter obtained previously by high-resolution transmission electron
microscopy (TEM). Cluster resolution within the agglomerates could not be achieved
with tmAFM but with TEM as shown in (b). As reported in [66], the agglomerates
are not �xed on the HOPG surface. Here, contact AFM could easily push the clus-
ters during scanning. The e�ect is called tip-induced mobility. It is demonstrated
in (c) and (d), where the same surface region is measured with tmAFM before and
after contact AFM. The area not scanned by contact AFM is unchanged, but in the
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scanned area the clusters are pushed aside. Maybe this pushing creates unbound
clusters or cluster agglomerates, which can be easily pulled towards the AFM tip
during tapping mode. Probably this is the reason for the reduced image quality in
(d).

100 nm

(a) (b)

(c) (d)

tmAFM

tmAFM tmAFM

TEM

cAFM
region

5 mµ

5 mµ 5 mµ

Figure 4.5: Cluster agglomerates on graphite (imaging techniques indicated). (a)
CdSe clusters (�=5 nm) on a graphite TEM grid prepared by Dr. Dimitri Talapin.
(b) InAs clusters (�=2�10 nm) on HOPG (TEM by Dr. Dietmar Junkereit, Dr.
Petra Kreutzer, and Prof. Dr. Rainer Anton). (c) InP clusters (�=4�6 nm) on
HOPG. (d) Same as (c) but after contact AFM (area marked).

This successful preparation is only the �rst step towards the major goal of this
project: Wave-function mapping. Therefore, STM and STS imaging on these samples
must be made possible. Unfortunately, STM could not image the cluster agglom-
erates on graphite substrates. The tip-induced mobility is too strong and a very
unstable imaging results.
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Thus, another idea has been tested: Nanopits "burned" into the graphite sur-
face could potentially trap and immobilize the clusters or even prevent them from
agglomeration. They are prepared by mild UHV Ar+ sputtering up to 300 eV and
subsequent heating in air. Sputtering breaks up the graphite interatomic bonds at
certain locations. At these locations the graphite oxidizes at, for example, 500ÆC in
air. Up to three layer deep holes (1 layer=0.34 nm) can be obtained by this technique.
The diameter of the pits can be controlled by the annealing time and temperature.
Thus, also pits with diameters as large as the QDs can be created. A more detailed
introduction into nanopit formation can be found in [79,80]. Unfortunately, the pits
did not prevent the clusters from agglomeration and the tip-induced mobility again
made STM imaging impossible. These results are shown in more detail in a previous
work [67].

A possible reason for the tip-induced mobility on HOPG with nanopits could be
that the pits are not deep enough. Therefore, deeper pits are desirable. Indeed, up
to 6 layers deep holes can be prepared by 4 keV C60 sputtering [81].

Up to 3�5 nm deep nanopits (9�15 layers) with � of 6�15 nm are prepared on a
HOPG sample by Ralf Wellmann in the group of Prof. Dr. Manfred Kappes (Insti-
tute of Physical Chemistry, University of Karlsruhe, Germany) by C60 sputtering. A
STM image before cluster preparation is shown in Fig. 4.6(a). Unfortunately, even
these deep nanopits did not prevent the InAs clusters (�=5 nm) from agglomeration
and tip-induced mobility still disabled stable STM imaging. A typical STM image
after cluster preparation is shown in Fig. 4.6(b). The InAs cluster agglomerates are
easily pushed away during scanning and empty pits are left back. Note, that even
for STM measurements at 2 V and 100 pA the tip-induced mobility is too strong.

100 nm
STMSTM

100 nm

(a) (b)
12 nm

3.4 nm

12 nm

Figure 4.6: (a) STM on HOPG with 3�5 nm deep and 6�15 nm wide nanopits before
cluster deposition (STM by Ralf Wellmann). (b) Tip-induced mobility of InAs
clusters (�=5 nm) on HOPG: The agglomerates are pushed away during scanning
and empty pits are left (air STM, PtIr tip, I=333 pA, and Vsample=888 mV).
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Another air compatible substrate for STM is Au on mica. A Au �lm of 100 nm
thickness is evaporated on mica with 1 Å/sec at a sample temperature of 300ÆC in
HV (5�10�7 mbar). Afterwards, a post annealing for 2 h at 350ÆC is performed and
the substrate is slowly cooled down at a rate of 3ÆC/min. This creates a �at Au
surface with atomically high steps.

These Au on mica substrates are used for InAs cluster (�=5 nm) deposition.
Figure 4.7(a) shows a tmAFM image of a Au on mica sample covered with InAs
cluster agglomerates. In contrast to HOPG, STM imaging in air is possible on this
sample (b) but with a low image quality. Tip-induced mobility is again present, and
a lot of tip changes occur during scanning. Figure (b), although of pure quality, is the
best case. Note, that for Vsample<2 V or I>300 pA the imaging of the agglomerates
is completely impossible. As well in tmAFM as in STM the agglomerates appear 4�
6 nm high. This is comparable to the speci�ed cluster � of 5 nm (�10%, size-selected
solution) further supported by the previous high-resolution TEM measurements.

tmAFM STM
(a) (b)

nano-scale feature

cluster agglomerate
cluster agglomerate

5 nm 4.9 nm

1.1 nm

120 nm

30 nm

200 nm

1 mµ 1 mµ

Figure 4.7: (a) tmAFM and (b) STM image (PtIr tip, air, I=111 pA, and
Vsample=2 V) of InAs cluster (�=5 nm) agglomerates on Au. Down: line scans
on the agglomerates of di�erent sizes and on a smaller nano-scale feature (heights
and widths are marked).
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Note, that some small nano-scale features are visible in Fig. 4.7(a). They appear
only 0.5�2 nm high. These features are also found on test samples where only a
droplet of pure toluene is deposited. However, the cluster agglomerates appear only
when clusters were actually prepared. Additionally, other pure solvents of di�erent
grade (for analysis and for spectroscopy) were tested. Nano-scale features are always
found, for example, in the case of ethanol, isopropanol, dichloroethane, methanol,
and distilled water. They even appear when the Au is stored in air for longer than
1 day. This behavior is also reported in a former diploma thesis [82]. However, the
data shown in Fig. 4.7 are obtained on freshly evaporated Au, which shows almost
no additional features before exposure to the cluster solution. Sample storage in an
Ar glove box is found to prevent the contamination of Au substrates on a time scale
of months.

In [83] it is reported that contact AFM performed in water also reveals nano-
scale features on Au. If the lowest force for AFM is used without loosing contact to
the surface, they found features of 0.4�6 nm height. At higher forces the additional
features are not detected. When they reduce the force afterwards to the previous
set point, the features reappear at the same position. If the features were pushed to
the side at higher forces, they should be afterwards found at the rim of the scanning
area, which is not the case. The explanation is that the features, at least in this
experiment, are liquid and that the tip penetrates through them during scanning at
higher forces. Note, that even when the features are imaged, a penetration of the
tip into these features cannot be excluded.

In my case, tmAFM images nano-scale features reproducibly. However, STM
sometimes shows these features and sometimes not. Figure 4.8 demonstrates this
behavior. In tmAFM images, as shown for example in (a), nano-scale features always
appear (height: 0.5�2 nm). In the STM image (b) these features are not imaged at
all, while the STM image (c) resolves at least some features (0.5�2 nm high, marked
with arrows). STM imaging of these nano-scale features is found to be irreproducible:
Di�erent tips show a di�erent behavior even at the same tunneling parameters. The
imaging of these features depends on the actual tip shape, Vsample, I, but also on the
proportional and integral gains of the STM feedback.

In comparison to [83], I cannot rule out that the tip penetrates into the features
in tmAFM and STM. I never observed such a disappearance and reappearance of
these features, which is mentioned above. It is, however, not certain that the features
found in this work are of the same kind as the ones reported in [83]. Thus, the exact
origin of these features is still an open question.

If a clean Au sample is exposed to an 1,6-hexandithiol solution in ethanol, nano-
scale features appear, too. In accordance with [76] discussed in section 4.1 no evi-
dence for a vertical ordered SAM is found in the case of hexanedithiol on Au.
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tmAFM STM STM
(a) (b) (c)

300 nm 300 nm 300 nm

Figure 4.8: (a) Nano-scale features are always imaged with tmAFM (Au sample
stored in air). Nano-scale features are sometimes and irreproducibly imaged with
STM: (b) No additional features are imaged (I=333 pA, Vsample=777 mV, PtIr
tip, hexanedithiol covered Au). (c) At least some features are imaged (I=333 pA,
Vsample=555 mV, PtIr tip, hexanedithiol covered Au with InAs cluster �=5 nm).
Note, that the features are 0.5�2 nm high and that they appear also on hexanedithiol
samples without clusters (not shown).

In an early stage of this work the appearance of additional nano-scale features
on test samples was not known. InP clusters were prepared on a hexanedithiol cov-
ered Au surface and the sample was inserted into the low temperature UHV STM
(described in section 2.1.3). A lot of features were imaged with low temperature
UHV STM. Note, that InP clusters and additional features cannot be certainly dis-
tinguished in this case. STS brings a little light into this problem. Indeed, peaks
appeared in the conduction and valence band of the features studied (being InP clus-
ters or not) 3. Most of the measurements showed a band gap of about 4 eV, which is
far too large to be interpreted as InP clusters even if the tip-induced band bending is
considered. Only one exception out of �ve more or less reproducible measurements
is found, where a band gap of 2.5 V is measured with STS. The data are shown in
Fig. 4.9. The feature or cluster is shown in (a). It has a height of only 2 nm which
is not compatible with the InP clusters � of 4�6 nm. The I(V ) and dI=dV data are
shown in (b) and (c), respectively. The �rst peak of the conduction band at 1.3 V
and the �rst peak of the valence band at -1.2 V are marked. If the tip-induced band
bending is considered by 1D-Poisson calculations as explained in section 3.2, the true
band gap can be deduced to 1.8 eV after reduction of a probably present charging
energy of approximately 110 meV [70].

According to [58], 4�6 nm large clusters should have a band gap of 1.65�1.9 eV.
Thus, the band gap deduced from the STS data can be related to an InP cluster.
On the other hand, the band gap of 1.8 eV corresponds to a � of about 3.5�4.5 nm.
Unfortunately, the measured height of 2 nm is much lower than the cluster diameter.

3Note, that the STS data were much less reproducible as the one obtained on strain-induced
InAs QDs reported in section 3.3. Spatially resolved spectroscopy was impossible.
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Figure 4.9: (a) STM image (T=6 K, PtIr tip, Vsample=3 V, I=10 pA) of a single
InP cluster or other nano-scale feature (height=2 nm). (b) and (c) I(V ) and dI=dV
curves taken above the feature or InP cluster, respectively (Vstab= 2 V, Istab=100 pA,
and Vmod=10 mV).

Additionally, 3.5�4.5 nm is the cluster diameter without ligands, which are additive
� 0.5 nm long. Even if the ligands are bent away due to the tip forces or cluster-
substrate interaction, at least 3.5�4.5 nm should be determined as height of the
cluster, except if the cluster is positioned in a nanohole on the Au substrate.

This problem also appeared in [70�73]: Their STS data are in agreement with
InAs clusters but the measured heights are also too low 4. They claim that the re-
duced conductivity is responsible for the lower height, which is measured in constant-
current images 4. However, typical tip heights during tunneling are known to be
about 0.5 nm. If it is assumed that the hexanedithiol is standing upwards with a
height of � 0.5 nm, the tip on the hexanedithiol covered Au substrate is at maximum
1 nm above the Au surface. Assuming additionally that the clusters are directly sit-
ting on the Au and that the ligands are pushed away from the clusters at the Au
contact as well as at the tip interface, a minimum apparent height of 3 nm remains
for a � 4 nm cluster. This is, however, larger than the measured heights. The
only explanation, as mentioned above, is that the clusters are lying in a hole of the
substrate.

However, in the experiments of [70�73] the FWHM of linescans over the size-
selected clusters �ts nicely with the � obtained previously with TEM 4.

In my case, the cluster (or nano-scale feature) of Fig. 4.9(a) has a FWHM of
7 nm. That does not �t so well to the � 3.5�4.5 nm deduced from STS. Yet again,
it should be kept in mind that the FWHM strongly depends on the actual tip shape
due to the convolution between tip and cluster.

4Private communication with Prof. Dr. Uri Banin (Department of Physical Chemistry, The
Hebrew University, Jerusalem, Israel).
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Summary

In conclusion, cluster preparation contaminates the surface with 0.5�2 nm high
nano-scale features. These features even appear if the pure solvent is used in the
preparation instead of the cluster solution. Thus, single clusters and nano-scale
features cannot be reliably distinguished with STM and tmAFM. However, peaks
are found in dI=dV curves in the conduction and valence bands above a single InP
cluster (or a nano-scale feature) with low temperature UHV STS. The band gap is
consistent with an InP cluster of 4 nm diameter while on the other hand the measured
height is only 2 nm.

Additionally, InAs nanocrystal agglomerates are prepared from a toluene solution
on a Au surface and are measured with STM and tmAFM in air. Hopefully, low
temperature UHV STS will allow wave-function mapping on single QDs within the
agglomerates in the future.
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Chapter 5

Single-walled carbon nanotubes

In the previous chapters 3 and 4 zero-dimensional nanostructures (QDs) are analyzed.
In this chapter the focus is on a one-dimensional nanostructure namely single-walled
carbon nanotubes (SWCNTs). They are prepared by a laser evaporation technique
by the group of Prof. Dr. Richard E. Smalley (Rice University, Houston Texas,
USA). The preparation of individual SWCNTs from the raw material onto a Au
surface as well as test measurements with tmAFM in air are shown in section 5.2.
All results presented in this section are obtained in cooperation with Dr. Serge
G. Lemay from the group of Prof. Dr. Cees Dekker (Department of Nanoscience
and DIMES, Delft University of Technology, The Netherlands). Low temperature
STM and STS measurements on these samples are reported in section 5.3. Atomic
resolution is achieved with STM and a distinction between metallic and semicon-
ducting tubes could be made by STS. Additionally, defect-induced QD states within
a metallic nanotube are resolved. All results presented in this section are obtained in
cooperation with Dr. André Kubetzka. In order to put the results into perspective,
the basic properties of SWCNTs and a literature survey is given in section 5.1.

5.1 Basic properties

SWCNTs are prepared by the laser evaporation technique [84]. Co/Ni catalysts are
used to create crystalline bundles of SWCNTs by graphite vaporization in an Ar
atmosphere at 1200ÆC. A TEM image of a SWCNT bundle is shown in Fig. 5.1. In-
dividual tubes within the bundle are visible. The extraction of individual nanotubes
from these bundles is the main topic of section 5.2.
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TEM 10 nm

Figure 5.1: TEM image of a SWCNT bundle (taken from [84]).

A SWCNT is a graphene sheet which is rolled up into a cylinder. A graphene sheet
consists of a hexagonal lattice of sp2-hybridized carbon. Each carbon atom bonds
to its three neighbors via sp2 �-bonds, while the fourth electron is in a �-orbital
perpendicular to the plane. The hexagonal graphene lattice is shown in Fig. 5.2.
Two zigzag directions forming an angle of 60Æ and an armchair direction are marked.
Any vector ~C can be marked with two indices (n;m):

~C = n~a1 +m~a2 (5.1)

where ~a1 and ~a2 are the unit vectors marked in Fig. 5.2.
Additionally, (n;m) can be used to identify the geometry of SWCNTs. For ex-

ample, a (10,5) nanotube is obtained if we cut the graphene sheet two times perpen-
dicular to ~C at (0,0) and (10,5) and roll it up along ~C. If n = m, tubes are called
armchair, if m = 0 zigzag, and any other (n;m) are referred to as chiral SWCNTs.
Note, that the so-called chiral angle � between ~C and the armchair direction is given
by:

� = arccos

p
3(n+m)

2
p
n2 +m2 + nm

(5.2)

while the diameter of the SWCNT can be calculated from:

d =
a

�

p
n2 +m2 + nm (5.3)

where a=0.246 nm is the lattice constant (the C-C distance in graphene is 0.142 nm).
A model for an armchair, zigzag and chiral SWCNT can be found in Fig. 5.3. Note,
that the chiral SWCNT of Fig. 5.3(c) is the same as the one discussed in Fig. 5.2.
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Figure 5.2: Graphene sheet with crystallographic directions marked in the �gure.
Unit vectors ~a1 and ~a2 of the hexagonal graphene sheet are marked.

(a)

(b)

(c)

(5,5): armchair

(9,0): zigzag

(10,5): chiral

Figure 5.3: Models of SWCNTs (taken from [85])
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The two-dimensional band structure of graphene (tight-binding calculation [86])
is shown in Fig. 5.4(a). The valence band (E<0) is connected to the conduction
band (E>0) at 6 points in k-space. Therefore, graphene is called a zero-gap semi-
conductor or semi-metal.

EF=0

2
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e
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y
(E

/γ
0
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kx

ky

ky
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(a)

(b) (c)
armchair zigzag

Figure 5.4: (a) Band structure of graphene (picture is taken from [86]). The conduc-
tivity of graphene depends on 6 points in k-space (0 is the energy overlap integral
between nearest neighbors). (b) and (c) Reciprocal space for an armchair and zigzag
nanotube, respectively. The parallel dotted lines represent the allowed values of ~k in
a SWCNT.

The conductivity depends strongly on the 6 points in k-space at EF. If the
graphene is rolled up into a cylinder, an additional quantization appears in the
circumferential direction: ~k � ~C = 2�q(q = 0; 1; 2; :::). This additional quantization
corresponds to parallel lines in k-space with an interline spacing of �k = 2�

j~Cj
= 2

d
.

The line direction corresponds to the tube direction and depends on the chiral angle
�. This is shown for an armchair and zigzag SWCNT in Fig. 5.4(b) and (c),
respectively. The dotted lines mark the allowed k-values for the SWCNT. If the
lines cross one of the 6 points in k-space the SWCNT is metallic, otherwise it is
semiconducting. Thus, all armchair SWCNTs are conductive.
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In general, there is a simple rule: If

(n�m)=3 = integer; (5.4)

it is a metallic SWCNT, otherwise it is a semiconducting one. Consequently, two
out of three SWCNTs should be semiconducting.

Both the metallic and the semiconducting SWCNTs are considered promising
candidates for molecular electronics [9]. They can be used as ultra small wires and
even as transistors in source-drain-gate con�guration [11]. It is therefore highly
desirable to understand their electronic properties in detail. In particular, the e�ect
of defects on transport properties must be understood and is currently under debate.
A literature survey is given here: Early experiments generally assumed ballistic
transport in SWCNTs. The mean free path in individual as well as in bundles
of metallic SWCNTs appeared to be restricted only by the contacts [87�89]. Later
experiments found evidence for defects in semiconducting SWCNTs by using an AFM
tip to locally change the transport properties of the tube [90]. Theoretical studies
explained both results by stating that all defects larger than the lattice constant do
not lead to backscattering within metallic tubes, whereas backscattering is present
in semiconducting tubes [91, 92].

More recently, low-temperature transport measurements using individual metallic
SWCNTs have been interpreted in terms of disorder-induced quantum dots [93, 94].
This behavior is shown in Fig. 5.5. The source-drain di�erential conductance
dI=dVsd(Vsd) is shown gray scaled as a function of Vsd and the gate voltage Vg.
At the gate voltage region A and C the defects appear transparent, while in region
B strong electron scattering is found. This leads to a defect-induced QD within the
SWCNT, which shows the typical Coulomb blockade pattern. A QD state within an
extended SWCNT obviously requires scattering at defects.
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Figure 5.5: Defect-induced QD within a 250 nm long metallic SWCNT measured
at 4 K in source-drain-gate con�guration (taken from [93]). The gray-scaled plot
(white corresponds to zero conductance) of the source-drain di�erential conductance
dI=dVsd(Vsd) as a function of Vsd and Vg (applied from the bottom) shows a Coulomb
blockade pattern in region B. In region A and C the defects appear transparent.
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According to theory, a corresponding backscattering could originate from certain
arrangements of vacancies [95]. Figure 5.6 shows such vacancies for a metallic arm-
chair nanotube schematically. Let NA and NB be the number of removed atoms at
A and B lattice points (marked in the �gure), respectively. The di�erence is de-
�ned as �NAB=NA-NB. Numerical results show, that the conductance vanishes for
j�NABj �2, and that the conductance is quantized into one and two times e2=�~ for
j�NABj=1 and 0, respectively [95]. Note, that 2�e2=�~ corresponds to perfect trans-
mission. Consequently, the vacancy of Fig. 5.6(a) results in a reduced conductance
of 1�e2=�~. In the case of (b) a perfect transmission appears and in the case of (c)
and (d) the conductance vanishes. Note, that defects larger than the lattice constant
do not have any backscattering according to theory [95], thus, backscattering can
exclusively arise from defect constellations as in (a), (c), and (d).

(a) (b) (c) (d)

Figure 5.6: Schematic illustration of vacancies in armchair nanotubes (taken from
[95]). The tube direction is y. Vacancies on A (B) lattice sites are represented by
black (white) spots.

STM and STS can directly probe a defect-induced QD within extended metallic
SWCNTs. This is shown in section 5.3. At �rst, however, a scanning probe adequate
preparation technique of the SWCNTs has to be realized. This is the topic of the
next section.

5.2 Sample preparation

A photo of the raw SWCNT material is shown in Fig. 5.7(a). Individual SWCNTs
are obtained by sonicating the raw material in dichlorethane [96]. A clear gray
colored solution results. A droplet of this solution is deposited on a Au or HOPG
substrate. Afterwards, the substrate is blown dry with N2. TmAFM can resolve
individual (height<1.4 nm) and bundles of SWCNTs. This is shown in the case of a
Au on mica substrate in (b) and (d), and for HOPG in (c). Note the ring formation
of a nanotube bundle visible in (b). Similar ring formations are reported in the
literature [97�101], but in this work they appear only seldom and are not further
analyzed.
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(a) 1 mµ

1 mµ 1 mµ

(c)

(b)

(d)

Figure 5.7: (a) Photo of the raw SWCNT material (taken from [85]). (b) and (d)
SWCNTs deposited on Au on mica and measured with tmAFM. (c) SWCNTs on
HOPG imaged with tmAFM.

Unfortunately, STM imaging was impossible for SWCNTs on graphite due to
a strong tip-induced mobility. This behavior on HOPG substrates is similar to
the one reported in section 4.2. Tip-induced mobility disabled imaging of cluster
agglomerates there. On the other hand, the cluster agglomerates could be imaged
with STM when deposited on Au. The same is true here: STM in air and in UHV
at low temperatures can reproducibly image SWCNTs on Au. Therefore, Au on
mica samples were prepared and glued with Thermostix3000 on the STM sample
holder. Bond wires make the electrical contact. This is done, because conductive
glues contaminate the samples with dirt (as seen by tmAFM). Although the sample
is prepared in air, STM images could reveal atomic resolution at low temperatures
and even reproducible STS spectra could be obtained on the SWCNTs. This is the
topic of the next section.
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5.3 STS results: Defect-induced con�ned states

An UHV (p < 10�10 mbar) low temperature (T=14 K) STM system, which is de-
scribed in [26], is used to image SWCNTs. Bundles are not considered in this thesis.
A zoom into an individual SWCNT with atomic resolution is shown in Fig. 5.8.
The raw data in (a) show an angle of 70Æ between the two zigzag directions. This
is demonstrated in (b). Since the angle between these rows is known to be 60Æ, a
tip-convolution e�ect must be responsible. A simple image processing program can
correct this angle to the expected 60Æ. Therefore, the image was compressed perpen-
dicular to the nanotube direction. This is shown in (c). Only afterwards the correct
chiral angle of 13.7Æ can be deduced from the image with an error of � 0.5Æ. This
procedure was adapted from [102].

60°

13.7°

70°

(b)

(a)

(c)

1 nm

Figure 5.8: (a) Atomically resolved STM image of a SWCNT (W tip, T=14 K,
I=1 nA, Vsample=-50 mV, raw data). (b) Due to tip convolution the two zigzag
directions form a wrong angle of 70Æ. (c) Correction with an image processing
program to the correct angle of 60Æ. The chiral angle � is determined to be 13.7Æ�
0.5Æ.

Altogether, three main features can be deduced from the STM and STS mea-
surements of this SWCNT: (i) STS shows that this SWCNT is metallic (spectra on
metallic and semiconducting tubes will be discussed later). (ii) From corrected STM
images a chiral angle of 13.7Æ�0.5Æ is obtained, and (iii) the apparent height of the
tube is determined to 1.2�1.3 nm. Note, that the actual SWCNT diameter can be
expected to be 0.2�0.4 nm larger than the measured value, because the tip forces
(also present in STM) are known to bend the tube downwards during scanning [102].
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Based on these informations we can determine the (n;m) of this SWCNT as is
shown in Fig. 5.10. The zigzag and armchair directions are marked. Two lines with
13.2Æ and 14.2Æ from the armchair direction are drawn. All possible convolution
points for a SWCNT are marked (black points: metallic tubes; gray points: semi-
conducting tubes). Considering a diameter d of 1.5 nm and a chiral angle of 13.9Æ,
only the (15,6) geometry remains possible. The others are too small, too large, or
semiconducting.

As already reported in the literature [102], only every second atom of the SWCNT
carbon lattice is imaged with STM. This is also shown in Fig. 5.10 and the measured
STM image is inserted for comparison (correct angle but di�erent scale).

Besides atomic resolution, reproducible STS data are obtained on individual
SWCNTs. This is exempli�ed in Fig. 5.9. Note, that the measured dI=dV is
proportional to the LDOS as described in section 2.1.2. A non-zero LDOS at EF is
characteristic for a metallic SWCNT (a), whereas a band gap is found in the case of
a semiconducting tube (b). The metallic tube (a) shows a large subband separation
of about 2 eV while the semiconducting tube (b) has a small band gap of about
0.74 eV. Similar values are reported in [96].
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Figure 5.9: STS data taken on (a) a metallic (W tip, T=14 K, I=300 pA, and
Vstab=1.5 V) and (b) a semiconducting (W tip, T=14 K, I=500 pA, and Vstab=1.5 V)
individual SWCNT.
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Figure 5.10: (15,6) determination of the SWCNT shown in Fig. 5.8. STM image of
the SWCNT is inserted with right angle but di�erent scale for comparison.
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A new result of this study is the observation of oscillations close to the Fermi
energy EF (Vsample=0 V) on the metallic SWCNT of Fig. 5.9(a). In addition to a dip
at EF, nearly equidistant peaks are found as shown more clearly in Fig. 5.11(c). The
features look like a damped oscillation starting at EF with a period of about 87 meV.
Note, there is no tip-induced band bending in this case, because the Au substrate as
well as the SWCNTs are metallic. The data are recorded at the position marked in
(a). At another position of the tube also marked in (a) the energy di�erence between
the peaks is di�erent, for example, about 38 meV as shown in (b). This change in
periodicity appears quite abruptly at the dotted line in (a). To demonstrate this,
the spatially resolved dI=dV signal at the energy of the 46 mV peak of (c) is shown
in (d). It clearly reveals that the 46 mV peak is restricted to an area of 25 nm on
the right-hand side of the dotted line.
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Figure 5.11: (a) STM image of a SWCNT end (W tip, T=14 K, I=300 pA,
Vsample=46 mV, 45 nm�19 nm). (b) STS data on the left-hand side of the dot-
ted line in (a). (c) STS data on the right-hand side of the dotted line in (a) (zoom
of the STS data shown in Fig. 5.9(a) into the region close to EF). All STS data in
(b) and (c) are taken with Vstab=-300 mV, Istab=300 pA, and Vmod=3 mV. (d) Si-
multaneously recorded spatially resolved STS image (Vstab=46 mV [�rst peak in (c)],
Istab=300 pA, and Vmod=10 mV).
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Peaks in the LDOS restricted to a certain area are strong indications for con�ned
states. Con�ned states have previously been found by STS only after shortening
individual SWCNTs [103,104]. However they have never been reported on extended
tubes. In the present case, the tube has a length of over 2000 nm. In order to
verify that the peaks are indeed con�ned states, one can calculate whether the peak
separation �E is consistent with the size of the con�ned region. Therefore the
approximate formula [103]:

�E = hvF=2L (5.5)

with vF = 8 � 105 m/sec being the Fermi velocity is used. For �E1=87 meV and
�E2=38 meV we get L1=19 nm and L2=44 nm, respectively. L1 agrees approxi-
mately with the measured 25 nm restriction length of the 46 mV peak. Thus, the
observed peaks close to EF can be assigned to con�ned states within the SWCNT.

Con�nement in an extended tube obviously requires scattering. The type of
scatterer could not be identi�ed precisely. A signi�cant bending of the nanotube at
the end of the con�ned region can be ruled out from STM images. There is no step
edge in the metallic substrate below the tube at this position (only one at a distance
of approximately 10 nm). This is shown in Fig. 5.12(a) where the contrast is chosen
to make the monoatomic steps on Au visible. Note, that some nano-scale features
are visible. They appear reproducibly as the ones reported in section 4.2.

Two linescans are marked in (a) and shown in (b) and (c). Only a small elevation
of 0.7 Å at the scattering point is visible in (b). Thus, a large contaminant can
be ruled out. In (c) one sees that the nanotube follows the morphology of the
substrate. Anyhow, the scatterer is not at the step position of the substrate. The
data therefore suggests that the scattering center leading to the con�ned states is
most likely intrinsic.

Regardless of their exact nature, the data directly shows that localized defects can
lead to signi�cant backscattering. According to theory, only certain arrangements
of vacancies can explain a corresponding backscattering, though extended defects
should not show any backscattering at all [95]. The backscattering at vacancies
is discussed in section 5.1. Backscattering has a strong in�uence on the transport
properties of the tube: It modi�es the LDOS near the Fermi level and decreases the
transmittance of individual modes. The e�ect of two partly transmitting barriers on
the transport properties of SWCNTs has been measured by Liang et al: [105], and
was described in terms of Fabry-Perot-like electron modes in the nanotube. Pursuing
this analogy, the energy- and position-dependent LDOS measurements reported here
amount to spatial maps of these Fabry-Perot modes, with defect sites playing the
role of the re�ecting barriers.

Thus, the present experiment can give an explanation of the discrepancies in
transport experiments, which are reported in section 5.1: The defects are randomly
distributed within the SWCNT. If the source-drain contact envelopes a defect free
tube part, no backscattering is measured. A QD within a quantum wire is found, if
two opaque defects are present as in the case of [93] shown in Fig. 5.5.
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Figure 5.12: (a) Same STM image as in Fig. 5.11(a) with a di�erent black/white
contrast. (b) and (c) Linescans along the paths marked in (a). The arrows in (b)
and (c) are at the positions marked in (a).

It should be mentioned that in some transport experiments the electrical conduc-
tivity seems to occur coherently over much longer distances than the defect separa-
tions. For example in [87] it is found that the current �ows coherently over discrete
electron states of at least 140 nm extension, which was the contact-to-contact dis-
tance. Additionally, they deduced from their data that the coherence extends even
over the full tube length of 3�m. In contrast, a defect-to-defect separation of only
20�40 nm is measured here. The higher defect density observed in this study could
be caused by the soni�cation procedure of the raw material. It was found that the
tubes were broken into segments at too high soni�cation powers or too long soni�-
cation times. Therefore it seems plausible that the soni�cation may create intrinsic
defects in tubes.

Another point, which requires some discussion, are the peak widths of Figs. 5.11(b)
and (c). Since no peaks are found at EF, the remaining dI=dV magnitude appears
to be related to the widths of the surrounding peaks. These widths are much larger
than the predicted energy resolution of the experiment [106]:

ÆE =
p
(3:3 � kT )2 + (2:5 � Vmod)2 = 8:5meV:
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For comparison, the FWHM of the 46 meV peak is 47 meV. The peak widths in-
crease with increasing distance from EF suggesting lifetime e�ects guided by electron-
electron interaction. A simple broadening by the transition of the electrons into the
Au substrate would usually not be symmetric around EF because the single-electron
states at positive Vsample are less strongly con�ned than the states at negative Vsample.
Electron-phonon interaction in SWCNTs is known to be weak [107]. Thus, only
electron-electron interaction remains as a possible cause.

The same magnitude and energy dependence of the peak widths are also observed
for shortened SWCNTs [108]. A similar, even higher, lifetime broadening in SWCNTs
can be deduced from the phase coherence of scattered electron waves observed by
STM [109]. They report, for example, at a wave vector k= 7.45 1/nm a coherence
length of l=1.82 nm, resulting in:

�E � ~

2�
=

~

2

v

l
=

~
2k

2lm
= 157meV:

In contrast, time-resolved photoemission data of SWCNT revealed an electron
lifetime close to EF which corresponds to a broadening of only 4 meV due to electron-
electron interaction [110]. Since the SWCNTs used in all STM measurements are
directly deposited on a Au substrate, which is not the case for the bucky paper
samples used for photoemission experiments, it might be that lifetime e�ects in
SWCNTs depend signi�cantly on the substrate.

Summary

Individual SWCNTs are prepared on Au substrates and imaged with tmAFM in air.
With low temperature UHV STM atomic resolution is obtained and the (n;m) values
are determined. Additionally, metallic and semiconducting tubes are identi�ed with
STS. A new result of this study is the observation of con�ned states in an extended,
individual, and metallic SWCNT with STS. Thus, direct evidence for backscattering
is found in metallic tubes.

An atomic-scale identi�cation of the scatterer will be an interesting goal for the
future.
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Summary and outlook

Quantum dots (QDs) of InAs, nanocrystals of InAs, InP, and CdSe, and single-walled
carbon nanotubes (SWCNTs) are prepared for and analyzed with low temperature
UHV STM and STS and, additionally, with AFM in air. The following results are
obtained:

Wave-function mapping is realized with STS on freestanding strain-induced InAs
QDs, which are grown by MBE and transferred within UHV to the STM system.
The number of nodes in [110] direction is larger than the number of nodes in [110]
direction. This e�ect is attributed to shape asymmetry of the QDs, which are elon-
gated in [110] direction. However, the shape asymmetry cannot completely explain
the experimental results.

The in�uence of an oxide layer is analyzed by SCM and conductive AFM in air.
The conductance and the capacitance are larger above the oxidized QDs than above
the oxidized wetting layer. This e�ect is attributed to a di�erent Fermi level pinning
between oxidized wetting layer and oxidized InAs QDs.

InAs nanocrystal agglomerates are prepared from solution on a Au substrate and
are measured in air with STM. Unfortunately, wave-function mapping could not be
realized so far on nanocrystals which are synthesized by colloidal chemistry.

In contrast to the two QD systems described above, SWCNTs are one-dimensional
quantum wires. Con�ned states are resolved by STS in an extended, individual, and
metallic SWCNT. Thus, direct evidence for backscattering is found in metallic tubes.

In the future, the experiments can be continued in the following directions:
If InAs QDs are grown on AlAs instead of GaAs, they should exhibit more quan-

tized states due to the higher band o�set between InAs and AlAs compared to InAs
and GaAs. Additionally, a wave-function mapping of the valence band states should
be possible, if the InAs QDs are grown on p-doped substrates. After completion of
the low temperature UHV scanning capacitance microscope (SCM), single-electron
states in individual dots could also be measured by SCM.

Clusters, which are synthesized by colloidal chemistry, are also QDs with single-
electron states. Consequently, wave-function mapping with STS should also be pos-
sible. I am afraid that the cluster agglomerates, presented in section 4.2, are still not
adequate, since stable imaging was not possible with STM under ambient conditions.
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I propose to further improve the preparation, or to try other preparation procedures,
for example, a direct deposition of the cluster solution in UHV with a pulse valve.

The nature of the defects in SWCNTs can be further analyzed with STM and
complementary with non-contact AFM. This work is currently under way.

Additionally, STS and spin-polarized STS should resolve the pure charge-density
wave and the superposition of charge- and spin-density wave in nanotubes, respec-
tively, as proposed by Luttinger�Tomonaga liquid theory [89, 111, 112]. Therefore,
the nanotubes have to be separated from the surface in order to avoid screening of
the Coulomb interaction of the electrons within the tube.

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆

1 mµ

Nanostar: This tmAFM image is obtained on a HOPG sample with nanopits,
prepared by Ralf Wellmann in the group of Prof. Dr. Manfred Kappes (Institute of
Physical Chemistry, University of Karlsruhe, Germany). The star is created during
cleavage of the HOPG substrate. The small white features originate from the solvent
preparations as discussed in section 4.2.

◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
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