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Ultrafast Ionization: Photoelectron density of an ionized electron originating from the $4 d_{0}$ orbital of xenon, which has been exposed 100 as earlier to an 10 as long XUV pulse.

## Zusammenfassung

Das Konzept der Atome als Grundbausteine der Materie existiert schon seit über 3000 Jahren. Eine Revolution im Verständnis von Atomen und Molekülen ereignete sich im letzten Jahrhundert mit der Geburt der Quantenmechanik. Nachdem die elektronische Struktur verstanden war, stieg das Interesse die Dynamik von Elektronen, Atomen und Molekülen zu studieren. Aus technischen Gründen war es bis vor Kurzem nur schwer möglich, diese ultraschnellen Prozesse zeitaufgelöst zu untersuchen. Die typische Zeitskala von atomaren und molekularen Prozessen liegt im Piko- bis Attosekundenbereich. Der enorme technische Fortschritt in den letzten Jahren ermöglicht es heutzutage Lichtpulse auf diesen Zeitskalen zu erzeugen. Mit diesen ultrakurzen Pulsen können atomare und molekulare Dynamiken generiert, beobachtet und kontrolliert werden. Mit dem technischen Fortschritt steigt auch der Bedarf an theoretischen Modellen, die die zugrunde liegenden Mechanismen erklären.

Diese Doktorarbeit beschäftigt sich mit der Entwicklung von theoretischen Modellen, mit denen das zeitliche Verhalten von Elektronen, Atomen und Molekülen in der Gegenwart von kurzen Lichtpulsen studiert werden kann. Mehrere Beispiele, wie Lichtpulse gezielt elektronische, atomare und molekulare Bewegungen auslösen und kontrollieren können, werden diskutiert.

Im ersten Teil dieser Arbeit liegt der Fokus auf der Rotationsdynamik von asymmetrischen Molekülen, welche im Bereich von hunderten von Femtosekunden bis hunderten von Pikosekunden liegt. Dabei ist das Ziel alle drei Achsen des Moleküles so gut wie möglich auszurichten. Um dies theoretisch zu studieren, entwickelte ich ein Programm, dass adiabatische und nicht-adiabatische Ausrichtungsdynamiken beschreiben kann. Anhand von $\mathrm{SO}_{2}$ werden Strategien diskutiert, um eine optimale 3D-Ausrichtung in Abwesenheit eines Feldes zu erreichen, sodass nachfolgende Experimente nicht von dem ausrichtenden Feld gestört werden. Moleküle in der Gasphase mit einem hohen Grad an Ausrichtung sind ideal für Streuexperimente. Das Streubild enthält Informationen über die molekulare Struktur, die durch geeignete Verfahren aus dem Streubild extrahiert werden kann. Dies wird am Beispiel von laser-ausgerichtetem Naphthalin-Molekülen $\left(\mathrm{C}_{10} \mathrm{H}_{8}\right)$ demonstriert. Die Qualität der Ausrichtung der Naphthalinmoleküle ist entscheidend für die Rekonstruktion der molekularen Struktur.

Im zweiten Teil werden Ionisierungsdynamiken von Atomen untersucht. Die charakteristische Zeitskala liegt hier im Attosekunden- bis Femtosekundenbereich. Obwohl viele Ionisierungsprozesse mit einem Ein-Teilchenbild beschrieben werden können, treten immer wieder interessante Multielektroneffekte auf. Basierend auf einem zeitabhängigen configuration-interaction singles (TDCIS) Ansatz studiere ich das zeitliche Verhalten solcher Multielektroneffekte. Bei der Photoionisierung von atomarem Xenon mit einem Attosekundenpuls treten unerwartete Korrelationen zwischen dem ionisierten Elektron und dem Ion auf. Diese Elektron-Ion-Verschränkung schlägt sich in Form einer reduzierten Kohährenz
in dem Ion nieder. Mittels Absorptionsspektroskopie kann die Population und die Kohärenz der ionischen Zustände mit einer Genauigkeit von wenigen Attosekunden ausgelesen werden. Sogar die Ionisierungsdynamik selbst kann beobachtet werden. Dabei treten feldgetriebene Wechselwirkungen zwischen dem Elektron und dem Ion auf, die sich deutlich in der Linienstruktur des transmittierten Spektrums erkennen lassen. Auch bei der Erzeugung von hohen Harmonischen (high-harmonic generation oder kurz HHG) kommt es zu Wechselwirkungen, die den Zustand des Ions verändern können. Solche Effekte werden Interkanalkopplungen genannt und sind im HHG-Spektrum sichtbar, wie meine Untersuchungen an Argon und Xenon zeigen.

All diese Beispiele demonstrieren auf der einen Seite, wie ultrakurze Pulse komplexe elektronische, atomare, und molekulare Bewegungen initiieren können. Auf der anderen Seite erlauben diese Pulse, die initiierten Bewgungen zu beobachten und zu kontrollieren.

## Abstract

The concept of atoms as the building blocks of matter has existed for over 3000 years. A revolution in the understanding and the description of atoms and molecules has occurred in the last century with the birth of quantum mechanics. After the electronic structure was understood, interest in studying the dynamics of electrons, atoms, and molecules increased. However, time-resolved investigations of these ultrafast processes were not possible until recently. The typical time scale of atomic and molecular processes is in the picosecond to attosecond realm. Tremendous technological progress in recent years makes it possible to generate light pulses on these time scales. With such ultrashort pulses, atomic and molecular dynamics can be triggered, watched, and controlled. Simultaneously, the need rises for theoretical models describing the underlying mechanisms.

This doctoral thesis focuses on the development of theoretical models which can be used to study the dynamical behavior of electrons, atoms, and molecules in the presence of ultrashort light pulses. Several examples are discussed illustrating how light pulses can trigger and control electronic, atomic, and molecular motions.

In the first part of this work, I focus on the rotational motion of asymmetric molecules, which happens on picosecond and femtosecond time scales. Here, the aim is to align all three axes of the molecule as well as possible. To investigate theoretically alignment dynamics, I developed a program that can describe alignment motion ranging from the impulsive to the adiabatic regime. The asymmetric molecule $\mathrm{SO}_{2}$ is taken as an example to discuss strategies of optimizing 3D alignment without the presence of an external field (i.e., field-free alignment). Field-free alignment is particularly advantageous because subsequent experiments on the aligned molecule are not perturbed by the aligning light pulse. Wellaligned molecules in the gas phase are suitable for diffraction experiments. From the diffraction pattern, information about the molecular structure can be gained. This is illustrated with the example of laser-aligned naphthalene molecules $\left(\mathrm{C}_{10} \mathrm{H}_{8}\right)$. Furthermore, I demonstrate that the quality of the molecular alignment is essential for the reconstruction of the molecular structure.

In the second part of this work, the ionization dynamics of atoms is studied. The characteristic time scale lies, here, in the attosecond and the few-femtosecond regime. Although a one-particle picture has been successfully applied to many ionization processes, important many-body effects do constantly occur. Based on a time-dependent configurationinteraction singles (TDCIS) approach, I study the temporal behavior of these many-body effects. During the photoionization of atomic xenon, unexpected correlation effects between the ionized electron and the ion occur. This electron-ion entanglement results in a reduced coherence within the ion. Populations and coherences of the ionic states are probed with attosecond precision using transient absorption spectroscopy. Even the subcycle ionization dynamics can be studied with this technique. Here, field-driven dressing effects between the ion and the freed electron appear, which I investigate on atomic kryp-
ton. Interactions between the ion and the electron, which modify the ionic states, occur also in high-harmonic generation (HHG). They are visible in the HHG spectrum as my studies of argon and xenon show.

All these examples demonstrate on the one side, ultrashort pulses can be used to initiate complex electronic, atomic, and molecular motions. On the other side, it is also possible to probe and to control these dynamical processes with ultrashort pulses.

## Contents

LIST OF PUBLICATIONS ..... xiii
LIST OF DEVELOPED PROGRAMS ..... xiv
I Introduction ..... 1
1 Overview ..... 3
2 Laser Alignment of Molecules ..... 5
2.1 Introduction ..... 5
2.1.1 Principles of Molecular Orientation and Alignment ..... 5
2.1.2 1D and 3D Alignment ..... 9
2.1.3 Alignment Dynamics ..... 12
2.1.4 Molecular Orientation ..... 16
2.2 My Developments ..... 18
2.2.1 XALMO ..... 18
2.2.2 The Measure $\left\langle\cos ^{4} \vartheta\right\rangle$ ..... 20
2.3 Applications ..... 22
2.3.1 Using Multiple Pulses to 3D-Align $\mathrm{SO}_{2}$ under Field-Free Conditions ..... 24
2.3.2 X-ray Scattering from 3D-Aligned Naphthalene Molecules ..... 26
2.4 Bibliography ..... 29
3 Ultrafast Ionization Dynamics ..... 33
3.1 Introduction ..... 33
3.1.1 Description of Light-Matter Interaction ..... 33
3.1.2 Photoionization ..... 38
3.1.3 Tunnel Ionization ..... 45
3.1.4 High Harmonic Generation ..... 50
3.1.5 Attosecond Streaking ..... 57
3.1.6 Attosecond Transient Absorption Spectroscopy ..... 59
3.2 Numerical Methods In Strong-Field Physics ..... 63
3.2.1 Single-Active-Electron Models ..... 64
3.2.2 Time-dependent Configuration-Interaction Singles (TDCIS) ..... 66
3.3 My Developments ..... 71
3.3.1 XCID ..... 71
3.4 Applications ..... 73
3.4.1 Decoherence in Attosecond Photoionization ..... 73
3.4.2 Multiorbital and Multipole Effects in the HHG Spectrum of Argon ..... 76
3.4.3 Attosecond Transient Absorption Spectroscopy for Overlapping Pump and Probe Pulses ..... 78
3.5 Bibliography ..... 83
II Publications ..... 91
4 Laser Alignment of Molecules ..... 93
4.1 X-ray Scattering from 3D-aligned Molecules ..... 93
4.2 Alignment of Asymmetric-Top Molecules Using Multiple Pulses ..... 110
5 Ultrafast Ionization Dynamics ..... 117
5.1 Implementation of TDCIS for Atomic Strong-Field Processes ..... 117
5.2 Decoherence in Attosecond Photoionization ..... 130
5.3 Synthesized Light Transients ..... 135
5.4 Multichannel and Multipole Effects in the HHG Spectrum ..... 164
5.5 Transient Absorption Spectroscopy for Overlapping Pulses ..... 173
5.6 Enhanced Nonlinear Response in Intense Ultrafast X-rays ..... 187
III Conclusion ..... 195
6 Conclusions and Outlook ..... 197
6.1 Conclusions ..... 197
6.2 Outlook ..... 201
Acknowledgement ..... 205

## LIST OF PUBLICATIONS

2010"Computational Studies of X-ray Scattering From Three-Dimensionally-Aligned Asymmetric-Top Molecules"
Stefan Pabst, Phay J. Ho, and Robin Santra
Phys. Rev. A 81, 043425 (2010)
2010"Alignment of Asymmetric-Top Molecules Using Multiple-Pulse Trains" Stefan Pabst and Robin Santra
Phys. Rev. A 81, 065401 (2010); Erratum: Phys. Rev. A 82, 049901(E) (2010)
2010 "Implementation of the time-dependent configuration-interaction singles method for atomic strong-field processes"
L. Greenman, P. J. Ho, S. Pabst, E. Kamarchik, D. A. Mazziotti, and R. Santra Phys. Rev. A 82, 023406 (2010)

2011 "Decoherence in Attosecond Photoionization"
S. Pabst, L. Greenman, P. J. Ho, D. A. Mazziotti, and R. Santra Phys. Rev. Lett. 106, 053003 (2011)

2011 "Synthesized Light Transients"
A. Wirth, M. Th. Hassan, I. Grguraš, J. Gagnon, A. Moulet, T. T. Luu, S. Pabst, R. Santra, Z. A. Alahmed, A. M. Azzeer, V. S. Yakovlev, V. Pervak, F. Krausz, and E. Goulielmakis
Science 334, 195 (2011)
2012"Impact of Multichannel and Multipole Effects on the Cooper Minimum in the High-Order-Harmonic Spectrum of Argon" Stefan Pabst, Loren Greenman, David A. Mazziotti, and Robin Santra Phys. Rev. A 85, 023411 (2012)

2012 "Enhanced Nonlinear Response of Ne ${ }^{8+}$ to Intense Ultrafast X-rays" Arina Sytcheva, Stefan Pabst, Sang-Kil Son, and Robin Santra Phys. Rev. A 85, 023414 (2012)

2012"Theory of Attosecond Transient Absorption Spectroscopy of Krypton for Overlapping Pump and Probe Pulses"
S. Pabst, A. Sytcheva, A. Moulet, A. Wirth, E. Goulielmakis, and R. Santra Phys. Rev. A 86, 063411 (2012)

# LIST OF DEVELOPED PROGRAMS 

XALMO X-ray Diffraction from Laser-Aligned Molecules
XCID Configuration-Interaction Dynamics Package

## Part I

## Introduction

## Chapter 1

## Overview

Rapid technological progress in generating shorter and shorter pulses has driven the interest in studying rotational, vibrational, and electronic excitations on their characteristic time scales ${ }^{1}$. I will start by giving an overview of two areas in atomic, molecular, and optical physics that have been the focus of my doctoral studies: (1) laser alignment of molecules and (2) ultrafast ionization dynamics. Both areas have in common that the dynamics of the system is induced by very short laser pulses. Due to the different characteristic time scales of rotational excitations (alignment) and electronic excitations (ionization), the duration of these pulses ranges from hundreds of picosecond ( $1 \mathrm{ps}=10^{-12} \mathrm{~s}$ ) down to tens of attosecond ( $1 \mathrm{as}=10^{-18} \mathrm{~s}$ ), respectively. Major parts of Part I of this dissertation will appear in European Physical Journal Special Topics 221, 1 (2013).

In Chap. 2, I study the alignment dynamics of molecules. First, I give a review of what have been done in aligning and orienting molecules with optical laser fields. The underlying principle of laser alignment and orientation is presented in Sec. 2.1.1. In Sec. 2.1.2, I discuss the details of one-dimensional (1D) and three-dimensional (3D) alignment as well as what alignment and orientation means and how it can be measured. The ratio between the pulse duration and the rotational dynamics determines whether the alignment happens adiabatically or non-adiabatically. I discuss these dynamical aspects in Sec. 2.1.3. Schemes of achieving orientation rather than alignment are reviewed in Sec. 2.1.4.

In Sec. 2.2, I explain the program Xalmo I have developed in order to calculate a wide range of 3D alignment dynamics ranging from adiabatic to non-adiabatic alignment. Due to the complexity of 3D alignment, I explain the symmetry considerations and specifics of the numerical implementation in order to make the program most efficient. In Sec 2.3, I focus applications of laser alignment. I discuss my publications about x-ray scattering from 3D laser-aligned molecules and the usage of multiple pulse scheme to achieve field-free 3D alignment. The publications resulting from these projects can be found in Chap. 4.

[^0]In Chap. 3, I look into ultrafast ionization dynamics of noble gas atoms on the subfemtosecond ( $1 \mathrm{fs}=10^{-15} \mathrm{~s}$ ) time scale. Even though many processes and mechanisms can be well understood by focusing on a single electron, multi-electron effects can become important particularly for large atoms and molecules. The advantage of atomic systems is their small size and their high degree of symmetry. For ultrafast light-induced processes, this greatly helps to systematically study the importance of details in the electronic structure originating from electron-electron correlations. Before discussing the work I have done in this field, I start with a short review about the two most prominent mechanisms in ultrafast science: one-photon photoionization (in Sec. 3.1.2) and tunnel ionization (in Sec. 3.1.3). In Sec. 3.1.4, I discuss the high harmonic generation (HHG) process, which converts near-infrared (NIR) light with wavelengths of $\sim 1 \mu \mathrm{~m}$ into UV and x-ray light with wavelengths in the $1-100 \mathrm{~nm}$ regime. Because of the coherence properties of this UV light, HHG is the most common method to generate pulses with durations in the sub-femtosecond regime and photon energies up to the extreme-ultraviolet (XUV).

The combination of NIR and XUV pulses offers a wide range of new possibilities. In the form of a pump-probe setup, where the pump pulse triggers the dynamics and the probe pulse detects the changes in the system, either pulse could be used as pump or probe. In Sec. 3.1.5, I discuss attosecond streaking experiments, where the XUV and the NIR pulses are used as pump and probe pulses, respectively. For attosecond transient absorption experiments discussed in Sec. 3.1.6 it is reversed and the NIR pulse is used as a pump and the XUV pulse is used as a probe.

In Sec. 3.2, I discuss numerical propagation schemes. In Sec. 3.2.1, I focus on the widely used single-active electron (SAE) model, where electron-electron correlations cannot appear, since only one specific electron is allowed to move and all others are frozen. The time-dependent configuration-interaction singles (TDCIS) approach I have developed generalizes the idea of the SAE model. Only one electron can be fully active in the TDCIS method as well. However, it can come from any occupied orbital. Furthermore, the ionic state can be changed by interactions between the active electron and the remaining electrons of the ion. The TDCIS approach is discussed in detail in Sec. 3.2.2.

I explain my contributions towards the TDCIS code I have developed with colleagues in Sec. 3.3. Furthermore, I discuss the XCID package, which is an optimized and further developed version of the initial TDCIS code. In Sec. 3.4, I present the projects I have worked on using the XCID package. My projects range from many-body correlation effects in attosecond photoionization (Sec. 3.4.1) to multi-orbital contributions in the HHG spectrum of argon (Sec. 3.4.2) to attosecond transient absorption spectroscopy with overlapping pump and probe pulses (Sec. 3.4.3). The publications resulting from these projects can be found in Chap. 5.

Atomic units $\left(\hbar=|e|=m_{e}=1 /\left(4 \pi \epsilon_{0}\right)=1\right)^{2}$ are used throughout if not explicitly mentioned otherwise.

[^1]
## Chapter 2

## Laser-Induced Molecular Alignment: About Picosecond and Femtosecond Dynamics

### 2.1 Introduction

### 2.1.1 Principles of Molecular Orientation and Alignment

A wide range of processes in nature depend on the relative orientation of the objects involved. This is true in the macroscopic world (e.g., collisions of classical particles) and it is also true in the microscopic world of atoms and molecules (e.g., chemical reactions [1]). Therefore, the interest is high in controlling the directionality of single molecules [2]. A very elegant way to control the molecular motion is by using electric fields $\mathcal{E}[3-5]$ and magnetic fields $\mathcal{H}[6-9]$. In the following I focus on electric fields, since they have become the common technique to orient and align molecules [10]. The strengths of magnetic interactions are generally three orders of magnitudes weaker than electronic interactions [11]. Magnetic moments of molecules are normally around a Bohr magneton ( $1 \mu_{B}=0.5$ a.u.) and large magnetic fields of around 1 Tesla are needed to orient and to align molecules [6]. Static magnetic fields of this magnitude are quite difficult to generate than corresponding electric fields.

The underlying mechanism for orienting and aligning molecules with electric fields can be well understood by looking at the Taylor expansion of the vibronic (electronic + vibrational) energy levels $E_{i}$ in terms of the applied electric field $\mathcal{E}(\omega)$ [12]

$$
\begin{align*}
E_{i} & =E_{i}^{(0)}+\sum_{n>0} E_{i}^{(n)}(\omega),  \tag{2.1a}\\
E_{i}^{(n)}(\omega) & =-\frac{1}{n!} \gamma_{i}^{(n)}(\omega) \cdot \mathcal{E}^{n}(\omega), \tag{2.1b}
\end{align*}
$$

where $E_{i}^{(0)}$ are the field-free energy levels and $\gamma_{i}^{(n)}(\omega)$ are the $n$-th order dipole response
functions depending on the laser frequency $\omega$. The symbol $\cdot$ stands for the inner product between the two tensors $\gamma_{i}^{(n)}(\omega)$ and $\mathcal{E}^{n}(\omega)$. In Cartesian coordinates, the inner product of two tensors $A$ and $B$ of rank $n$ reads $A \cdot B=\sum_{i_{1}, \cdots, i_{n} \in\{X, Y, Z\}} A_{i_{1}, \cdots, i_{n}} B_{i_{1}, \cdots, i_{n}}$. Note that the electric field $\mathcal{E}(\omega)$ is a vector (i.e., tensor of rank 1 ).

The homogeneous character of the electric field over the size of a molecule allows one to neglect contributions from quadrupole or even higher moments [13]. The first three dipole response functions appearing in Eq. (2.1b) are well known under the name permanent dipole moment $\mu:=\gamma^{(1)}$, dipole polarizability tensor $\alpha(\omega):=\gamma^{(2)}(\omega)$, and hyperpolarizability tensor $\beta(\omega):=\gamma^{(3)}(\omega)$. Note, the permanent dipole moment is not $\omega$-dependent. The field frequency $\omega$ is commonly much lower than any vibronic transition. Therefore, the $\omega$-dependence of the response functions can be dropped and the static limit $(\omega \rightarrow 0)$ can be used [14]. The Taylor expansions in Eq. (2.1a) is particularly powerful when relatively weak electric fields are applied such that the infinite sum converges quickly for small $n$.

## Rotational Potential

For common alignment scenarios, the field intensity is in the range $10^{12}-10^{13} \mathrm{~W} / \mathrm{cm}^{2}[10]$ and lies in the perturbative regime such that it is sufficient to focus on the first three energy corrections in the infinite sum of Eq. (2.1a). The energy corrections $E_{i}^{(n)}$ of the vibronic states can be viewed as a potential,

$$
\begin{equation*}
\hat{U}_{i}=\sum_{n=1}^{3} E_{i}^{(n)}(\omega) \tag{2.2}
\end{equation*}
$$

for the remaining rotational degrees of freedom. The corrections $E_{i}^{(n)}$ depend on the relative orientation of the molecule with respect to the polarization of the electric field, since $\gamma^{(n)}$ are defined in the body-fixed molecular frame. The orientation of any molecule can be characterized by the Euler angles $\varphi, \vartheta$, and $\chi$ [15]. Therefore, all potentials $\hat{U}_{i}$ can be expressed in terms of the Euler angles. Geometrically, the Euler angles define three rotations, which transform the space-fixed laser frame defined by the axes $X, Y$, and $Z$ into the body-fixed molecular frame defined by the axes $a, b$, and $c$. Figure 2.1 illustrates this 3D coordinate transformation. Commonly, the angle $\varphi$ refers to the rotation around the space-fixed $Z$ axis, the angle $\chi$ refers to a rotation around the body-fixed $c$ axis, and $\vartheta$ defines the angle between the space-fixed $Z$ and body-fixed $c$ axes. In general, the angle between a body-fixed axis $g \in\{a, b, c\}$ and a space-fixed axis $F \in\{X, Y, Z\}$ is labeled $\vartheta_{F g}$. In Sec. 2.3.2, these angles are used to analyze the 3D alignment of naphthalene molecules.

In Sec. 2.1.2, the explicit form of the angle-dependence of $\hat{U}_{i}$ is discussed in detail for different types of molecules and laser fields. If $U_{i}$ is energetically larger than the kinetic energy, the molecule becomes trapped in the potential and the orientation or alignment of the molecule becomes well-defined in the space-fixed coordinate system. If an entire ensemble of molecules is exposed to such an electric field, a collective (ensemble-averaged)


Figure 2.1: An illustration of a coordinate transformation from the space-fixed frame defined by the axes $X, Y, Z$ into the body-fixed frame defined by the axes $a, b, c$. The rotations defined by the Euler angles $\varphi, \vartheta, \chi$ are explicitly shown. The illustration is taken from Ref. [15]. Copyright © 1988 John Wiley \& Sons, Inc.
orientation or alignment is observed, which is not random anymore. This is desirable, since the signal of a single molecule is generally too small to be statistically useful. A collective orientation or alignment increases the signal strength by the number of molecules in the ensemble, which can be easily of the order of $10^{7}$ molecules [16].

## Orientation and Alignment

Orientation and alignment refer both to the directionality of the molecule. However, there is a subtle difference between orientation and alignment. For orientation in 3D, all three Euler angles are uniquely defined. In the case of alignment, there exists a "head-tail" $\left(C_{2}\right)$ symmetry around each symmetry axis-meaning an $180^{\circ}$-rotation of any symmetry axis does not matter. For perfect alignment, there exist 4 unique orientations that correspond to the same alignment [17]. The degree of orientation is measured by the quantity $\cos \vartheta$, where the sign indicates whether the molecules is oriented along or opposite to the desired orientation direction. The measure for alignment is $\cos ^{2} \vartheta$, which is invariant under a $180^{\circ}$-rotation of the alignment axis (i.e., $\vartheta \rightarrow 180^{\circ}+\vartheta$ ). For a randomly oriented (aligned) ensemble of molecules, the corresponding ensemble-averaged degree of orientation (alignment) is $\langle\cos \vartheta\rangle=0\left(\left\langle\cos ^{2} \vartheta\right\rangle=\frac{1}{3}\right)^{1}$.

The measure for 3D orientation and 3D alignment requires at least 3 angles, one for each axis [18]. In the case of my studies on naphthalene (see Chap. 4.1/Ref. [19]), I used

[^2]the three measures $\cos ^{2} \vartheta_{X a}, \cos ^{2} \vartheta_{Y b}$, and $\cos ^{2} \vartheta_{Z c}$ to quantify 3D alignment. An average of these three angles can be also taken as a measure such that the 3 D orientation/alignment is characterized by one quantity [20]. Orientation and alignment can be measured experimentally via the angular distribution of ion fragments of the aligned molecule [10, 21]. The ion fragments are produced by an intense second laser pulse, which forces the molecule to Coulomb explode. Fig. 2.2 illustrates how the degree of alignment is experimentally measured via Coulomb explosion. Recently, it has been shown that HHG can also be used to measure alignment dynamics [22].


Figure 2.2: Illustration of measuring experimentally 3D alignment and/or orientation via the side view and end view detectors. The molecule shown is 3,5 difluoroiodobenzene, where the Iodine atom is depicted as red ball and the Fluorine atoms are depicted as green balls. Note, the space-fixed frame is labeled $x, y, z$ and the body-fixed molecular frame is labeled $X, Y, Z$. The illustration is taken from Ref. [23]. Copyright © 2007 American Physical Society (APS).

The potential resulting from $E_{i}^{(2)}$ leads to aligned molecules, since inverting the direction of the electric field $(\mathcal{E} \rightarrow-\mathcal{E})$ does not affect the potential due to the quadratic field dependence [cf. Eq. (2.1b)]. The terms $E_{i}^{(1)}$ and $E_{i}^{(3)}$, which depend on odd powers of $\mathcal{E}$, change sign when the electric field is pointing in the opposite direction. Hence, the potential resulting from $E_{i}^{(1)}$ and $E_{i}^{(3)}$ leads to oriented molecules [24-27].

## Structural Deformations

In most experiments the goal of applying an external field is to influence and to control only the rotational state while at the same time leaving the molecule in the vibronic ground state [10]. Common way to achieve orientation and alignment is with vibronically nonresonant optical fields alone [28, 29] and in combination with static electric fields [24, 27, 30]. However, alignment can be also achieved with resonant frequencies coupling two or several vibronic states with each other [31-34]. It has been shown that less intense electric fields are needed when resonant frequencies are used [35].

Structural deformations may also occur when static fields or non-resonant optical fields are used [36, 37]. Particularly for short laser pulses, where higher electric field strengths are needed to achieve the same degree of alignment [14], structural deformations start to appear [36, 38]. Nevertheless, the rigid-rotor approximation, where molecular deformations are ignored, is the most common model used $[4,10,20,29,39,40]$. This model has been successful due to its great simplicity and explanatory power for many experimental results. Some works have been done to extend the rigid-rotor model in order to include centrifugal deformations in the rotational energies [41-44]. These deformations influence the rotational dynamics of the molecules, which becomes particularly prominent for linear molecules [45]. A complete description of rotational and vibronic dynamics, which may be even coupled to each other, is quite challenging.

In the following, the molecule is assumed to be in the vibronic ground state at all times ${ }^{2}$. Hence, I drop the vibronic index $i$. All energy corrections $E^{(n)}$, from now on, refer to the vibronic ground state of the molecule if not explicitly mentioned otherwise.

### 2.1.2 1D and 3D Alignment

Depending on the symmetry of the molecule and on the polarization of the electric field, molecules can be either aligned around one axis (1D alignment) or around all three axes (3D alignment) [10]. To understand under which conditions 1D or 3D alignment can be achieved, it is useful to consider the symmetries of the terms entering in the alignment potential.

For molecular alignment, only the term $E^{(2)}$ needs to be considered. Aligning molecules has several practical advantages in comparison to orienting them. First, not all molecules have permanent dipole moments $\left(\mu=0 \Rightarrow E^{(1)}=0\right)$ and the third-order term $E^{(3)}$ has to be exploited, which requires large electric field strengths. Since all molecules have a non-zero polarizability [4], there always exists an aligning potential $E^{(2)}$. Second, quasimonochromatic optical pulses can only couple to even order response functions (i.e., $\gamma^{(2 n)}$ )

[^3]and, therefore, generate aligning potentials.
The tensors $\mathcal{E}^{2 n+1}(t)$ vanish for optical monochromatic fields, since the cycle-averaged quantities of $\mathcal{E}^{n}(t)$ only survive for even $n$. Cycle-averaging of $\mathcal{E}^{n}(t)$ is justified when the field period is much smaller than the rotation dynamics of the molecule [38]. This is the case for typical alignment pulses (e.g., wavelength of 800 nm ) with cycle periods in the few femtosecond regime. The typical time scale of rotational excitations is picoseconds (see Sec. 2.1.3).

As already mentioned, the energy correction of the vibronic ground state is an effective potential for the rotational degrees of freedom [cf. Eq. (2.2)]. The rotational Hamiltonian, where an optical pulse couples only to the polarizability $\alpha$, is given by [19, 39]

$$
\begin{equation*}
\hat{H}(t)=\underbrace{A \hat{J}_{a}^{2}+B \hat{J}_{b}^{2}+C \hat{J}_{c}^{2}}_{\hat{H}_{\mathrm{rot}}}-\underbrace{\frac{1}{2} \sum_{L M}(-1)^{L+M} \hat{\alpha}_{M}^{[L]} F_{-M, \mathrm{avg}}^{[L]}(t)}_{-\hat{U}(t)}, \tag{2.3}
\end{equation*}
$$

where $\hat{H}_{\text {rot }}$ is the kinetic operator for molecular rotations, and $\hat{U}(t)$ is the effective aligning potential induced by the electric field, $\mathcal{E}(t)$. The rotational constants $A, B, C$ of the molecular axes $a, b$, and $c$ diagonalize the moment of inertia tensor. The angular momentum operators are given by $\hat{J}_{g}$ with $g \in\{a, b, c\}$. The potential $\hat{U}(t)$ is expressed via spherical tensor products [15], where $F_{M}^{[L]}(t)=[\mathcal{E}(t) \otimes \mathcal{E}(t)]_{M, \text { avg }}^{[L]}$ is the spherical tensor of rank 2 with angular momentum $L . M$ is the angular momentum projection onto the space-fixed $Z$ axis. The subscript "avg" stands for the cycle-averaged quantity. Spherical tensors with $L=1$ do not appear for $\alpha$ and $F(t)$, since both tensors are symmetric.

The electric field tensor $F(t)$ is "well-defined" in the space-fixed laser frame whereas the polarizability tensor $\alpha$ is "well-defined" in the molecular frame. Since the space-fixed $Z$ axis is the quantization axis in the tensor product of Eq. (2.3), it is necessary to transform the known body-fixed spherical tensor components $\alpha_{K}^{[L]}$ (with the quantization axis $c$ ) into the space-fixed laser frame, which read [19, 39].

$$
\begin{equation*}
\alpha_{M}^{[L]}(\Omega)=\sum_{K} D_{M, K}^{* L L]}(\Omega) \alpha_{K}^{[L]} \tag{2.4}
\end{equation*}
$$

where $D_{M, K}^{*[L]}(\Omega)$ are the Wigner-D matrices connecting both frames with each other [15]. The three Euler angles are combined into $\Omega=(\varphi, \vartheta, \chi)$. It is exactly through this coordinate transformation that the alignment potential becomes angle-dependent $\hat{U}(t) \rightarrow \hat{U}(\Omega, t)$.

The quantum number $K$ refers to the angular momentum projection onto the molecular $c$ axis. The polarizability tensor $\alpha$ in the Cartesian representation is diagonal in the molecular frame with the values $\alpha_{a, a}, \alpha_{b, b}$, and $\alpha_{c, c}$. Note, the body-fixed frame that diagonalizes $\alpha$ is generally not the same frame that diagonalizes the moment of inertia tensor [46]. For small molecules (with a high symmetry), however, these two frames fall together. In the
following, I do not distinguish between these two molecular frames and focus on the case where they coincide.

Only terms in Eq (2.3) contribute to the aligning potential where both spherical tensor components, i.e., $\alpha_{M}^{[L]}$ and $F_{-M}^{[L]}(t)$, are non-zero. For example, $\alpha_{0}^{[0]}$ is the only non-zero component for a spherically symmetric molecule. Regardless of the complexity of $F(t)$ the resulting potential $\hat{U}(t)$ has no angle dependence, since only the Wigner-D matrix $D_{0,0}^{*[0]}(\Omega)=1$ contributes. This angle-independent potential results in a global energy shift for all rotational states and, therefore, has no influence on the alignment process and can be neglected [47].

## 1D Alignment

The simplest alignment scenario is the 1D alignment of a linear $\left(A=B, C^{-1}=0\right)$ or symmetric-top $(A=B \neq C)$ molecules with linearly polarized light. For linearly polarized fields, only the terms $F_{0}^{[0]}(t)$ and $F_{0}^{[2]}(t)$ are non-zero. The polarizability tensor in the Cartesian basis has the diagonal entries $\alpha_{a a}=\alpha_{b b} \neq \alpha_{c c}$ and, therefore, only the terms $\alpha_{K=0}^{[0]}$ and $\alpha_{K=0}^{[2]}$ are non-zero. By rotating from the molecular frame to the laser frame the Wigner-D matrix $D_{0,0}^{*[2]}(\Omega)=\frac{1}{2}\left(3 \cos ^{2} \vartheta-1\right)$ enters. The resulting angle-dependent potential reads [4]

$$
\begin{equation*}
U_{1 \mathrm{D}}(\vartheta, t)=-\frac{\alpha_{c c}-\alpha_{a a}}{2} \cos ^{2} \vartheta\left[\mathcal{E}^{2}(t)\right]_{\mathrm{avg}} . \tag{2.5}
\end{equation*}
$$

The cycle-average of a quasi-monochromatic pulse $\mathcal{E}(t)=\mathcal{E}_{0}(t) \sin (\omega t)$, where $\mathcal{E}_{0}(t)$ defines the pulse envelope, leads to the effective intensity $\left[\mathcal{E}^{2}(t)\right]_{\text {avg }}=\mathcal{E}_{0}^{2}(t) / 2$. For linear molecules, $\alpha_{c c}>\alpha_{a a}$ and the potential $U_{1 \mathrm{D}}(\vartheta, t)$ has a minimum when the molecular $c$ axis is aligned with the space-fixed $Z$ axis $\left(\cos ^{2} \vartheta=1\right)$. Depending on whether the symmetrictop molecule is prolate $\left(\alpha_{c c}>\alpha_{a a}\right)$ or oblate $\left(\alpha_{c c}<\alpha_{a a}\right)$, the molecular $c$ axis is preferably aligned along $\left(\cos ^{2} \vartheta=1\right)$ or perpendicular $\left(\cos ^{2} \vartheta=0\right)$ to the field polarization axis $Z$.

In 1D alignment, only one molecular axis is fixed in space. Rotations around the axes $c$ and $Z$ are unaffected by $U_{1 \mathrm{D}}(\vartheta, t)$, since no $\varphi$ and $\chi$ dependencies exist in $U_{1 \mathrm{D}}(\vartheta, t)$. As a consequence, the molecular axes $a$ and $b$ are aligned within a plane but it is not possible to hold either axis in a particular direction within this plane.

## 3D Alignment

3D alignment requires that all three molecular axes are fixed in space [20] (see Fig. 2.3). The potential $\hat{U}$ in Eq. (2.3) can only lead to 3D alignment, when $\hat{U}$ depends on all three Euler angels $\varphi, \vartheta, \chi[40]$. The $\vartheta$ dependence enters, since $F^{[L]}$ and $\alpha^{[L]}$ have non-zero components for $L>0$, which influence the angular momentum $J$ of the rotational states (for more details see Sec. 2.1.3). The $\varphi$ and $\chi$ dependencies enter only when $F_{M= \pm 2}^{[2]} \neq 0$
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Figure 2.3: Illustration of non-aligned (A), 1D-aligned (B), and 3D-aligned (C) 3,4-dibromothiophene (black circles: sulfur, dark grey circles: bromine). For nonaligned molecules, all orientations are equally likely. 1D alignment is achieved with a linearly polarized pulse, and 3D alignment is accomplished with an elliptically polarized pulse. The illustration is taken from Ref. [48]. Copyright (C) 2000 American Physical Society (APS).
and $\alpha_{K= \pm 2}^{[2]} \neq 0$ are fulfilled, respectively. On the one side, $\alpha_{K= \pm 2}^{[2]} \neq 0$ is only possible for asymmetric-top molecules $(A<B<C)$.

For symmetric-top and linear molecules, $\alpha_{a a}=\alpha_{c c}$ and, therefore, $\alpha_{K= \pm 2}^{[2]}=0$. On the other side, $F_{M= \pm 2}^{[2]} \neq 0$ can be only achieved when elliptically polarized pulses or multiple pulses with different polarization directions are used. A schematic sketch of 3D alignment of two pulses with different linear polarizations is shown in Fig. 2.4.

If one of the two requirements for generating a $\varphi$ - and $\chi$-dependent potential is not fulfilled, only 1D alignment is possible. For instance, linearly polarized pulses (no $\varphi$ dependence) align asymmetric-top molecules ( $\chi$-dependence) only around the most polarizable axis [29, 49, 50] as for linear molecules. Panel (B) in Fig. 2.3 demonstrates this case. Elliptically polarized pulses ( $\varphi$-dependence) used in combination with symmetric-top molecules (no $\chi$-dependence) align only the symmetry axis $c$. However, this symmetry axis can be rotated in space, synchronized with the oscillating elliptically polarized field [45].

### 2.1.3 Alignment Dynamics

Dynamical states in quantum mechanics are coherent superpositions of eigenstates of the system (i.e., Hamiltonian). I start my discussion on symmetric-top rotors $(A=B)$. Many effects can be understood in this case, while I also point out differences and similarities to asymmetric-top rotors. The rotational kinetic operator of a symmetric-top rotor is


Figure 2.4: A schematic illustration of 3D alignment of $\mathrm{SO}_{2}$ with two different linearly polarized pulses is shown. The first pulse aligns the randomly oriented molecules along the most polarizable axis. The second pulse aligns the second most polarizable axis leading to 3D alignment. This figure is taken from Ref. [51]. Copyright © 2006 American Physical Society (APS).
$\hat{H}_{\text {rot }}=A \hat{J}^{2}+(C-A) \hat{J}_{c}^{2}$. Its rotational eigenstates are given by [15]

$$
\begin{align*}
\langle\Omega \mid J K M\rangle & =\sqrt{\frac{2 J+1}{8 \pi^{2}}} D_{M, K}^{*[J]}(\Omega),  \tag{2.6a}\\
\hat{H}_{\text {rot }}|J K M\rangle & =\underbrace{\left[A J(J+1)-(C-A) K^{2}\right]}_{E_{J, K}}|J K M\rangle \tag{2.6b}
\end{align*}
$$

where $D_{M, K}^{*[J]}$ are the well-known Wigner-D matrices [15], and $E_{J, K}$ are the rotational energies. $K$ and $M$ are again the angular momentum projections onto the body-fixed $c$ axis and the space-fixed $Z$ axis, respectively. Since the rotation is defined in the molecular frame, the rotational energies are degenerate with respect to $M$. In the case of linear molecules $\left(C^{-1}=0\right)$, the rotation around the $c$ axis is energetically not possible $(K=0)$ and the rotational energies simplify to $A J(J+1)$. For general asymmetric-top rotors, the kinetic operator

$$
\begin{align*}
& \hat{H}_{\mathrm{rot}}=\frac{A+B}{2} \hat{J}^{2}+\frac{2 C-A-B}{2} \hat{J}_{0}^{2}+\frac{A-B}{2}\left[\hat{J}_{+1}^{2}+\hat{J}_{-1}^{2}\right],  \tag{2.7a}\\
& \hat{H}_{\mathrm{rot}}|J \tau M\rangle=E_{J, \tau}|J \tau M\rangle, \tag{2.7~b}
\end{align*}
$$

mixes different $K$ states such that $K$ is no longer a good quantum number. The rotational eigenstates $|J \tau M\rangle$ are superpositions of $|J K M\rangle$ [40]. It is not possible to give an analytic expression for the rotational energies $E_{J, \tau}$ in contrast to the rotational energies of symmetric-top rotors, $E_{J, K}$. The angular momentum operators are rewritten as spherical tensor operators $\hat{J}_{0, \pm 1}$ in the body-fixed frame.

Similar to the relation between $\hat{x}$ and $\hat{p}_{x}$, where the localization of the wavefunction in real space requires the wavefunction to be delocalized (coherent superposition) in momen-
tum space, a localization of the rotational wavefunction at specific Euler angles requires a coherent superposition of rotational states, $|J K M\rangle$. Coherent superpositions of different $J, K$, and $M$ states are needed to localize the rotational wavefunction in $\vartheta, \chi$, and $\varphi$, respectively. Rotational wavepackets of a symmetric-top rotor can be written as

$$
\begin{equation*}
|\Psi(t)\rangle=\sum_{J, K, M} c_{J, K, M}(t) e^{-i E_{J, K} t}|J K M\rangle \tag{2.8}
\end{equation*}
$$

The time evolution of the rotational wavepacket is determined by the time-dependent Schrödinger equation,

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle=\hat{H}(t)|\Psi(t)\rangle \tag{2.9}
\end{equation*}
$$

where $\hat{H}(t)$ is defined in Eq. (2.3).

## Alignment Revivals

The coefficients $c_{J, K, M}(t)$ do only change in time when an aligning potential is present. If no external field is present, $c_{J, K, M}(t)$ are time-independent constants. For linear molecules, all rotational energies $E_{J, K=0}=A J(J+1)$ are multiples of $A$. Hence, the rotational wavepacket shows a repeating pattern in time called revivals. The revival period is $T_{\mathrm{rev}}=$ $\pi / A$ [52]. Often the rotational period is given by $T_{\text {rev }}=\frac{1}{2 A}$ [53], where $A$ is given in Hz instead of energy units.

Additionally, there are features at $T_{\text {rev }} / 2$ (half revivals) as shown in Fig. 2.5. At $T_{\text {rev }} / 2$ neighboring rotational states swing out of phase leading to an antialignment of molecules. Quarter revivals at $T_{\text {rev }} / 4$ do only occur for molecules with the appropriate spin statistics [41, 54]. For example, ${ }^{16} \mathrm{O}_{2}$ has two nuclear spins of $I=0$. Due to the overall symmetry of the molecular wavefunction (vibronic + rotational + nuclear spin), only rotational states with an odd $J$ are allowed and, therefore, quarter revivals can be seen [55]. In the molecule ${ }^{79} \mathrm{Br}-{ }^{81} \mathrm{Br}$ the two atoms are distinguishable and all rotational states have the same spin weight [44]. Hence, no quarter revivals are visible.

The revival features do also exist for symmetric-top molecules. The additional degree of freedom ( $K \neq 0$ is possible) does not change the nature of these features. In asymmetrictop molecules no true revival structure can be found, since the rotational energies are non-commensurable [15]. However, revival-type behavior has been observed [53], which lasts only for a finite amount of time till the rotational states are totally dephased. The most common revival-like behaviors are $C$ - and $J$-type revivals, where $J$-type revivals have a period of $1 /(B+C)$ and occur for nearly symmetric-top molecules $(B \approx C)[53,56]$. Revivals of the type $J$ are common in planar molecules and have a period $1 /(4 C)$, where $C$ is the rotational constant of the molecular $c$ axis, which points perpendicular to the molecular plane [57].


Figure 2.5: The degree of alignment $\left\langle\cos ^{2} \theta\right\rangle(t)$ is shown for the symmetrictop molecule $\mathrm{CF}_{3} \mathrm{Br}$. The different regimes of alignment dynamics are shown ranging from purely impulsive alignment (a) via mostly non-adiabatic (b) and quasi-adiabatic alignment (c) to perfectly adiabatic alignment (d). The pulse duration changes from 50 fs (a) over $10 \mathrm{ps}(\mathrm{b})$ and 95 ps (c) to 1 ns (d). The revival period $1 /(2 A)$ of $\mathrm{CF}_{3} \mathrm{Br}$ seen in (a) is close to 240 ps . This figure is taken from Ref. [14]. Copyright (c) 2008 American Institute of Physics (AIP).

The repeating revival behavior of symmetric-top molecules allows one to generate the alignment first and to use/probe the alignment at a later time [52, 58]. Revivals can be also used to increase the degree of alignment step-by-step by using several pulses separated by the revival period [45,59]. Applying pulses at half or quarter revivals allows one to control the subsequent revival structure [55].

## Adiabatic and Non-Adiabatic Alignment

To be able to generate and to use these revivals, it is necessary that the laser pulse kicking the molecule is short compared to $T_{\text {rev }}$. This type of alignment scheme is known as impulsive or non-adiabatic alignment [10, 60]. Since typical rotational periods are in the picosecond to nanosecond regime, impulsively aligning pulses are typically in the femtosecond regime. Pulses that are much longer than the rotational period lead to adiabatic alignment [35].

In the adiabatic regime, the alignment follows the envelope of the laser pulse and returns after the pulse to its initial state. Impulsive alignment gives the molecules a kick such that the molecular alignment dynamics persist after the pulse is over. Furthermore, impulsive alignment has been a very attractive technique to achieve alignment, since the molecule can be probed under field-free condition [49]. Figure 2.5 shows the different response behaviors of the symmetric-top molecule $\mathrm{CF}_{3} \mathrm{Br}$, which ranges from impulsive alignment in panel (a) to adiabatic alignment in panel (d).

Besides the laser pulse, the degree of alignment also depends on the rotational temperature of the molecules. As one may expect, with higher temperature the degree of alignment goes down [14]. This is true in the impulsive as well as in the adiabatic case. For both cases it is possible to derive an analytic expression for the maximum possible degree of alignment depending on the pulse parameters and the rotational temperature of the molecules [61]. The rotational temperature of the molecules also has an impact on the characteristic rotational period, which becomes shorter for increasing temperatures. Hence, higher temperatures lead to more adiabatic-like alignment behavior [14, 62].

Recently, quantum-state-selection techniques have been used to select only specific rotational states out of the thermally populated sea of rotational states [26, 63] in order to improve the alignment by minimizing the negative impact of temperature. An almost perfect 1D alignment of $\left\langle\cos ^{2} \vartheta_{2 D}\right\rangle=0.97$ was achieved with this scheme [26].

Very high degrees of alignment can be also reached with a combination of adiabatic and impulsive alignment [64]. A very popular technique is to use a long pulse, which is turned on adiabatically and turned off abruptly such that the molecule can be probed fieldfree $[61,65,66]$. Around the times of the turn-off, a second short pulse is used to "kick" the molecules into an even higher degree of alignment. This technique has become particularly popular to align asymmetric-top molecules in 3D under field-free conditions [23].

Non-adiabatic field-free 3D alignment via multiple femtosecond pulses is also possible [39,51]. However, with such a pulse configuration it is much harder to achieve 3D alignment than 1D alignment [67]. I discuss field-free 3D alignment in Sec. 2.3.1. If it is not so important to get 3D alignment under field-free condition, adiabatic alignment schemes with an elliptically polarized pulse are quite powerful [48].

### 2.1.4 Molecular Orientation

For molecular orientation, it is necessary that the energy corrections $E^{(1)}(\omega)$ and $E^{(3)}(\omega)$ contribute to the potential $\hat{U}(\omega)$ [see Eq. (2.2)]. As discussed in Sec. 2.1.2, an optical monochromatic pulse cannot induce an orienting potential (i.e., $E^{(2 n+1)}(\omega)=0$ ). The reason is in the optical period, which is much shorter than the typical rotational time scale. For static electric fields $\mathcal{E}_{\text {static }}$, where the period goes to infinity, this is not true anymore, and the coupling to the permanent dipole moment $\mu$ leads to an orienting potential

$$
\begin{equation*}
U(\vartheta, t)=\mathcal{E}_{\text {static }} \mu \cos \vartheta \tag{2.10}
\end{equation*}
$$

Common static field strengths lie in the range of $10^{2}-10^{5} \mathrm{~V} / \mathrm{cm}\left(\approx 10^{-8}-10^{-5}\right.$ a.u. $)[68,69]$. Such weak fields only affect the rotational states when coupled to $\mu$ leading to the energy correction $E^{(1)}(\omega)$ [70]. Since optical laser pulses have been proven to be very successful in aligning molecules, several groups have worked on orienting molecules by combining static electric fields with optical laser pulses [68, 71, 72]. A schematic illustration of this technique is shown Fig. 2.6.


Figure 2.6: A schematic illustration of 1 D orientation of a linear molecule by means of a combination of a weak static electric field and optical laser pulses. The coupling of the dc field to the permanent dipole moment of the diatomic molecule orients the molecule. Without any field the molecules are randomly oriented (a). Applying optical laser pulses aligns the molecules (b). The combination of static and optical fields (c) can be used to achieve high degrees of orientation. This figure is taken from Ref. [73]. Copyright © 2009 Nature Publishing Group (NPG).

For non-polar molecules $(\mu=0)$, multi-color pulses have to be used in order to orient molecules [18, 74, 75]. In this case, the orientation is accomplished through the coupling of the electric field to the hyperpolarizability tensor $\beta$ (i.e., $E^{(3)}$ energy correction). Particularly for short pulses with high electric field strengths, it was shown that it is possible to achieve orientation via the hyperpolarizability [25, 74, 76]. In recent experiments, it has been seen that orientation substantially enhances when ionizing intensities are reached [77]. Similar to the case of alignment, earlier works have focused first on accomplishing field-free 1D orientation [71] and later 3D orientation [78].

The quality of orientation depends highly on the rotational temperature [76, 79, 80]. Many systematic studies have been performed to find the optimal setup for maximizing the orientation in a given molecule [74, 80, 81]. Very high degrees of orientation can be reached when quantum-state-selection techniques are combined with orienting static fields and impulsively aligning femtosecond pulses. This has been demonstrated with NO molecules, where an observed degree of orientation of $\langle\cos \vartheta\rangle=-0.74$ has been seen [82].

Recently, progress has been made in using terahertz ( THz ) pulses to orient molecules. The cycle periods is now in the picosecond regime and becomes comparable to the characteristic rotational time scale [80, 83-86]. As a consequence, the requirement for averaging the pulse over a period is not fulfilled anymore. The instantaneous electric field can, now, successfully couple to the permanent dipole moment. In contrast to static fields, the orienting potential becomes time-dependent. Interesting new rotational motions may appear by using THz pulses together with optical pulses, which lead to high degrees of orientation.

### 2.2 My Developments

### 2.2.1 XALMO

In this section, I discuss in more detail the 3D alignment package XaLmo (X-ray Scattering of laser-aligned Molecules) I have developed. It is a generalization of earlier works [87], which was limited to linear and symmetric-top rotors. Most physical ideas and concepts implemented in the program are already presented in my publication [67] presented in Sec. 4.1. The scope of XaLmo ranges

- from linear molecules to asymmetric-top molecules,
- from linearly polarized pulses to elliptically polarized pulses,
- and from non-adiabatic alignment to adiabatic alignment.

For each possible alignment scenario, all available symmetries are exploited. The angular momentum projection $M$ is a conserved quantity for linearly polarized light but not for elliptically polarized light. The quantum number $K$ is a conserved quantity for linear and symmetric-top molecules but not for asymmetric-top molecules. More details of the symmetry considerations are discussed at the end of this section. The Xalmo package consists of three main program parts:

1. alignment propagation
2. temperature extrapolation
3. 3D x-ray scattering pattern.

In part (1) of XALMO, the time propagation of the rotational wavepacket is performed. The program is able to simulate impulsive and adiabatic alignment dynamics as well as everything in between. This wide dynamical range requires a numerical propagation of Eq. (2.9). In this way the laser-matter interaction is treated non-perturbatively and any kind of alignment pulse or pulse train can be simulated (as long as the criterion for cycle-averaging holds). Besides the calculation of time-dependent alignment signals like $\left\langle\cos ^{2} \theta_{F g}\right\rangle(t)$, alignment probability distributions can be calculated. In part (3) of XALMO, these alignment probability distributions are used to calculate x -ray diffraction patterns for a given x-ray pulse. The impact of non-perfect alignment on the x-ray diffraction pattern is discussed in more detail in Sec. 2.3.2.

Part (2) of xalmo extrapolates the alignment dynamics to other (mostly lower) rotational temperatures, $T$. This is possible, since the influence of $T$ is partially factored out. The initially thermally populated rotational states are incoherent with each other. Hence,
each initial state can be separately propagated and the overall signal is built up at the end. Adjusting the thermal weights of each initial state allows one to quickly assemble the degree of alignment for any temperature provided all required contributions are already calculated. This implemented strategy is particularly favorable for studying temperature dependencies. Also the demand on later calculations at higher temperature is strongly reduced, since calculations of parts of the needed initial states are already preformed.

## Efficiency Considerations

Time Propagation In the following, I focus on some details of my implementation of solving as efficiently as possible the time-dependent Schrödinger equation [cf. Eq. (2.9)] with the initial condition $|\Psi(-\infty)\rangle=|J \tau M\rangle$. For symmetric-top molecules, $\tau$ is substituted by $K$. By expressing the wavepacket in the basis of the rotational eigenstates, it is easy to transform $|\Psi(t)\rangle$ into the interaction picture, where the alignment potential reads $\hat{U}_{I}(t)=e^{+i \hat{H}_{\text {rot }} t} \hat{U}(t) e^{-i \hat{H}_{\text {rot }} t}$. Propagating in the interaction picture has the advantage that the time evolution is exact when the pulse is over. The kinetic operator $\hat{H}_{\text {rot }}$ can be substituted by the rotational energies $E_{J K}$ for symmetric-top or $E_{J \tau}$ for asymmetric-top molecules, since the rotational wavepacket is expressed in the basis of the rotational eigenstates [see Eqs. (2.6)-(2.7)]. In the following, I use $E_{J \tau}$ to indicate the rotational energies (for asymmetric-top and symmetric-top molecules). However, evaluating an exponential function is numerically more expensive than preforming an addition or multiplication.

To improve the efficiency I discretize the equation of motion in the interaction picture and transform it back into the Schrödinger picture. This has the consequences that instead of the terms $e^{ \pm i E_{J \tau} t}$ only the term $e^{-i E_{J \tau} d t}$ appears in the equation of motion (for more details see my publication in Chap. 4.1/Ref. [19]). The term $e^{-i E_{J \tau} d t}$ has the advantage that it only depends on the time step $d t$ and not on the overall time $t$. Therefore, it is sufficient to evaluate this phase factor only once at the beginning of the calculation and store it. At a later time, this phase factor needs to be only loaded instead of loading the rotational energies and calculating the phase factors for the overall time $t$. Only when $d t$ changes the term $e^{-i E_{J_{\tau}} d t}$ needs to be reevaluated. This implementation can speed up the calculations by a factor 2 or more. Additionally, I implemented an adjustable time step scheme, which is particularly advantageous when a substantial part of the propagation is done under field-free conditions.

Symmetry Aspects Solving the time-dependent Schrödinger equation for 3D alignment is much more demanding than for 1D alignment. The alignment potential $\hat{U}_{1 D}(t)$ given by Eq. (2.5) depends only on $\vartheta$-more specifically only on $D_{00}^{[2]}(\varphi, \vartheta, \chi)$. As a consequence, the matrix elements $\langle J K M| \hat{U}_{1 D}(t)\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle \propto \delta_{K, K^{\prime}} \delta_{M, M^{\prime}}$ do not change $K$ and $M$, which are preserved during the entire propagation. Furthermore, the odd or even character of the initial angular momentum $J$ is preserved as well, since $J$ can only change in steps of
2. Note, for an orienting potential even and odd $J$ can occur at the same time. The size of the configuration space needed to describe $|\Psi(t)\rangle$ for 1D alignment with the initial state $|J K M\rangle$ is rather small with $|(J+2 n) K M\rangle, n \in \mathbb{Z}$. It scales like $J_{\max } / 2$, where $J_{\max }$ is the maximum angular momentum needed.

For 3D alignment, the potential $\hat{U}(t)$ has to change also the $K$ and $M$ states as discussed in Sec. 2.1.2. The size of the required configuration space is, therefore, proportional to $2 J_{\max }^{3}$. For common alignment scenarios, $J_{\max }$ is around 50 . Hence, the calculations are $10^{4}$ times more expensive. The configuration space can be reduced by a factor 4 by considering that the Hamiltonian is invariant under the operations $M \rightarrow-M$ and $K \rightarrow-K$. By being aware that $K$ and $M$ can only change by 2 , another factor 4 can be saved. It is also true for asymmetric-top molecules even though $K$ is not a good quantum number. However, the rotational eigenstates of an asymmetric-top molecule separate into two classes with only even and only odd $K$ numbers (for more details see Chap. 4.1/Ref. [19]). The xalmo package is written in a way such that all available symmetries in the molecular frame ( $K$ symmetry) and in the laser frame ( $M$ symmetry) are exploited independently.

Another time consuming factor is the calculation of the alignment probability distribution $\rho(\varphi, \vartheta, \chi)$ needed for the x-ray scattering pattern. Here, a factor 16 can be gained by exploiting 4 symmetries in the Euler angles, which correspond to $C_{2}$ rotations around two axes in the molecular frame and two axes in the laser frame.

### 2.2.2 The Measure $\left\langle\cos ^{4} \vartheta\right\rangle$

An alignment is commonly measured in terms of directional cosines $\left\langle\cos ^{2} \vartheta_{F g}\right\rangle$, where $F \in\{X, Y, Z\}$ refers to a space-fixed axis and $g \in\{a, b, c\}$ refers to a molecular axis (see Sec. 2.1.1). Higher order moments in $\cos ^{2} \vartheta_{F g}\left(\cos \vartheta_{F g}\right)$ are needed to get more information about the detailed alignment (orientation) distribution than just the statistical mean. The uncertainty of an observable $\hat{O}$ is such a quantity that requires higher moments. It is defines by $(\Delta \hat{O})^{2}=\left\langle\hat{O}^{2}\right\rangle-\langle\hat{O}\rangle^{2}$. The uncertainty in the orientation is given by $\left(\Delta \cos \vartheta_{F g}\right)^{2}=$ $\left\langle\cos ^{2} \vartheta_{F g}\right\rangle-\left\langle\cos \vartheta_{F g}\right\rangle^{2}$. If orientation is not possible (i.e., $\left\langle\cos \vartheta_{F g}\right\rangle=0$ ) the uncertainty is directly given by $\left\langle\cos ^{2} \vartheta_{F g}\right\rangle$, which is the observable of choice for alignment scenarios. The alignment uncertainty is, therefore, given by $\left(\Delta \cos ^{2} \vartheta_{F g}\right)^{2}=\left\langle\cos ^{4} \vartheta_{F g}\right\rangle-\left\langle\cos ^{2} \vartheta_{F g}\right\rangle^{2}$. For studies comparing classical and quantum behaviors in the alignment dynamics, the uncertainty $\Delta \cos ^{2} \vartheta_{F g}$ becomes a useful quantity to look at, since higher order moments in the observable (like $\cos ^{4} \vartheta_{F g}$ ) are generally more sensitive to quantum behavior than the statistical mean (i.e., $\left\langle\cos ^{2} \vartheta_{F g}\right\rangle$ ).

For structural reconstruction from x-ray scattering patterns from laser-aligned molecules (see Sec. 2.3.2), it could become helpful to have more information about the alignment distribution than the mean value, $\left\langle\cos ^{2} \vartheta_{F g}\right\rangle$. Methods like phase-retrieval algorithms [88-90] are used to extract the molecular structure out of the diffraction pattern. Phase-retrieval techniques commonly assume that the diffraction pattern is one perfectly coherent scatter-
ing image. Imperfect alignment, however, leads to incoherent averaging. Not taking into account these incoherent effects significantly reduces the resolution of the reconstruction (see Sec. 2.3.2). Methods including incoherent contributions in the reconstruction algorithm have been demonstrated to be very successful in improving the resolution. These schemes are known as partial coherence schemes [91]. Knowing more about the imperfect alignment (e.g., via $\Delta \cos ^{2} \vartheta_{F g}$ ) can help in finding good discretization schemes for an incoherent averaging due to imperfect alignment.

To evaluate $\Delta \cos ^{2} \vartheta_{F g}$, the matrix elements $\langle J K M| \cos ^{4} \vartheta_{F g}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle$ expressed in the basis of the rotational eigenstates $|J K M\rangle$ have to be derived. They can be easily calculated once the operator $\cos ^{4} \vartheta_{F g}$ is formulated in terms of Wigner-D matrices. The directional cosines $\cos \vartheta_{F g}=\mathbf{e}_{F}^{L} \cdot \mathbf{e}_{g}^{M}$ can be written in terms of the Cartesian basis vectors $\mathbf{e}_{F}^{L}$ and $\mathbf{e}_{g}^{M}$ of the space-fixed (laser) and body-fixed (molecular) frame, respectively. $\cos \vartheta_{F g}$ are also the matrix elements of the rotation matrix $R(\Omega)$, which connects the the two frames [15] (see Fig. 2.1). Note that $\Omega=(\varphi, \vartheta, \chi)$ represents the full set of Euler angles. The WignerD matrices $D_{M, K}^{[1]}:=D_{M, K}^{[1]}(\Omega)$ are also matrix elements of the rotation matrix $R(\Omega)$. This is the case, when the spherical basis vectors $\mathbf{e}_{M}^{L}$ and $\mathbf{e}_{K}^{M}$ with $K, M \in\{0, \pm 1\}$ are used to define the space-fixed frame and the body-fixed frame, respectively. In the spherical basis, the transformation between the body-fixed frame and the space-fixed frame is given by

$$
\begin{equation*}
\mathbf{e}_{M}^{L}=\sum_{K} D_{M, K}^{[1]} \mathbf{e}_{K}^{M} . \tag{2.11}
\end{equation*}
$$

The orthogonality relation of (complex) spherical basis vectors reads,

$$
\begin{equation*}
\mathbf{e}_{p}^{*} \cdot \mathbf{e}_{q}=(-1)^{p} \mathbf{e}_{-p} \cdot \mathbf{e}_{q}=\delta_{p, q}, \quad p, q \in\{ \pm 1,0\} \tag{2.12}
\end{equation*}
$$

After expressing the Cartesian vectors in the spherical basis,

$$
\begin{align*}
\mathbf{e}_{X / Y}^{L} & =\sqrt{\frac{ \pm 1}{2}}\left(\mathbf{e}_{-1}^{L} \mp \mathbf{e}_{1}^{L}\right), & \mathbf{e}_{Z}^{L}=\mathbf{e}_{0}^{L}  \tag{2.13a}\\
\mathbf{e}_{a / b}^{M} & =\sqrt{\frac{ \pm 1}{2}}\left(\mathbf{e}_{-1}^{M} \mp \mathbf{e}_{1}^{M}\right), & \mathbf{e}_{c}^{M}=\mathbf{e}_{0}^{M}, \tag{2.13b}
\end{align*}
$$

the directional cosines can be expressed in terms of the Wigner-D matrices:

$$
\begin{align*}
\cos \theta_{Z c} & =\mathbf{e}_{Z}^{L} \cdot \mathbf{e}_{c}^{M}=\sum_{K} D_{0, K}^{[1]} \mathbf{e}_{K}^{M} \cdot \mathbf{e}_{0}^{M}=D_{0,0}^{[1]},  \tag{2.14a}\\
\cos \theta_{X c / Y c} & =\sqrt{\frac{ \pm 1}{2}}\left(D_{-1,0}^{[1]} \mp D_{1,0}^{[1]}\right),  \tag{2.14b}\\
\cos \theta_{Z a / Z b} & =-\sqrt{\frac{ \pm 1}{2}}\left(D_{0,1}^{[1]} \mp D_{0,-1}^{[1]}\right),  \tag{2.14c}\\
\cos \theta_{X a / Y b} & =\frac{1}{2}\left[\left(D_{1,1}^{[1]}+D_{-1,-1}^{[1]}\right) \mp\left(D_{1,-1}^{[1]}+D_{-1,1}^{[1]}\right)\right],  \tag{2.14d}\\
\cos \theta_{Y a / X b} & =\frac{1}{2 i}\left[\left(D_{-1,1}^{[1]}-D_{1,-1}^{[1]}\right) \pm\left(D_{1,1}^{[1]}-D_{-1,-1}^{[1]}\right)\right] . \tag{2.14e}
\end{align*}
$$

The matrices $\cos ^{4} \vartheta_{F g}$ can now be easily calculated by using the relation [15]

$$
\begin{equation*}
D_{M_{1}, K_{1}}^{\left[J_{1}\right]} D_{M_{2}, K_{2}}^{\left[J_{2}\right]}=\sum_{J}\left\langle J_{1} M_{1} ; J_{2} M_{2} \mid J M\right\rangle\left\langle J_{1} K_{1} ; J_{2} K_{2} \mid J M\right\rangle D_{M, K}^{[J]} . \tag{2.15}
\end{equation*}
$$

Finally, the matrix $\cos ^{4} \vartheta_{F g}$ can be expressed in terms of the Wigner-D matrices. Here, five out of the nine combinations of $\cos ^{4} \vartheta_{F g}$ are stated:

$$
\begin{align*}
\cos ^{4} \theta_{Z c}= & {\left[D_{0,0}^{[1]}\right]^{4}=\left[\frac{1}{3} D_{0,0}^{[0]}+\frac{2}{3} D_{0,0}^{[2]}\right]^{2}=\frac{1}{5} D_{0,0}^{[0]}+\frac{4}{7} D_{0,0}^{[2]}+\frac{8}{35} D_{0,0}^{[4]}, }  \tag{2.16a}\\
\cos ^{4} \theta_{X c / Y c}= & \frac{1}{5} D_{0,0}^{[0]}-\frac{2}{7} D_{0,0}^{[2]}+\frac{3}{35} D_{0,0}^{[4]}+\sqrt{\frac{1}{70}}\left(D_{4,0}^{[4]}\right)_{s} \pm \sqrt{\frac{6}{49}}\left(D_{2,0}^{[2]}\right)_{s} \mp \sqrt{\frac{2}{245}}\left(D_{2,0}^{[4]}\right)_{s},  \tag{2.16b}\\
\cos ^{4} \theta_{X a / Y b}= & \frac{1}{16}\left[\frac{16}{5} D_{0,0}^{[0]}+\frac{16}{7} D_{0,0}^{[2]} \mp \frac{8}{7} \sqrt{6}\left(D_{2,0}^{[2]}\right)_{s s}+\frac{24}{7}\left(D_{2,2}^{[2]}\right)_{s}\right.  \tag{2.16c}\\
& +\frac{18}{35} D_{0,0}^{[4]} \mp \sqrt{\frac{72}{245}}\left(D_{2,0}^{[4]}\right)_{s s}+\frac{4}{7}\left(D_{2,2}^{[4]}\right)_{s} \\
& \left.+\sqrt{\frac{18}{35}}\left(D_{4,0}^{[4]}\right)_{s s} \mp \sqrt{\frac{4}{7}}\left(D_{4,2}^{[4]}\right)_{s s}+\left(D_{4,4}^{[4]}\right)_{s}\right] .
\end{align*}
$$

To keep the equations reasonably short, the symbols

$$
\left(D_{K, M}^{[L]}\right)_{s}=\left\{\begin{array}{cc}
D_{K, M}^{[L]}+D_{-K, M}^{[L]}+D_{K,-M}^{[L]}+D_{-K,-M}^{[L]} & , K \neq 0 \neq M  \tag{2.17}\\
D_{K, 0}^{[L]}+D_{-K K 0}^{[L]} & , K \neq 0=M \\
D_{0, M}^{[L]}+D_{0,-M}^{[L]} & , M \neq 0=K
\end{array}\right.
$$

and $\left(D_{K, M}^{[L]}\right)_{s s}=\left(D_{K, M}^{[L]}\right)_{s}+\left(D_{M, K}^{[L]}\right)_{s}$ have been introduced.

### 2.3 Applications

In this section, I discuss two applications of molecular alignment I have worked on. One project discusses field-free 3D alignment with multiple pulses in Sec. 2.3.1. In Sec. 2.3.2, the possibility to use 3D aligned molecules to obtain x-ray diffraction patterns is investigated. These diffraction patterns are used to reconstruct the molecular structure. Both projects have led to publications, which are presented in Sec. 4.

Besides my two projects, there are of course many other applications of aligned molecules; also in combination with my second field of study: ionization dynamics. Tunnel ionization, for instance, can depend on the alignment or even on the orientation of molecules [92, 93]. In heteronuclear molecules like OCS, the ionization potential is angle-dependent. By using
circularly polarized light, it is possible to mark via the vector potential from which end of the molecule the ionized electron originated from [92]. This experiment is an example that shows how important it is to have a good control of the rotational degrees of freedom of the molecule.

Molecular alignment can also influence the photoabsorption cross section of a molecule. Particularly when the absorption is favored along one specific molecular axis, the cross section depends on the angle between the favored molecular axis and the polarization direction of the photon [47]. This has been experimentally demonstrated on $\mathrm{CF}_{3} \mathrm{Br}$, where the x-ray absorption cross section depends on the alignment of the C-Br molecular axis [16].

HHG is another mechanism where the alignment of molecules matters. The HHG process can be separated into 3 main parts: (1) an electron gets tunnel-ionized by a strong laser field, (2) the same field accelerates the electron first away and then back to the ion, (3) the electron recombines with the ionic hole state and emits a highly energetic photon (much higher than the photon energy of the driving laser pulse). In Chap. 3, the physics behind HHG is discussed in more detail.


Figure 2.7: The HHG spectrum of $\mathrm{CO}_{2}$ is shown as a function of pump-probe delay (and degree of alignment in panel a). The pump pulse aligns the molecule and the probe pulse drives the HHG process. The degree of alignment as a function of the pump-probe delay is shown in the background. Structural information about the molecular orbitals can be gained from these modifications of the HHG spectrum. This figure is taken from Ref. [94]. Copyright © 2011 Nature Publishing Group (NPG).

When molecules are used for the HHG process, it has been observed that the emitted HHG spectrum depends on the alignment of the molecule - specifically the alignment of the highest occupied molecular orbitals (HOMOs) with respect to the returning electron [95].

The angle dependence of the HHG spectrum is not just a scaling of the overall HHG yield. Changing the alignment direction of the molecule leads also to modification in the substructures of the HHG spectrum [94, 96, 97].

In Fig. 2.7 the HHG spectrum of $\mathrm{CO}_{2}$ is shown as a function of alignment angle between the molecular symmetry axis and the polarization direction of the linearly polarized strong field pulse. It has been schown that structural informations about the HOMO orbitals can be extracted from the HHG spectrum [94, 98].

### 2.3.1 Using Multiple Pulses to 3D-Align $\mathrm{SO}_{2}$ under Field-Free Conditions

As discussed in Sec. 2.1.2, the energy spacings between the rotational eigenstates of an asymmetric-top rotor are non-commensurable, and, therefore, no true revival pattern can be observed in contrast to linear and symmetric-top molecules. However, for a short time asymmetric-top molecules show revival features called $A-, C$-, and $J$-revivals [29].

In my publication [67] "Alignment of asymmetric-top molecules using multiple-pulse


Figure 2.8: The alignment dynamics of all three molecular axes of $\mathrm{SO}_{2}$ are shown. The short pulses (indicated by dashed lines) kick the molecules at the $J$ revivals with linearly and with elliptically polarized pulses, respectively. This figure is taken from my publication [67]. Copyright © 2010 American Physical Society (APS).
trains" (see Sec. 4.2) I address the question whether or not it is possible to improve fieldfree 3D alignment of asymmetric molecules with multi-pulse schemes similar to those used for improving 1D alignment of linear molecules [45]. Field-free alignment can be only achieved with short femtosecond pulses such that the alignment dynamics is non-adiabatic. Specifically, I look at the asymmetric-top molecule $\mathrm{SO}_{2}$, which is close to a symmetric-top molecule $A \approx B$. First, I investigated to which extent pulses equally spaced by $1 /(A+B)$ ( $J$ revivals) improve the alignment.

In Fig. 2.8 the alignment dynamics of each molecular axis of $\mathrm{SO}_{2}$ is shown for linearly and elliptically polarized pulses. As expected for linearly polarized pulses, only the most polarizable $c$ axis gets aligned. With elliptically polarized pulses also the second most polarizable $b$ axis can be aligned. However, the third molecular axis is counter-intuitively not aligned. This lack of alignment is classically not possible, since the alignment of two axes automatically aligns the third one as well. Here it is possible, since the degree of alignment is rather weak and a connection to a classical picture cannot be made.


Figure 2.9: The alignment dynamics of all three molecular axes of $\mathrm{SO}_{2}$ are shown. The short pulses kicking the molecules are highlighted (red shaded region). This figure is taken from my publication [67]. Copyright © 2010 American Physical Society (APS).

To improve on this technique, I proposed a new method of aligning asymmetric-top molecules with elliptically polarized pulses, which arrive directly after each other as discussed in Ref. [99] for linear molecules with linearly polarized light. The results I have obtained are shown in Fig. 2.9. The degree of alignment is significantly enhanced for the two most polarizable axes, whereas the least polarizable axis is almost not affected. Hence, $\mathrm{SO}_{2}$ cannot be aligned in 3D with a sequence of short pulses.

Very recent studies on 3,5 difluoroiodobenzene improved on my idea by using a combination of linearly and elliptically polarized pulses. First results indicate it is possible to improve on 3D alignment; particularly when the molecule is oblate ${ }^{3}$.
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### 2.3.2 X-ray Scattering from 3D-Aligned Naphthalene Molecules

An interesting application of aligned molecules is electron [100, 101] or x-ray [87] diffraction. Particularly for single-molecule imaging $[102,103]$ it is favorable to know and to control the orientation of the molecule such that an entire 3D diffraction pattern can be collected. With the help of phase-retrieval algorithms it is possible to recover the phase information of the diffraction pattern, which was lost during the measurement [88-90, 104]. New approaches (namely multiwavelength anomalous diffraction) have also been developed to determine the phase directly from the measurement [105].

A large number of molecules contributing to the scattering signal is advantageous, since the scattering cross section is small-especially for large scattering angles [106]. When molecules are periodically ordered as in a crystal, Bragg peaks [107] occur and their scattering signal increases quadratically with the number of molecules. This quadratic increase is very favorable and it is at the heart of x-ray crystallography [107]. Periodic ordering is commonly exploited in order to determine the structure of macromolecules [107]. Unfortunately, not all molecules (like membrane proteins) can be grown in a large crystal.

Recent advances have shown it is also possible to recover the molecular structure from nanocrystals [108] (for a review see Ref. [109]). The high x-ray intensities are needed to collect enough signal destroy the molecules during the x-ray pulse [102]. This obstacle of molecular explosion can be overcome by making the x-ray pulse shorter than the time it takes for the molecule to explode [102, 110, 111].

Another approach for collecting x-ray diffraction patterns uses gas phase molecules, where up to $10^{7}$ molecules can contribute to the scattering signal [16]. These molecules are randomly positioned (not randomly aligned) in space and, therefore, the diffraction pattern increases only linearly with the number of molecules. However, collecting signal over many x-ray shots reduces the required intensity such that common 3rd generation synchrotron sources like PETRA III at DESY ${ }^{4}$ or the Advanced Photon Source at Argonne National Laboratory ${ }^{5}$ can be used.

All molecules have to be oriented and/or aligned simultaneously to be able to record a single-molecule scattering pattern. Here is where laser alignment comes into play. Previous works have looked at x-ray scattering from 1D aligned symmetric molecules [87, 112]. In my publication [19] "Computational studies of x-ray scattering from three-dimensionallyaligned asymmetric-top molecules" (see Sec. 4.1) I present an extension of this scheme to x-ray scattering from 3D aligned asymmetric-top molecules. As an example molecule I used Naphthalene (see Fig. 2.10), which is a planar molecule with a head-tail symmetry such that orientation and alignment become indistinguishable. This is convenient, since different orientations add up incoherently and make it harder to reconstruct the molecular structure with phase-retrieval methods, which assume perfectly coherent diffraction patterns.

[^5]

Figure 2.10: The structure of naphthalene $\left(\mathrm{C}_{10} \mathrm{H}_{8}\right)$. All atoms lie in the $a c$ molecular plane. The coordinate system is shown in the lower left corner. The cones symbolize the resolution limit of the carbon atoms due to imperfect alignment. This figure is taken from my publication [19]. Copyright © 2010 American Physical Society (APS).

The positions of the atoms in the laser frame are not well defined due to the imperfect alignment of the molecules (illustrated by the cones in Fig. 2.10). This uncertainty results in an incoherent average of different scattering patterns, which blurs out the scattering pattern for large scattering angles (i.e., large momentum transfer $Q$ of the x-ray photon) as seen Fig. 2.11a. This has a direct consequence on the effective resolution in the corresponding reconstructions shown in Fig. 2.11b. The worse the alignment the smaller is the useful part of the diffraction patterns which can be fed into the phase-retrieval algorithm. Hence, the effective resolution decreases with less 3D-aligned molecules.


Figure 2.11: X-ray diffraction patterns (a) and their the corresponding reconstructed structure (b) are shown for different degrees of alignment: (i) perfect alignment, (ii) $T=10 \mathrm{mK}$ and a 1 ps x-ray pulse, (iii) $T=1 \mathrm{~K}$ and a 100 ps x-ray pulse, and (iv) $T=10 \mathrm{mK}$ and a 100 ps x-ray pulse. The aligning IR pulse is 100 ps long and aligns the molecule adiabatically. The figures are taken from my publication [19]. Copyright (c) 2010 American Physical Society (APS).

The main contribution to the imperfect alignment is the rotational temperature $T$ [cf. panels (iii) and (iv) in Fig. 2.11]. The length of the x-ray pulse does not have a large influence as long as it is shorter or comparable with the adiabatic alignment pulse [cf. panels (ii) and (iv) in Fig. 2.11]. The effective resolution is only better than the typical distance between the atoms ( $\sim 1.4 \AA$ ) when the rotational temperature is less than 10 mK . Quantum state selection techniques [26] could be used to improve the alignment but they result in less scattering signal.

Another approach to improve on the reconstruction uses partial-coherence schemes in the phase-retrieval algorithm [91]. It has been shown for partially coherent x-ray pulses that such schemes improve the quality of the reconstruction [113]. Partial-coherence schemes make explicit use of the fact that the final scattering pattern is an incoherent sum of coherent diffraction patterns. For x-ray scattering from 3D-aligned molecules, the incoherent sum enters due to the imperfect alignment. Similarly it is expected that partial-coherence schemes can be used to build in the effect of imperfect alignment.
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## Chapter 3

## Ultrafast Ionization Dynamics in Noble Gas Atoms:

About Femtosecond and Attosecond Dynamics

### 3.1 Introduction

### 3.1.1 Description of Light-Matter Interaction

Electron excitations and ionizations induced by ultrashort laser pulses are key mechanisms in attosecond physics [1]. The energy difference between electronic states determines the time scale of the corresponding electronic motion. Typical energy differences between electronic states of molecules and atoms lie within $0.1-100 \mathrm{eV}$. The corresponding time scales are 50 as to 50 fs . The rapid technological progress in building lasers with subfemtosecond pulses $[2,3]$ makes it possible to study fundamental mechanisms in chemical and physical processes in a time-resolved fashion [4]. The attosecond physics community is closely tied to the strong-field physics community since, in one way or another, intense laser pulses are involved (at least in the generation of attosecond pulses). Due to the wide interest in these fields, several review articles have been written in strong-field physics [2, 59] and attosecond physics [1, 10-13], which focus more on ionization processes and system dynamics, respectively.

Pump-probe approaches are particularly advantageous for time-resolved studies [14]. Each pump-probe configuration corresponds to a snapshot and a sequence of snapshots corresponds to a movie. The time resolution is determined by the ability to accurately control the pump-probe delay $\tau$, which can be already measured to subattosecond (zeptosecond) precision [15]. Many attosecond pump-probe experiments use a femtosecond near-infrared (NIR) pulse and an attosecond ultraviolet (UV) pulse [1]. Either pulse can be used as a pump or as a probe pulse (see Sec. 3.1.5 and Sec. 3.1.6). On the one hand,

NIR pulses are usually strong-field pulses, which lead to non-perturbative tunnel ionization. UV pulses, on the other hand, generally lead to electronic excitation and to perturbative multiphoton ionization.

Pump-probe experiments can also be done with two UV pulses [16]. It is, however, experimentally challenging if both UV pulses have low intensity, since the final signal strength would be quite weak. This is not the case for UV pulses generated by freeelectron lasers (FELs) such as FLASH [17]. Here, the number of photons per pulse is quite high and UV-UV pump-probe experiments do not suffer from low statistics [16, 18]. All these different types of pump-probe schemes are complementary to each other and enable us to investigate many different aspects in the ultrafast world [1].

## Keldysh Parameter

A common measure for characterizing the nature of field-induced ionization is the Keldysh parameter $\gamma$, which is given by [19]

$$
\begin{equation*}
\gamma=\sqrt{\frac{I_{p}}{2 U_{p}}} \tag{3.1}
\end{equation*}
$$

where $I_{p}$ is the ionization potential of the electronic state and $U_{p}=\frac{E^{2}}{4 \omega^{2}}$ is the ponderomotive potential, which is the average energy of a free electron oscillating in the electric field with amplitude $E$ and frequency $\omega$. The Keldysh parameter distinguishes between two ionization regimes: perturbative $(\gamma \gg 1)$ and non-perturbative $(\gamma \ll 1)$ multiphoton ionization. Figure 3.1 illustrates the physical pictures behind these two regimes.

However, recent studies [20] have found that $\gamma$ alone is not always a rigorous measure to decide whether or not the ionization is perturbative or non-perturbative. Particularly for $\gamma<1$ and photon energies comparable or larger than the ionization potential ( $\omega \gtrsim I_{p}$ ) the ionization process becomes more and more perturbative (contrary to what the Keldysh parameter would suggest).

In the case of $\gamma \gg 1$, the ionization lies in the perturbative multiphoton (or few-photon) regime. The light-matter interaction can be seen as a correction to the field-free system. The system gets ionized by absorbing a certain number of photons (see Fig. 3.1(a)). In other words, the final state of the system is a result of a well-defined (and countable) number $n$ of light-matter interactions. These $n$ light-matter interactions are exactly captured by the $n^{\text {th }}$-order perturbation correction. Therefore, this regime is the perturbative multiphoton regime.

The ionization is considered to be in the non-perturbative multiphoton (or tunneling) regime $^{1}$ for $\gamma \ll 1$. Here, the Coulomb potential of the system rather than the field is
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Figure 3.1: The perturbative (a) and the non-perturbative (b) multiphoton regimes are illustrated. This figure is taken from http://www.desy.de. Copyright © 2007 DESY.
considered to be the perturbation. Furthermore, the light-matter interaction is pictured as a local potential that strongly distorts the Coulomb potential, and already after a few Bohr radii the field-induced potential starts to dominate the motion of the electron (see Fig. 3.1(b)). This distortion creates a potential barrier, which can be overcome by the electron by tunneling through this barrier and, consequently, out of the system. Once the electron is tunneled to the outer side of the barrier, the Coulomb potential becomes negligible and the dynamics is govern by the field-induced potential. Note, not just quantized photon picture has been dropped but also the number of photons an electron absorbs during ionization becomes an ill-defined quantity due to the non-perturbative nature of tunnel ionization.

To distinguish experimentally these two ionization regimes, it is quite convenient to study the photoelectron spectrum, specifically the energy distribution [20]. In the tunneling limit, no characteristic photoelectron energies are observed whereas in the perturbative regime the photoelectron spectrum becomes discrete and the positions of the energy peaks reveal directly the number of photons the electron has absorbed during ionization.

## Minimal Coupling Hamiltonian

By solving the full time-dependent Schrödinger equation (TDSE),

$$
\begin{equation*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle=\hat{H}(t)|\Psi(t)\rangle, \tag{3.2a}
\end{equation*}
$$

both ionization limits as well as everything in between can be fully described. However, making approximation to the Hamiltonian often helps to understand/identify better
the dominant processes (e.g., see Sec. 3.1.3). Following the principle of minimal coupling [21, 22], the interaction between light and matter is captured by replacing the canonical momentum $\hat{\mathbf{p}}$ by the kinetic momentum $\hat{\mathbf{v}}(t):=\hat{\mathbf{p}}-\alpha q_{e} \mathbf{A}(\mathbf{r}, t)$ and adding a scalar potential $q_{e} \phi(\mathbf{r}, t)$ to the Hamiltonian of field-free, non-interaction particles, i.e., $\hat{H}=\sum_{n} \hat{\mathbf{p}}_{n}^{2} / 2$. Here, $q_{e}$ is the charge of the electron and the speed of light in atomic units is given by $c=\alpha^{-1} \approx \frac{1}{137}$, where $\alpha$ is the fine-structure constant.

In the Coulomb gauge, $\hat{\nabla} \cdot \mathbf{A}(\mathbf{r}, t)=0$, the scalar potential $\phi(\mathbf{r})$ represents the instantaneous Coulomb potential generated by the charged particles, and the vector potential $\mathbf{A}(\mathbf{r}, t)$ represents the propagating light field. The minimal coupling Hamiltonian for the electronic system reads

$$
\begin{equation*}
\hat{H}(t)=\sum_{n} \frac{\left[\hat{\mathbf{p}}_{n}-\alpha q_{e} \mathbf{A}\left(\hat{\mathbf{r}}_{n}, t\right)\right]^{2}}{2}+\sum_{n} \frac{Z q_{e}}{\hat{\mathbf{r}}_{n}}+\sum_{n \neq m} \frac{q_{e}^{2}}{\left|\hat{\mathbf{r}}_{n}-\hat{\mathbf{r}}_{m}\right|}, \tag{3.3}
\end{equation*}
$$

where $n$ runs over all electrons in the system, and $Z$ is the nuclear charge. The Coulomb interaction between the charged particles, which is due to the exchange of virtual photons, is commonly not considered as a part of the light-matter interaction. Here, there term light-matter interaction refers to the interaction with external light fields-specifically the electric field component. Consequently, the terms describing the light-matter interaction are

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}(t)=-\alpha q_{e} \sum_{n} \mathbf{A}\left(\hat{\mathbf{r}}_{n}, t\right) \cdot \hat{\mathbf{p}}_{n}+\sum_{n} \frac{\alpha^{2} q_{e}^{2}}{2} \mathbf{A}^{2}\left(\hat{\mathbf{r}}_{n}, t\right), \tag{3.4}
\end{equation*}
$$

where we have used the Coulomb gauge to rewrite the first term in Eq. (3.4). Often the space dependence of the light pulse can be dropped. This is known as the dipole approximation, i.e., $\mathbf{A}(\mathbf{r}, t) \rightarrow \mathbf{A}(t)$. This approximation is valid as long as the wavelength is large compared to the system size. Typical wavelengths in strong-field and ultrashort pulses lie within tens to thousands of nanometers (UV to IR light) which are large compared to the size of atoms and molecules (sub- $\AA$ ngström to a few nanometers).

The $\mathbf{A}^{2}(t)$ term is a global energy shift and is normally dropped, since it has no affect on the electronic dynamics (as long as the dipole approximation is valid). For scattering experiments, where the wavelength is smaller than the object size, the dipole approximation cannot be made. In fact, the non-dipole terms of $\mathbf{A}^{2}(\mathbf{r}, t)$ are essential for describing (x-ray) scattering [23]. Without them no scattering pattern would occur.

## Equivalent Forms of the Light-Matter Interaction

By performing a unitary transformation of the the wavefunction, alternative forms of the Hamiltonian can be obtained, which are all equivalent to each other [24]. The transformed
wavefunction and the transformed Hamiltonian read

$$
\begin{align*}
\Psi(\mathbf{r}, t) & \rightarrow e^{-i \chi(\mathbf{r}, \mathbf{p}, t)} \Psi(\mathbf{r}, t)  \tag{3.5a}\\
\hat{H}(t) & \rightarrow e^{i \chi(\mathbf{r}, \mathbf{p}, t)} \hat{H}(t) e^{-i \chi(\mathbf{r}, \mathbf{p}, t)}-\frac{\partial \chi(\mathbf{r}, \mathbf{p}, t)}{\partial t}, \tag{3.5b}
\end{align*}
$$

where $\chi(\mathbf{r}, \mathbf{p}, t)$ can be any real function. Hence, there exist an infinite number of possibilities [24]. These transformations are often called gauge transformations as well [24, 25]. However, we will refer to these different forms as frames so that we do not confuse them with the gauge transformations (like the Coulomb gauge) that are based on fundamental invariances of nature ${ }^{2}$.

Rather than just dropping the $\mathbf{A}^{2}(t)$ in Eq. (3.4) it can be also transformed away with $\chi_{A}(t)=\frac{\alpha^{2} q_{e}^{2}}{2} \int_{-\infty}^{t} d t^{\prime} \mathbf{A}^{2}\left(t^{\prime}\right)$. There are three popular choices for representing the lightmatter interaction. The light-matter interaction in the velocity frame with $\chi_{V}(\mathbf{r}, t)=$ $0\left[+\chi_{A}(t)\right]$ is already shown in Eq. (3.4). The light-matter interaction in the length frame [26] and the Kramers-Henneberger (or acceleration) frame [27, 28] is given by

$$
\begin{array}{ll}
\hat{H}_{\text {int }}(t) & =-q_{e} \mathbf{E}(t) \cdot \sum_{n} \hat{\mathbf{r}}_{n} \\
\text { with } & \chi_{L}=-\alpha q_{e} \mathbf{A}(t) \cdot \sum_{n} \hat{\mathbf{r}}_{n}+\chi_{A}  \tag{3.6b}\\
\hat{H}_{\text {int }}(t)=\sum_{n} \frac{Z q_{e}}{\left|\hat{\mathbf{r}}_{n}-\mathbf{a}(t)\right|}-\frac{Z q_{e}}{\left|\hat{\mathbf{r}}_{n}\right|} \quad \text { with } \quad & \chi_{\mathrm{KH}}=-\alpha q_{e} \int_{-\infty}^{t} d t^{\prime} \mathbf{A}\left(t^{\prime}\right) \cdot \sum_{n} \hat{\mathbf{p}}_{n}+\chi_{A} .
\end{array}
$$

The Kramers-Henneberger frame [see Eq. (3.6b)] corresponds to a coordinate transformation into the acceleration frame of the electron, where the electronic position is displaced by $\mathbf{a}(t)=-\alpha q_{e} \int_{-\infty}^{t} d t^{\prime} \mathbf{A}\left(t^{\prime}\right)$. The subtraction of the field-free nuclear potential in Eq. (3.6b) means the resulting overall Hamiltonian is identical to the field-free Hamiltonian just with a time-dependent nuclear potential $\sum_{i} \frac{Z q_{e}}{\left|\hat{r}_{i}-\mathbf{a}(t)\right|}$. The electron-electron interaction is not affected by this transformation, since the relative distances between electrons is unchanged by this transformation. In the Kramers-Henneberger frame, the coordinates are transformed such that one would stay in the rest frame of the electron if it is freely moving in the field (without any Coulomb potentials). As a result, the nuclei are moving and not the electrons as in the other two frames. Therefore, the Kramers-Henneberger frame is also known as the acceleration frame.

Equation (3.6a) is the most popular choice for the light-matter interaction, where $\mathbf{E}(t)=-\alpha \partial_{t} \mathbf{A}(t)$ is the electric field. The intuitive picture that comes with treating the light-matter interaction as a local potential, $\mathbf{E}(t) \cdot \hat{\mathbf{r}}$, is one reason for its popularity.

From now on, we explicitly set the electronic charge $q_{e}=-1$.
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### 3.1.2 Photoionization

One of the best studied light-matter interaction processes is one-photon ionization or simply photoionization [29, 30]. Photoionization is often discussed in terms of cross sections, which are measures of how likely a photon interacts with the object. The photoionization cross section of an $N$-electron system in the dipole approximation is given by [23, 31]

$$
\begin{equation*}
\left.\sigma(\omega)=\frac{4 \pi^{2} \alpha}{\omega} \sum_{F}\left|\sum_{n=1}^{N}\left\langle\Psi_{F}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{p}}_{n}\right| \Psi_{I}\right\rangle\left.\right|^{2} \delta\left(E_{F}-E_{I}-\omega\right), \tag{3.7}
\end{equation*}
$$

where $\omega$ is the photon energy, $E_{I}$ is the energy of the initial state $\Psi_{I}$, and $E_{F}$ is the energy of the final state $\Psi_{F}$. The delta distribution enforces the condition $E_{F}-E_{I}=\omega$, which ensures energy conservation. The polarization direction of the absorbed photon is given by $\boldsymbol{\epsilon}$. The continuum states $\Psi_{F}$ are energy normalized, i.e., $\left\langle\Psi_{F} \mid \Psi_{G}\right\rangle=\delta\left(E_{F}-E_{G}\right)$. Equation (3.7) characterizes the absorption of one photon and can be derived from $1^{\text {st }}$-order perturbation theory.

The photoionization cross section in Eq. (3.7) is given in terms of the momentum operator, $\hat{\mathbf{p}}_{n}$. Alternative and equally exact expressions for the electronic dipole transitions can be found. In order to do so, the following commutator relations involving the exact Hamiltonian are used:

$$
\begin{align*}
\hat{\mathbf{p}}_{n} & =-i\left[\hat{\mathbf{r}}_{n}, \hat{H}\right],  \tag{3.8a}\\
{\left[\hat{\mathbf{p}}_{n}, \hat{H}\right] } & =-i\left(\hat{\nabla}_{n} \hat{V}\right)=-i Z \frac{\hat{\mathbf{r}}_{n}}{\left|\hat{r}_{n}\right|^{3}}, \tag{3.8b}
\end{align*}
$$

with $\hat{V}=-\sum_{n} Z /\left|\hat{\mathbf{r}}_{n}\right|+\sum_{n \neq m} 1 /\left|\hat{\mathbf{r}}_{n}-\hat{\mathbf{r}}_{m}\right|$ being the exact electronic potential consisting of the nuclear-electron and electron-electron Coulomb interactions. If the initial and the final states are energy eigenstates, the commutators in Eqs. (3.8) can be easily evaluated. The relationship between the corresponding matrix elements are

$$
\begin{align*}
\left(E_{F}-E_{I}\right)\left\langle\Psi_{F}\right| \sum_{n} \hat{\mathbf{p}}_{n}\left|\Psi_{I}\right\rangle & =i\left\langle\Psi_{F}\right| Z \sum_{n} \frac{\hat{\mathbf{r}}_{n}}{\left|\hat{r}_{n}\right|^{3}}\left|\Psi_{I}\right\rangle  \tag{3.9a}\\
\left\langle\Psi_{F}\right| \sum_{n} \hat{\mathbf{p}}_{n}\left|\Psi_{I}\right\rangle & =i\left(E_{F}-E_{I}\right)\left\langle\Psi_{F}\right| \sum_{n} \hat{\mathbf{r}}_{n}\left|\Psi_{I}\right\rangle \tag{3.9b}
\end{align*}
$$

The expressions involving the matrix elements of $\hat{\mathbf{r}}_{n}, \hat{\mathbf{p}}_{n}$, and $Z \hat{\mathbf{r}}_{n} / r_{n}^{3}$ are known as length, velocity, and acceleration forms of the electric dipole matrix [30, 31]. The equality of the different expressions for the electronic dipole matrix has been first discussed by Chandrasekhar [32]. For approximations to the exact eigenstates of the system, these forms start to differ and tend to emphasize different spatial parts of the wavefunction. The length form stresses the large distances, the velocity form stresses the intermediate ones, and the acceleration form stresses the short distances (for more details see Refs. [33, 34]).

## Independent Particle Picture

It is not possible to determine the exact states $\Psi_{I}$ and $\Psi_{F}$ for many-electron systems due to the Coulomb interaction between the electrons [35]. Even the exact ground state of Helium, a two-electron atom, has not yet been found [36]. My studies focus on noble gas atoms, which have a closed-shell electronic structure. The big advantage of closed-shell atoms is that their electronic ground state $\Psi_{0}$ can be well approximated by the Hartree-Fock (HF) ground state $\Phi_{0}$,

$$
\begin{equation*}
\left.\left|\Psi_{0}\right\rangle \approx\left|\Phi_{0}\right\rangle=\prod_{n=1}^{N} \hat{c}_{i}^{\dagger} \mid \text { vacuum }\right\rangle \tag{3.10}
\end{equation*}
$$

where the operator $\hat{c}_{i}^{\dagger}$ creates an electron in orbital $\varphi_{i}$ and $\hat{c}_{i}$ destroys it [37]. A very nice side effect of HF, the $(N-1)$-electron states, $\left|\Phi_{i}\right\rangle=\hat{c}_{i}\left|\Phi_{0}\right\rangle$, with a missing electron in orbital $\varphi_{i}$ correspond quite well to the eigenstates of the ionic system. Hence, the ionization potential of an electron in orbital $\varphi_{i}$ is given by $-\varepsilon_{i}$, where $\varepsilon_{i}$ is the corresponding HF orbital energy. This statement is known as Koopmans' theorem [35].

Assuming the absorbed photon affects only one electron (active electron) and all the other electrons are spectators (passive electrons), the final N -body state can be simplified to $\left|\Psi_{F}\right\rangle \approx\left|\Phi_{i}^{a}\right\rangle=\hat{c}_{a}^{\dagger} \hat{c}_{i}\left|\Phi_{0}\right\rangle$, where the index $i$ refers to occupied orbitals and $a$ refers to unoccupied orbitals in the HF ground state. This assumption holds when the relaxation process of the remaining electrons is slow compared to the ionization dynamics. Hence, the electronic transition elements in Eq. (3.7) reduce to one-body transition elements

$$
\begin{equation*}
\sum_{n=1}^{N}\left\langle\Psi_{F}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{p}}_{n}\left|\Psi_{I}\right\rangle=\left\langle\varphi_{a}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{p}}\left|\varphi_{i}\right\rangle \underbrace{\left\langle\Phi_{i} \mid \Phi_{i}\right\rangle}_{=1}, \tag{3.11}
\end{equation*}
$$

where the initial state is the Hartree-Fock ground state $\Phi_{0}$. The photoionization cross section simplifies to [23]

$$
\begin{equation*}
\left.\sigma(\omega)=\frac{4 \pi^{2} \alpha}{\omega} \sum_{a}\left|\left\langle\varphi_{a}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{p}}\right| \varphi_{i}\right\rangle\left.\right|^{2} \delta\left(\varepsilon_{a}-\varepsilon_{i}-\omega\right) . \tag{3.12}
\end{equation*}
$$

From $\sigma(\omega)$ the ionization rate $\Gamma$ of an atom can be easily calculated by $\Gamma=J_{\mathrm{EM}} \sigma(\omega)$, where $J_{\mathrm{EM}}$ is the photon flux of the ionizing pulse hitting the atom. Note that the cross section itself is not field-dependent. The photoionization rate increases linearly with the photon flux (intensity) for a fixed photon energy. For tunnel ionization, the ionization rate does not follow a power law and depends rather exponentially on the intensity (for details see Sec. 3.1.3).

## Structural Information in Photoionization Cross Sections

The cross section also contains a wide range of electronic structural information about the system. A typical cross section behavior as a function of photon energy is shown in Fig. 3.2,


Figure 3.2: The total cross sections $\sigma(\omega)$ for argon: hydrogenic approximation (dashed line), one-electron model (solid line), experimental data (points). Insets show details of $\sigma(\omega)$ around certain energy regions. This figure is taken from Ref. [30]. Copyright © 1968 American Physical Society (APS).
where experimental values (points) as well as theoretical predictions (lines) for argon are shown. Very distinct jumps in $\sigma(\omega)$ occur when new ionization channels open, i.e., when the photon energy is high enough to ionize electrons out of the next energetically deeper lying subshell. In Fig. 3.2 the $K(1 s$ shell $)$ and $L(2 s, 2 p$ shells $)$ edges are clearly visible at 3200 eV and 250 eV , respectively. The $L$ edge consists actually of 3 edges corresponding to the subshells $2 p_{1 / 2}, 2 p_{3 / 2}$ and $2 s$. The energy difference between $2 p_{1 / 2}$ ( $L_{\text {II }}$ edge) and $2 p_{3 / 2}$ ( $L_{\text {III }}$ edge) is $\approx 2 \mathrm{eV}$ [38] and, therefore, not visible in Fig. 3.2. The $2 s\left(L_{\mathrm{I}}\right)$ edge can be singled out, since it is $\approx 25 \mathrm{eV}$ [38] apart (see upper right inset in Fig. 3.2).

Another interesting feature appears shortly before the ionization edges and is called XANES (x-ray absorption near edges structure) [39]. A typical XANES profile is shown in the lower right inset in Fig. 3.2. The peak structure around the edge corresponds to electron excitations; more specifically, excitations into the Rydberg states of the atom.

With increasing energies the spacing becomes smaller between the Rydberg peaks, which are broadened by the lifetime of the corresponding state. When the spacing is smaller than their line widths, individual peaks are no longer visible and the cross section goes smoothly over into a continuum structure [39].

Above the ionization threshold, the XANES features slowly transform into EXAFS (extended x-ray absorption fine structure) features [40]. EXAFS originates from the interference with the photoelectron that has been backscattered by neighboring atoms [39, 41]. Hence, EXAFS can be used as a probe to study the vicinity of specific atoms, which can be chosen by tuning the photon energy close to an atom-specific absorption edge [23]. In Fig. 3.3 the XANES and EXAFS regions are shown for the $K$-edge of iron.


Figure 3.3: The cross section around the K-edge of Fe is shown. The XANES and EXAFS regions are highlighted. This figure is taken from Ref. [42]. © 2010 Matthew H. Carpenter.

Besides the characteristic absorption edges, the cross section contains more information about the electronic structure, particularly about the continuum structure [31]. A famous example is the Cooper minimum [43], which appears at 48 eV in argon [44] (see Fig. 3.2). It is a consequence of a sign change in the transition elements $\left\langle\varphi_{3 p}\right| r|\varepsilon d\rangle$ from negative $(\omega<48 \mathrm{eV})$ to positive $(\omega>48 \mathrm{eV})$. The term $\varepsilon$ is the energy of the ionized electron. This sign change results in a vanishing contribution from the $3 p \rightarrow \varepsilon d$ ionization channel. The total cross section is, however, not really zero, since the much weaker $3 p \rightarrow \varepsilon s$ and $3 s \rightarrow \varepsilon p$ ionization channels have nonzero contributions [44]. Note that the channel $n l \rightarrow \varepsilon(l+1)$ is usually the dominant signal and much larger than $n l \rightarrow \varepsilon(l-1)$ [30], where $n$ is the principal quantum number of the orbital. Cooper and Fano [30] have given a rule determining when
a Cooper minimum can occur in the photoionization cross section of a subshell. The rule excludes a Cooper minimum in the noodless subshells $1 s, 2 p, 3 d$, and $4 f$ as well as in the transitions $n l \rightarrow \varepsilon(l-1)$.

The occurrence of a Cooper minimum can be well-explained with a one-particle picture. However, the details like the exact position and the form of the minimum does depend on many-body physics [45]. For the Cooper minimum in Ar, doubly excited configuration corrections to the ground state, as included in the random phase approximation (RPA), are needed to predict the correct position [45].

In Fig. 3.4, the total photoionization cross sections of Ar and Xe are shown for the Hartree-Fock-Slater (HS) model [46, 47], an intrachannel CIS model, and an interchannel CIS model (explained below). CIS stands for the configuration-interaction singles method described in Sec. 3.2.2. All CIS results presented in this section are calculated with the XCID package I have developed (see Sec. 3.3). The basic differences between the models lie in the approximations made to the Hamiltonian and to the wavefunction. In HS, a single Slater determinant is used for the wavefunction as in HF whereas the CIS wavefunction is a sum of Slater determinants containing the HF ground state and all singly-excited (one-particle-one-hole) configurations $\Phi_{i}^{a}$.

For HS, a spherical model potential is used, where the exchange potential between electrons is approximated by a free electron gas model [47] and the long range $1 / r$ potential is enforced via the Latter-type correction [48]. The adjectives interchannel and intrachannel in the CIS model refer to the allowed electron-electron interaction. Intrachannel coupling considers only electron-electron interactions where the ionic state does not change. In this


Figure 3.4: The absorption cross sections of $\operatorname{Ar~(a)~and~Xe~(b)~are~shown~for~the~Hartree-~}$ Fock-Slater (blue), the interchannel CIS (red), and the intrachannel CIS (green) models. Note that the interchannel CIS model also includes intrachannel interactions. The experimental data (line and points) are taken from Ref. [44].
case, the ionization channels are independent of each other. The intrachannel CIS model includes only intrachannel interactions. Interchannel coupling refers to electron-electron interactions where the excited/ionized electron changes the ionic state. The interchannel CIS model includes both intrachannel and interchannel interactions.

In Fig. 3.4, the total cross sections of argon (a) and xenon (b) are shown for different theoretical models. The Cooper minimum in Ar and the giant dipole resonance in Xe do exist in $\sigma(\omega)$ for all three models. It shows that the Cooper minimum as well as the giant dipole resonance are not results of many-body effects. They can be solely explained by one-particle physics. The position as well as the form of these features do, however, strongly differ between the different models.

In the HS model, these features occur at too low photon energies and are too narrow and too high in their shape. The potential resulting from intrachannel and interchannel interactions, which are large and repulsive, corrects the HS model too much and shifts the features to too high energies. Nevertheless, models including interchannel and intrachannel interactions generally yield results that are closer to the experimental values. Particularly in xenon, the shape and the position of the giant dipole resonance changes significantly when intrachannel and interchannel interactions are included (see Fig. 3.4b).

Interchannel coupling is particularly important for partial cross sections of deeper lying subshells. In Fig. 3.5, the photoionization cross sections of the $3 s$ and $5 s$ subshells of Ar and Xe , respectively, are shown. For argon, the Cooper minimum of the $3 p \rightarrow \varepsilon d$ ionization channel affects the $3 s$ cross section. Without interchannel interactions the effect is gone. Similarly for Xe, the giant dipole resonance in the $4 d$ cross section at 100 eV also affects the cross section of the $5 s$ (shown) and $5 p$ (not shown) subshells. Switching off interchannel interactions leads to a dramatic change in the 5 s cross section shown in Fig. 3.5b. Intrachannel interactions alone only slightly affect the cross sections.

## Angular Distribution

The electronic structure features are also imprinted in the angular distribution of the differential cross section, $\frac{d \sigma}{d \Omega}[49,50]$. Studying the angular distribution of the photoionized electron is known as angle-resolved photoemission spectroscopy (ARPES) [51]. Changes in the angular distribution contain a wide range of information about the interaction between the electron and the ion, and about the orbital structure from which the electron came [50, 52]. This is particularly interesting in molecules [53-55] and solids [56, 57]. In atomic systems, the differential photoionization cross section averaged over all initial magnetic quantum numbers $m_{i}$ reduces to [58]

$$
\begin{equation*}
\frac{d \sigma_{i}(\omega)}{d \Omega}=\frac{\sigma_{i}(\omega)}{4 \pi}\left[1+\beta(\omega) P_{2}(\cos \vartheta)\right] \tag{3.13}
\end{equation*}
$$

where $P_{2}(x)=\frac{3}{2} x^{2}-\frac{1}{2}$ is the $2^{\text {nd }}$-Legendre polynomial, and $\vartheta$ is the angle between the photoelectron and the polarization direction of the light. The term $\sigma_{i}(\omega)$ is the partial


Figure 3.5: The absorption cross sections of $\mathrm{Ar}(\mathrm{a})$ and $\mathrm{Xe}(\mathrm{b})$ of the subshells $3 s$ and $5 s$, respectively, are shown for the Hartree-Fock-Slater (blue), the interchannel CIS (red), and the intrachannel CIS (green) models. Note that the interchannel CIS model also includes intrachannel interactions.
photoionization cross section of the subshell $n_{i} l_{i}$, where $n_{i}$ is the principal quantum number and $l_{i}$ is the angular momentum quantum number.

The angular distribution of $\frac{d \sigma_{i}}{d \Omega}$ is characterized by a single quantity: the $\beta$ parameter [58]. Since $\frac{d \sigma_{i}}{d \Omega}$ must be positive, the range of $\beta$ is restricted to $-1 \leq \beta \leq 2$. In Fig. 3.6, the beta parameter is shown for the $5 s$ (Fig. 3.6a) and the $5 p$ (Fig. 3.6b) subshells of Xe with and without various interchannel interactions to neighboring orbitals. In both cases, the behavior of $\beta$ is significantly altered when interactions with other subshells are ignored. Hence, $\beta$ is an ideal quantity for studying these interchannel effects [59].


Figure 3.6: The $\beta(\omega)$ parameter is shown for the $5 s$ subshell (a) and the $5 p$ subshell (b) of Xe including various interactionss with other orbitals (see labels in the figures). The figures are taken from Ref. [60]. Copyright © 2001 American Physical Society (APS).

## Perturbative Few-Photon Ionization

The probability of absorbing a second or even a third photon increases with higher intensities. Recent experiments [61] at the LCLS in the x-ray regime have impressively shown that up to eight photons can be easily absorbed by neon producing $\mathrm{Ne}^{+8}$. In the x-ray regime, multiphoton ionization is dominated by sequential photoionization meaning one photon is absorbed at a time (i.e., multiple one-photon ionizations). This can be well understood by looking at the Keldysh parameter $\gamma$ defined in Eq. (3.1). The high photon energy of x-rays leads to very small ponderomotive potentials and, therefore, to very large $\gamma$ values indicating that x-ray ionization is far in the perturbative regime.

The ionization of an electron by simultaneously absorbing two photons is the simplest "true" multiphoton step. The absorption of several photons at the same time is also called non-sequential multiphoton ionization (see Fig. 3.1). It is particularly favored if the photon energy is close to a resonance. Non-sequential two-photon absorption is characterized by the two-photon ionization cross section $\sigma^{(2)}(\omega)$, which reads in the length form in lowestorder perturbation theory [62, 63],

$$
\begin{equation*}
\sigma^{(2)}(\omega)=\pi(4 \pi \alpha \omega)^{2} \sum_{F}\left|\sum_{H \neq I} \sum_{n, n^{\prime}} \frac{\left\langle\Psi_{F}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{r}}_{n}\left|\Psi_{H}\right\rangle\left\langle\Psi_{H}\right| \boldsymbol{\epsilon} \cdot \hat{\mathbf{r}}_{n^{\prime}}\left|\Psi_{I}\right\rangle}{E_{H}-E_{I}-\omega}\right|^{2} \delta\left(E_{F}-E_{I}-2 \omega\right), \tag{3.14}
\end{equation*}
$$

where $E_{H}$ is the energy of the intermediate state $\Psi_{H}$.
In another experiment [64] also performed on Ne at the LCLS, it has been seen that it was possible to produce $\mathrm{Ne}^{+9}$ even though it was energetically not possible to ionize $\mathrm{Ne}^{+8}$ further with a single photon. The ratio between the $\mathrm{Ne}^{+9}$ and $\mathrm{Ne}^{+8}$ productions showed a quadratic behavior in intensity pointing towards a two-photon ionization. Theoretical investigations showed that the production of $\mathrm{Ne}^{+9}$ is a combination of sequential and nonsequential two-photon ionization. To fully explain the production of $\mathrm{Ne}^{+9}$, it is necessary to include coherence properties of the x-ray pulse [63].

### 3.1.3 Tunnel Ionization

For very high field strengths, the perturbative approach for describing multiphoton ionization breaks down. In the UV and x-ray regimes, it is quite difficult to reach the nonperturbative regime ( $\gamma \ll 1$ ) with current light sources due to the high intensity needed. Since the Keldysh parameter goes linearly with $\omega$ at a given intensity, it is much easier to reach the non-perturbative regime with optical frequencies. In the non-perturbative multiphoton regime or strong-field regime, it is more favorable to picture the light-matter interaction in terms of a potential that distorts the electronic system (see Fig. 3.1). If the deformation of the Coulomb potential is large enough, the electron can tunnel out of the system into the continuum. This ionization process is, therefore, also known as tunnel
ionization. In the following, two prominent strong-field theories, i.e., the ADK and the SFA models, are discussed.

## ADK Model

The pioneering work to describe tunnel ionization rates has been done by Landau and Lifshitz for the ground state of atomic hydrogen exposed to a static electric field [65]. Perelomov, Popov, and Terent'ev [66] extended the theory to any Coulomb wavefunction and to electromagnetic fields of low frequency (quasistatic limit). A generalized version, which can also describe many-electron atoms, is the popular Ammosov-Delone-Krainov (ADK) theory [67]. Recently, the ADK theory has been extended to molecular systems, where additionally the orientation of the molecule influences the ionization rates [68]. The molecular ADK model has become a quite popular tool for understanding strong-field ionization of molecules [69, 70]. The popularity is also supported by the fact that numerically solving the TDSE (even within the single-active-electron approximation) for molecular systems is very challenging.

The basic idea behind the ADK theory is that the solution of a pure Coulomb problem is matched to a semiclassical solution, which describes the electron in the classically forbidden


Figure 3.7: The static field ionization rates obtained with the ADK model (dashed) and numerically solving the Schrödinger equation (solid) are compared for H and He . The vertical dotted lines indicate the barrier suppression field strength for H and He beyond which ABI starts to arise. The figure is taken from Ref. [71]. Copyright © 1999 American Physical Society (APS).
region below the barrier and in the classically allowed region outside the barrier (for a review see Ref. [72]). It is assumed that the bound electronic state (near the nucleus) behaves under the barrier like a Coulomb wavefunction for large distances, which reads

$$
\begin{equation*}
\psi_{c}(r, \Omega)=D r^{Z / \kappa-1} e^{-\kappa r} Y_{l, m}(\Omega) \tag{3.15}
\end{equation*}
$$

where $r$ is the radius, $\Omega=(\theta, \phi)$ are the spherical angles, $Y_{l, m}(\Omega)$ are spherical harmonics [73] with the angular momentum $l$ and its projection $m$, and $Z$ is the nuclear charge. The ionization potential is given by $I_{p}=\kappa^{2} / 2$. In the classically forbidden region under the barrier, the behavior of $\psi_{c}$ has to be matched to a semiclassical. Ammosov, Delone, and Krainov [67] derived an analytical expression to match the Coulomb wavefunction to the semiclassical solution.

Note that the angular momentum $l$ is not a conserved quantity anymore when an electric field is applied and the wavefunction does not factorize with respect to the spherical coordinates $r, \Omega$ as in the field-free case. The solution of the Hamiltonian including the electric field (within the dipole approximation) factorizes for parabolic coordinates: $\zeta=r+z, \eta=r-z$ and $\phi$. Hence, the wavefunction reads $\psi=f_{1}(\zeta) f_{2}(\eta) e^{i m \phi} / \sqrt{2 \pi}[72]$.

For very strong fields, the Coulomb barrier is suppressed below the field-free binding energy. Consequently, the electron can be ionized directly over the barrier (above-barrierionization or ABI) without the need for tunneling [74]. In Fig. 3.7 the ADK tunnel ionization rates for H and He are compared to results obtained by numerically solving the Schrödinger equation (see Sec. 3.2.1). Up to the field strength $E_{\mathrm{bs}}$, the ADK rates are identical to the numerical results. Above $E_{\mathrm{bs}}$ the ABI starts to kick in and the ADK model overestimates the ionization rate.

## SFA Model - Path-Integral Approach

Another approach to describe tunnel ionization is based on path-integral techniques [75, 76] pioneered by Keldysh, Faisal, and Reiss [19, 77, 78] (also called the KFR theory). Since the impact of the atomic potential is neglected and only the influence of the strong laser field is considered, this approach is also referred to as the strong-field approximation (SFA) [6]. The formally exact solution of the TDSE [cf. Eq. (3.2a)] reads

$$
\begin{equation*}
|\Psi(t)\rangle=\mathcal{T}\left[\exp \left(-i \int_{t^{\prime}}^{t} d t^{\prime \prime} \hat{H}\left(t^{\prime \prime}\right)\right)\right]\left|\Psi\left(t^{\prime}\right)\right\rangle=\hat{U}\left(t, t^{\prime}\right)\left|\Psi\left(t^{\prime}\right)\right\rangle \tag{3.16}
\end{equation*}
$$

where $\hat{U}\left(t, t^{\prime}\right)$ is the exact time propagator, and $\mathcal{T}$ stands for the time ordering of the operator. The probability of finding an electron with velocity $\mathbf{v}$ at time $t$ is given by $\left|a_{\mathbf{v}}(t)\right|^{2}$ with

$$
\begin{equation*}
a_{\mathbf{v}}(t)=-i \int_{t^{\prime}}^{t} d t^{\prime \prime}\langle\mathbf{v}(\mathbf{t})| \hat{U}\left(t, t^{\prime \prime}\right) \hat{H}_{\mathrm{int}}\left(t^{\prime \prime}\right) \hat{U}_{\mathrm{elec}}\left(t^{\prime \prime}, t^{\prime}\right)\left|\Psi_{0}\right\rangle \tag{3.17}
\end{equation*}
$$

$\hat{U}_{\text {elec }}\left(t^{\prime \prime}, t^{\prime}\right)$ is the field-free propagator, and $|\mathbf{v}\rangle$ describes the outgoing electron which turns asymptotically into a plane wave [8]. Physically, Eq. (3.17) means the electron starts in state $\Psi_{0}$. At time $t^{\prime \prime}$, the electron is promoted into a continuum state where it remains till the time $t$ is reached.

In the SFA, several approximations are made to Eq. (3.17): (1) the final state $|\mathbf{v}\rangle$ is approximated by plane waves or Volkov states [79]; (2) the exact propagator $\hat{U}$ is approximated by $\hat{U}_{\text {SFA }}$, which is the time propagator of the simplified SFA Hamiltonian $\hat{H}_{\text {SFA }}(t)=[\hat{\mathbf{p}}+\alpha \mathbf{A}(t)]^{2} / 2$, where all Coulomb interactions are neglected. The advantage of using Volkov states instead of plane waves is that Volkov states are the eigenstates of $\hat{H}_{\mathrm{SFA}}(t)$. Since $\hat{H}_{\mathrm{SFA}}(t)$ does not depend on the position $\hat{\mathbf{q}}$, the canonical momentum $\mathbf{p}$ is a conserved quantity. For any time $t^{\prime}$ the kinetic momentum (velocity) $\mathbf{v}\left(t^{\prime}\right)=\mathbf{p}+\alpha \mathbf{A}\left(t^{\prime}\right)$ is given by

$$
\begin{equation*}
\mathbf{v}\left(t^{\prime}\right)=\mathbf{v}(t)-\alpha \mathbf{A}(t)+\alpha \mathbf{A}\left(t^{\prime}\right) \tag{3.18}
\end{equation*}
$$

It is not surprising that the favorite form of the laser-matter interaction in the SFA theory is the velocity form ${ }^{3}$.

Both propagators appearing in Eq. (3.17) can be analytically expressed and the resulting phase factor $S\left(t, t^{\prime}\right)$ reads [8]

$$
\begin{equation*}
S\left(t, t^{\prime}\right)=\frac{1}{2} \int_{t^{\prime}}^{t}\left[v_{z}(t)-\alpha A(t)+\alpha A\left(t^{\prime \prime}\right)\right]^{2} d t^{\prime \prime}-I_{p} t^{\prime}+\frac{v_{\perp}^{2}}{2}\left(t-t^{\prime}\right), \tag{3.19}
\end{equation*}
$$

where the vector potential is linearly polarized in the $z$ direction. The terms $v_{z}$ and $v_{\perp}$ are the velocity components along and perpendicular to the vector potential. Note that the initial ground state energy of $\Psi_{0}$ is the negative ionization potential $E_{0}=-I_{p}$. It is used to evaluate the propagator $\hat{U}_{\text {elec }}\left(t^{\prime \prime}, t^{\prime}\right)$ in Eq. (3.17).

The main contribution to $a_{\mathbf{v}}(t)$ comes from the time $t^{\prime}=t_{0}$, where $\left.\partial_{t^{\prime}} S\left(t, t^{\prime}\right)\right|_{t^{\prime}=t_{0}}=0$. For other times $t^{\prime}$, the phase of $S\left(t, t^{\prime}\right)$ oscillates too rapidly such that these times do not contribute to the overall signal in first order [8]. This approach is known as the saddle point method. The derivative condition leads to an equation for $t_{0}$. It reads

$$
\begin{equation*}
\sin ^{2}\left(\omega_{L} t_{0}\right)+\gamma^{2}=0, \tag{3.20}
\end{equation*}
$$

where $\gamma$ is the Keldysh parameter, and the final time has been conveniently set to $t=n \pi$ such that the vector potential vanishes. Any other final time is also possible, since the result should not depend on the final time, which may be defined by the measuring process.

The electric field is taken as a plane wave with frequency $\omega_{L}$ and amplitude $E_{0}$. Furthermore, setting $v_{\perp}=v_{z}=0$ means the initial velocity of the electron after tunneling is 0 . The time which solves Eq. (3.20) is pure imaginary $t_{0}=i \tau$ indicating a classically forbidden

[^8]region. For $\gamma \ll 1$, the relation $\gamma=\omega_{L} \tau$ emerges, which connects the Keldysh parameter with the so called tunneling time $\tau$ [8]. For $t_{0}=i \tau$, the phase is purely imaginary as well and reads $S=-i 2 / 3 I_{p} \tau$. Hence, one finds the ionization rate
\[

$$
\begin{equation*}
\Gamma \propto\left|e^{-i S}\right|^{2}=e^{2 \operatorname{Im}[S]}=e^{-2 / 3{\sqrt{2 I_{p}}}^{3} / E_{0}} \tag{3.21}
\end{equation*}
$$

\]

decreases exponentially with a higher ionization potential and a weaker electric field. The prefactor of the ionization rate can be approximated by analytical results for a Coulomb barrier [65, 82].

In the perturbative multiphoton regime $(\gamma \gg 1)$, Eq. (3.20) interestingly yields $\tau \approx \ln (2 \gamma) / \omega_{L}$. Consequently, the ionization rate becomes proportional to the electric field, i.e.,

$$
\begin{equation*}
\Gamma \propto E_{0}^{2 N}=I^{N} \quad \text { with } \quad N=I_{p} / \omega_{L} \tag{3.22}
\end{equation*}
$$

and $I=E_{0}^{2}$ the field intensity. The exponent $N$ gives rise to a photon order and is a good estimate how many photons are required to ionize the system.

Despite the success of the SFA, it is known that neglecting the long-range Coulomb potential leads to disagreement with experimental [83, 84] and numerical [85, 86] results in the total ionization rates and especially in the angular photoelectron distribution. Groups have worked on including Coulomb corrections by eikonal-like approximations for the CoulombVolkov continuum [87, 88] or by semiclassical perturbation theory [6]. The latter method is commonly called Coulomb-corrected SFA (CCSFA) [6, 89]. In Fig. 3.8, the angular photoelectron distributions are shown for the SFA (green line), the CCSFA (red line), the TDSE


Figure 3.8: The angular momentum distributions of the photoelectron are shown for Ne (left) and Ar (right). The SFA model (green line), the CCSFA (red line), the TDSE results with SAE approximation (black line), and the experimental data (black dots) are compared. The figures are taken from Ref. [6]. Copyright © 2008 Taylor \& Francis Group.
results with the single-active-electron (SAE) approximation (black line), and the experimental data (black dots). The SFA does not correctly describes the angular distribution. The CCSFA significantly improves the results towards the SAE and experimental results.

Other widely used techniques to determine the tunnel ionization rates are numerical based Floquet theory [90], complex scaling [91, 92], and explicit time integration methods [93-95] discussed in Sec. 3.2.

### 3.1.4 High Harmonic Generation

One of the most fundamental processes in attosecond physics is high harmonic generation (HHG) (for a review see Ref. [96]). HHG is used to generate sub-femtosecond pulses with photon energies in the EUV range from NIR femtosecond pulses. HHG was first observed in the late 1980s in rare gas atoms [97, 98]. Rapid developments have now made it possible to generate isolated attosecond pulses shorter than 100 as [99, 100], and with photon energies up to the x-ray regime [3]. These x-ray pulses can in principle be used to generate subattosecond (zeptosecond) pulses [101, 102].

The mechanism behind HHG is well explained by a semiclassical model called the three-step model [103, 104]. It factorizes the HHG mechanism into three separate steps. An illustration of the three-step process is shown in Fig. 3.9a. In the first step the outermost electron gets tunnel-ionized by the NIR field. In step two, the electron moves in the presence of the electric field and due to the short cycle period of the NIR pulse, the electric field drives the electron back towards the ion. In the third step, the electron can recombine with the ion via emitting a high energy photon. The photon energy is determined by the ionization potential $I_{p}$ plus the amount of energy that the electron gained in the NIR field. The maximum emitted photon energy (commonly referred to as the cut-off energy) is given by [103]

$$
\begin{equation*}
E_{\text {cutoff }}=I_{p}+3.17 U_{p}, \tag{3.23}
\end{equation*}
$$

where $U_{p}=\frac{E^{2}}{4 \omega^{2}}$ is the ponderomotive potential, i.e., the cycle-averaged quiver energy of a free electron in an electric field with amplitude $E$ and frequency $\omega$. Characteristic for HHG is the plateau region, where the harmonics extend up to the cut-off energy without decreasing in strength (see Fig. 3.9b).

A thorough theoretical discussion of HHG based on the SFA has been given in Ref. [106], which relates the analytically derived dipole moment, $\langle x\rangle(t)$, to the HHG spectrum. Particularly the saddle-point approximations, which are made in the derivation, provide a physical picture of the underlying process. Whereas in Sec. 3.1.3 the saddle-point approximation has been made only with respect to the tunneling time $\tau$ [cf. Eq. (3.20)], the saddle-point approximation of the classical action of $\langle x\rangle(t)$ is done in HHG with respect to three variables: (1) canonical momentum $\mathbf{p}$; (2) the tunneling time $\tau$; and (3) the return


Figure 3.9: (a) Illustration of the semiclassical three-step model for HHG. The figure is taken from Ref. [105]. Copyright © 2010 Nature Publishing Group (NPG). (b) A sketch of a typical HHG spectrum showing the below-threshold harmonics (BTH), the plateau region, and the cut-off region.
time $t$. As a result, three saddle-point equations appear: [106]

$$
\begin{align*}
\partial_{\mathbf{p}} S(\mathbf{p}, t, \tau) & =\mathbf{x}(t)-\mathbf{x}(\tau)=0,  \tag{3.24a}\\
\partial_{\tau} S(\mathbf{p}, t, \tau) & =\frac{[\mathbf{p}+\alpha \mathbf{A}(t-\tau)]^{2}}{2}+I_{p}=0,  \tag{3.24b}\\
\partial_{t} S(\mathbf{p}, t, \tau) & =\frac{[\mathbf{p}+\alpha \mathbf{A}(t)]^{2}}{2}+\frac{[\mathbf{p}+\alpha \mathbf{A}(t-\tau)]^{2}}{2}=2 N+1, \tag{3.24c}
\end{align*}
$$

where $S$ is the classical action, and $N$ is a positive integer number. Each of these equations has a physical implication. Equation (3.24a) states that the returning electron recombines exactly at the same position where the electron has been initially ionized. Equation (3.24b) defines the tunnel time $\tau$ [cf. Eq. (3.20)]. Only imaginary $\tau$ can fulfill Eq. (3.24b). Equation (3.24c) in combination with Equation (3.24b) relates the photon energy of the emitted photon to the $(2 N+1)$-th harmonic of the driving frequency $\omega$.

HHG has also become very popular for molecular systems (for reviews see Refs. [96, 107, 108]). For molecular HHG spectra, the non-spherical Coulomb potential can no longer be ignored. It has been shown that SFA calculations miss several important features in the HHG spectrum [109, 110]. The quantitative rescattering theory (QRT) [111] has become a very prominent way to calculate HHG spectra for molecules. It relates the recombination step to inverse photoionization. Hence, in QRT the recombination cross section gets replaced with the well-studied photoionization cross section obtained from high-level calculations or experiments (see Sec. 3.1.2).

For time-dependent propagation methods as presented in Sec. 3.2, the Larmor formula has to be used to calculate HHG spectra. The Larmor formula connects the acceleration of a charged particle, $\left\langle\hat{\mathbf{a}_{\mathbf{c}}}\right\rangle(t)$, to the emitted radiation, $S(\omega)$ [21]. Just as the photoionization cross section can be described with a range of equivalent expressions [see discussion of

Eq. (3.7)], so too are there several equivalent ways to express the HHG spectrum,

$$
\begin{equation*}
S(\omega) \propto\left|\int_{-\infty}^{\infty} d t e^{-i \omega t}\left\langle\hat{\mathbf{a}}_{c}\right\rangle(t)\right|^{2}=\left|\int_{-\infty}^{\infty} d t e^{-i \omega t}\left[\partial_{t}\langle\hat{\mathbf{v}}\rangle(t)\right]\right|^{2}=\left|\int_{-\infty}^{\infty} d t e^{-i \omega t}\left[\partial_{t}^{2}\langle\hat{\mathbf{r}}\rangle(t)\right]\right|^{2} \tag{3.25}
\end{equation*}
$$

The acceleration $\left[\left\langle\hat{\mathbf{a}}_{c}\right\rangle(t)\right]$, the velocity $[\langle\hat{\mathbf{v}}\rangle(t)]$, and the length $[\langle\hat{\mathbf{r}}\rangle(t)]$ forms are shown in Eq. (3.25). As in the case of the photoionization cross section, all three expressions are only equivalent when the exact wavefunction is known. For atomic hydrogen, the equalities of the expressions in Eq. (3.25) have been confirmed numerically [112]. For multi-electron systems, approximations have to be made to the wavefunction and/or the Hamiltonian. Hence, the equalities in Eq. (3.25) do not strictly hold anymore. Results based on the TDCIS method (see Sec. 3.2.2) have shown that for larger atoms the discrepancy in the HHG spectrum increases between the length and the acceleration forms. This indicates that the approximations made in TDCIS (and even more for the SFA and SAE models) become less valid for heavier atoms. For the two lightest noble gas atoms helium and neon, both ways of calculating the HHG yield identical results.

## Extending the Cut-Off Energy \& Phase Matching

The attribute "high" in HHG is justified, since the harmonic order $n$ can easily be a tripledigit number ( $n \geq 100$ ). In a very recent experiment, harmonic orders of $n>5000$ have been achieved [3]. Interestingly, Eq. (3.23) states that higher cut-off energies can be achieved with lower driving frequencies (longer wavelengths). The maximum harmonic order achievable goes with $\omega^{-3}$. Long driving wavelengths have been proven to be a successful way to increase the cut-off energy into the water window ( $\approx 300--500 \mathrm{eV}$ ) [113] and even up into hard x-ray regime above 1 keV [3]. Equation (3.23) shows that increasing the wavelength is not the only way to increase the cut-off energy. Higher electric field strengths (or intensities) als move the cut-off energy into the keV regime [114].

Both approaches for extending the cut-off energy (using longer wavelengths or higher intensities) have drawbacks. High intensities automatically lead to higher ionization probabilities. Highly ionized media, however, are not wanted. They result in strong dispersion effects. As a consequence, the HHG spectrum significantly changes while traveling through the medium. Dispersion effects need to be minimized to ensure the HHG light is always in phase with the driving field such that the maximum gain in the HHG yield can be achieved (see Fig. 3.10). If the HHG light is out of phase with the driving field, the HHG light produced from different atoms no longer adds up constructively $[115,116]$.

The ionization potential is another knob that can be turned (by targeting the appropriate atom) to increase the cut-off energy. Large ionization potentials are favorable not just because of Eq. (3.23). They reduce the ionization probability and make it, therefore, easier to ensure phase-matching. Hence, the most ideal atoms are noble gas atoms, particularly He [117].

Locking of the phase velocities of the HHG field to that of the driving field is known as phase-matching (for a review see [118]). In Fig. 3.10(a) the idea of phase matching is illustrated. Figure 3.10 (b) shows the Guoy phase [119], which changes mostly around the focus point of the laser field and arises due to geometrical reasons [120]. The correct Guoy phase is important for the HHG spectrum. This has been shown for Xe [121] where the overall HHG spectrum changes dramatically depending on the geometrical Guoy phase. The Guoy phase is controlled by the position of the laser focus relative to the gas medium (see Fig. 3.10).

Phase-matching is the main bottleneck for generating broad HHG spectra ranging into the x-ray regime $[96,122]$, since it is difficult to ensure phase matching over such a large energy range. Long wavelengths avoid high ionization rates but suffer low conversion efficiencies, which scale microscopically with $\lambda^{-6.5}$ [123-126].

Several novel ideas [127-133], which go beyond a single active electron [127] and a single driving frequency [128-133], have been proposed to extend the HHG energy cut-off. Unfortunately, the conversion efficiency is quite reduced compared to conventional HHG. Instead of ionizing just one electron, an idea was put forward [127] to ionize two electrons and let them recombine simultaneously. This leads to a second plateau region in the HHG spectrum. The efficiency is strongly reduced by up to 12 orders of magnitude. Multi-color driving fields [128] have been explored as well as combinations of an intense NIR pulse with an assisting non-resonant [129-131] or resonant [132, 133] UV/x-ray pulse.

## Isolated Attosecond Pulses

The discrete harmonic peaks in the HHG spectrum (as in Fig. 3.9) lead to attosecond pulse trains rather than an isolated pulses. To generate isolated attosecond pulses [134], a frequency filter is used (often a thin metal foil) to filter out a continuous energy window of the HHG spectrum in the cut-off region [135]. Phase stability over the entire spectrum


Figure 3.10: (a) The concept of phase matching and the coherent build up of the macroscopic HHG signal are illustrated. (b) The geometrical Guoy phase is shown. It changes particularly around the focal point of the NIR driving field. The Guoy phase has to be considered to ensure phase matching. The figure is taken from Ref. [105]. Copyright © 2010 Nature Publishing Group (NPG).
is important for generating pulses with a finite duration. Having control over the phase of each single frequency allows one to create pulses with arbitrary pulse shapes [136]. For Fourier-limited pulses, the pulse duration is inversely proportional to the bandwidth of the HHG spectrum, i.e., $\tau=4 \ln (2) /(d \omega)$, where $\tau$ and $d \omega$ are the FWHM-duration and FWHM-bandwidth, respectively, of the intensity profile. Hence, subfemtosecond pulses require bandwidths of a few eV whereas subattosecond pulses require bandwidths reaching into the keV regime [101].


Figure 3.11: Illustration of a RABITT measurement. The overlap of HHG and driving fields leads to two ambiguous ionization pathways (right figure) The resulting interferences in the electron energy as a function of the time delay (upper right figure) contains information about the relative phases between neighboring harmonics in the HHG spectrum. The figure is taken from Ref. [115]. Copyright © 2005 American Physical Society (APS).

To experimentally prove that the generated HHG spectrum really leads to attosecond pulses, it is necessary to measure phase and amplitude of the frequency components of the HHG spectrum. There exist two main techniques to characterize attosecond pulses:

1. Reconstruction of attosecond beating by interference of two-photon transition (RABITT) [115, 137, 138],
2. Frequency-resolved optical gating (FROG) [139-141].

The pulse durations obtained by both methods agree within $10 \%$ [142]. RABITT can only be used to determine the pulse duration of attosecond pulses in pulse trains (not isolated attosecond pulses). RABITT (see Fig. 3.11) is based on interferences of two-photon-processes, which lead to photoelectron energies corresponding to even harmonics of the driving frequency $\omega$. This is done by overlapping the attosecond pulse train with the driving NIR field. The interference appears due to two ionization pathways: (1) absorbing an UV photon and an NIR photon [ $(2 n-1) \omega+\omega$ ], and (2) absorbing an UV photon and emission of an NIR photon $[(2 n+1) \omega-\omega]$. The relative phase between the harmonics
$2 n \pm 1$ can be measured by changing the time delay between the attosecond pulse train and the NIR driving field.

FROG is an auto-correlation technique. It is based on an iterative method to reconstruct the amplitude and the phase of the electric field [139]. FROG has been widely used for optical fields. A modified version of FROG called FROG-CRAB (Frequency-resolved optical gating for complete reconstruction of attosecond bursts) [140, 143] can characterize isolated attosecond pulses, and it is nowadays widely used experimentally [144, 145]. FROG-CRAB measures the FROG trace between a low-frequency field and the isolated attosecond pulse. To do so, the attosecond UV pulse ionizes the system with a one-photon step and the low-frequency field dresses the ionized electron in the continuum (like attosecond streaking discussed in Sec. 3.1.5). The FROG trace is, then, given by the spectrum of the ionized electron $|a(\mathbf{v}, \tau)|^{2}$, where $a(\mathbf{v}, \tau)$ is the transition amplitude to a final continuum state with velocity $\mathbf{v}$ [cf. Eq. (3.17)]. The term $\tau$ is the time delay between the two pulses. The low-frequency, dressing field is used like a temporal phase gate $e^{i \phi(\tau)}$, where $\phi(\tau)$ is the accumulated phase of the ionized electron in the dressing field.

## Probing Electronic Structure and Dynamics

Up to now, HHG has been discussed as a tool to generate attosecond UV/x-ray pulses used for studying ultrafast processes. The popularity of HHG, however, does not stop here. HHG has become more and more a scientific tool in itself to study electronic structure and dynamics of atoms and molecules [108]. Particularly popular is tomographic imaging of the outer-most molecular orbitals (HOMOs) [147]. The idea behind this tomographic approach is that the HHG spectrum contains structural information of the orbitals. The HHG spectrum depends on the recombination matrix elements $\left\langle\varphi_{i}\right| \hat{\mathbf{r}}\left|\varphi_{e}\right\rangle$, where $\varphi_{i}$ is the


Figure 3.12: HHG spectrum of $\mathrm{SO}_{2}$ is shown as function of pump-probe delay. With the help of impulsive alignment, HHG spectra from differently aligned molecules can be obtained. Particularly at pump-probe delays where the alignment is nonisotropic, new feature appear in the HHG spectrum. The figure is taken from Ref. [146]. Copyright © 2008 American Association for the Advancement of Science (AAAS).
hole wavefunction, $\varphi_{e}$ is the wavefunction of the returning electron. Assuming that the returning electron can be approximated as a plane wave $\left(\varphi_{e}(\mathbf{r}) \approx e^{i \mathbf{k} \cdot \mathbf{r}}\right)$ the HHG spectrum contains spatial Fourier components of $\varphi_{i}$, which can be used to reconstruct the hole orbital [147, 148].

It is even possible to apply this technique to HHG spectra with multiple orbital contributions [146]. Here the ability to laser-align molecules (see Chap. 2) is crucial, since tunnel ionization and recombination are highly angle-dependent processes. In Fig. 3.12, the HHG spectrum for laser-aligned $\mathrm{SO}_{2}$ is shown. At pump-probe delays where the molecular alignment is non-isotropic (alignment or anti-alignment), new features appear in the HHG spectrum. Depending on whether molecules are aligned or anti-aligned, certain harmonics are suppressed or enhanced, indicating multi-orbital contributions.

Normally it is assumed that the HHG electron only comes from the most weakly bound (outer-most) orbital. This is not true anymore when the ionization potentials of neighboring states are quite similar. Consequently, the hole wavefunction of the ion is not stationary anymore, and can be written as a superposition of several ionic states. Correlation effects within the ion can also lead to additional hole motions [149, 150]. In $\mathrm{SO}_{2}$ up to 3 orbitals (i.e., HOMO, HOMO-1, and HOMO-2) can contribute [151] to the HHG signal depending on the alignment of the molecule with respect to the strong field polarization direction. Ionizing along the molecular axis can lead to a coherent superposition of HOMO and HOMO-2. It has been even demonstrated that it is possible to retrieve the relative phase between the two orbitals at the time of tunnel ionization [151]. However, other experimental [148] and theoretical [107] studies seem to suggest that there is no strong HOMO-2 contribution in the HHG spectrum and that the HOMO orbital is sufficient to explain the HHG spectrum.


Figure 3.13: (a) The experimentally obtained HHG spectrum of Xe is shown for different driving pulses leading to different energy cut-offs. The figure is taken from Ref. [152]. Copyright © 2012 IOP Publishing. (b) The theoretical spectrum obtained with our TDCIS approach is shown with (red line) and without (green line) interchannel coupling.

Multi-orbital contributions can also play a role in atoms [153-155], but they are less prominent due to higher symmetries and larger energy differences between the orbitals. For larger atoms, multi-electron effects start to emerge. A very prominent example is the giant dipole resonance in Xe as discussed in Sec. 3.1.2 in terms of the photoionization cross section. The giant dipole resonance (originating from the $4 d$ subshell) also affects the photoionization cross sections of the $5 s$ and $5 p$ subshells due to interchannel coupling. As a result, signatures of the giant dipole resonance appear in the recombination step $(\varepsilon l \rightarrow 5 p)$ and, therefore, also in the HHG spectrum, provided the cut-off energy is large enough to reveal this feature ( $E_{\text {cutoff }}>100 \mathrm{eV}$ ). This has been confirmed experimentally for the first time in Ref. [154]. Figure 3.13a shows the experimental HHG spectrum for different cut-off energies. The giant dipole resonance starts to appear with increasing $E_{\text {cutoff }}$. Results from theoretical ab initio calculations based on TDCIS (see Sec. 3.2.2) are shown in Fig. 3.13b. No giant dipole resonance can be seen in the HHG spectrum when interchannel interactions are ignored.

Also the Cooper minimum in Argon, which has been discussed in Sec. 3.1.2 in terms of the photoionization cross section, can be seen in the HHG spectrum [153, 156-158]. In Sec. 3.4.2 the influence of multiple orbitals on the location and shape of the Cooper minimum is discussed. Analogous to atoms, the Cooper minimum does also exist in molecules [159], and, therefore, also in the HHG spectrum of molecules. This has been recently experimentally demonstrated on $\mathrm{N}_{2}[160]$ and $\mathrm{CS}_{2}$ [161].

### 3.1.5 Attosecond Streaking

After the discussion of photoionization and tunnel ionization - the two most important processes in attosecond physics-and how they are involved in generating attosecond pulses, the focus now shifts to applications and prominent attosecond techniques involving both types of ionization processes. Pump-probe experiments are an ideal tool to study fundamental physical mechanisms in a time-resolved fashion [1]. One popular pump-probe experiment is streaking [162] and has been used for atomic [163], molecular [164], and solid state [165] systems. As discussed in Sec. 3.1.3, the exact eigenstates of a free electron in the presence of an electric field are the Volkov states [79]. The instantaneous velocity $\mathbf{v}(t)$ at time $t$ can be directly connected to the instantaneous velocity $\mathbf{v}\left(t^{\prime}\right)$ at any other time $t^{\prime}$ [see Eq. (3.18)]. Due to the importance of Eq. (3.18) for streaking, it is stated again: $\mathbf{v}(t)=\mathbf{v}\left(t^{\prime}\right)+\alpha \mathbf{A}\left(t^{\prime}\right)-\alpha \mathbf{A}(t)$.

When the electron hits the detector and its energy gets measured, no electric field is present such that $\mathbf{A}\left(t^{\prime}\right)=0$. Additionally, when the initial velocity $\mathbf{v}(t)$ is known, it is possible to extract uniquely the time $t$ from Eq. (3.18) for an appropriate shape of the streaking pulse. "Appropriate" means in this context that the vector potential $\mathbf{A}(t)$ changes over the period of interest such that $\mathbf{A}(t)$ can be mapped one-to-one to the time $t$. In Fig. 3.14, the principle idea of a streaking experiment is illustrated. Due to the time-dependent vector potential, the temporal structure of the electron wavepacket


Figure 3.14: Illustration of a streaking measurement with a chirped electron wavepacket. Depending on the vector potential, the final electron momentum distribution is broadened or narrowed. The figure is taken from Ref. [169]. Copyright © 2011 Optical Society of America.
can be uniquely mapped onto the kinetic energy of the electron, which can be measured quite precisely. This makes it possible to measure the chirp of an electronic wavepacket as illustrated in Fig. 3.14. Depending on the energy resolution of the detector and the gradient of the vector potential $\partial_{t} \mathbf{A}(t)$, a time resolution on the attosecond scale can be easily achieved [166-168] and even zeptosecond resolution is feasible [15].

Streaking can be also used to determine the shape of the streaking pulse itself [170] or the shape of the photoionizing pulse [162, 169] (for a review see Ref. [171]). When the streaking pulse is well-known, photoionization directly connects the substructure of the electron momentum distribution to information about the chirp and pulse duration of the ionizing pulse. The shift of the center of the electron momentum distribution ( $p_{0}$ in Fig. 3.14) is a direct measure of the vector potential. The entire vector potential $\mathbf{A}(t)$ can be measured by varying the pump-probe delay. The streaking pulse can vary from terahetz $(\mathrm{THz})[167]$ to IR frequencies [170]. It is important that the jitter (i.e, fluctuation in the pump-probe delay) is small compared to the wavelength of the streaking field.

## Studying Ultrafast Electron Motion

One of the first demonstrations of streaking has been done on atomic krypton [163]. After photoionizing the inner-shell $3 d$ electron, the $3 d^{-1}$ krypton ion decays further to $\mathrm{Kr}^{2+}$
via the prominent MNN-Auger decay [172, 173]. The time at which each single Auger decay event happened was measured by streaking the Auger electron. From the resulting statistics, which show an exponential decay behavior ( $\propto e^{-t / \tau_{h}}$ ), the lifetime of the $3 d$ hole was found to be $\tau_{h}=7.9 \pm 1.0 \mathrm{fs}$. The corresponding linewidth of $\Gamma=84 \pm 10 \mathrm{meV}$ agrees well with the $88 \pm 4 \mathrm{meV}$ energy-domain measurements [173]. The pump pulse, which defines the reference $t=0$, must be short in comparison to the Auger decay; hence, it needs to be on the subfemtosecond scale.

Streaking measurements make it possible to study very fundamental questions about the dynamics of electrons that could not have been addressed before. For instance, when several subshells of an system (e.g., atom) can be directly ionized: Does the ionization happen in all subshells at the same time? Streaking measurements on neon showed that the $2 p$ electron is ionized 21 as later than the more tightly bound $2 s$ electron [168]. This finding sparked a wave of theoretical investigations [174-179] not just in neon but also in other noble gas atoms [176]. Time delays between different ionization channels have been measured in other atoms as well [180, 181]. Most theoretical studies [174, 175, 177] predict a time delay of no more than $\approx 10$ as-half the experimental value. Some studies point towards an additional measurement-induced time delay originating from the IR streaking pulse [179]. For a review about attosecond delays in photoionization see Ref. [13].

With the high time resolution of streaking experiments it is possible to address whether tunneling takes a finite amount of time (i.e., tunneling time) or happens instantaneously [182, 183]. In the classically forbidden tunneling limit, the tunneling time is purely imaginary indicating that tunneling is an instantaneous process in real time. A recent experiment [184] on helium strengthens this statement by setting the upper limit for the tunneling time at 12 as due to experimental uncertainties. Experimentally it is quite difficult to define an initial time just before the electron tunnels and a final time when the electron appears outside the barrier.

The authors of Ref. [184] were able to do so by using elliptically polarized light. The maximum of the electric field defines the initial time of tunneling. The angular kick the electron experienced due to the elliptically polarized light determines the time the electron appears in the continuum [185]. The difference between these two times yields the tunneling time. In contrast to previous examples, the angular rather than the radial vector potential component is exploited. Another modification to common streaking experiments is that only one pulse has been used, which operates as pump and as probe. A separate pump pulse is not needed due to the highly non-linear tunnel ionization rate, which naturally selects time "zero" to be the time when the electric field reaches its maximum.

### 3.1.6 Attosecond Transient Absorption Spectroscopy

In the previous section, the strong-field pulse has been used to probe the ionized electron. In the following, another pump-probe setup is explored, where the longer pulse is used as
pump and the shorter (UV attosecond) pulse is used as probe. The longer pulse could be an NIR pulse, which tunnel-ionizes the system. The shorter UV attosecond pulse probes the system via 1 -photon absorption. However, instead of probing the outgoing electron, as done in streaking, the attosecond pulse is used to probe the ionized system that is left behind. The discrete electronic excitation structure of an ion makes it possible to use resonances, which do not exist in a continuum-continuum transition. Resonant transitions have the advantage of possessing a strongly enhanced transition probability and being energetically localized. Both aspects make resonant transition features useful markers.

Since the electron is not probed, one does not look at electronic momentum distributions but rather at the transmitted/absorbed probe signal. Therefore, this technique is called (attosecond) transient absorption spectroscopy [186]. Transient absorption spectroscopy was not invented by the attosecond community, it has been already used on the femtosecond scale for probing chemical [187, 188] and solid state systems [189]. However, it has been recently extended into the attosecond regime [136, 186, 190]. The time resolution arises by systematically changing the pump-probe delay $\tau$. The quality of the time resolution is determined on the one hand by the duration of the probe pulse and on the other hand by the jitter in the pump-probe delay.

The rapid progress in attosecond technology [1, 2], particularly, in controlling the phases of single frequency components in ultrashort pulses [136] decreased the jitter uncertainty to a few attoseconds. Beside the high attosecond resolution, there is a nice side effect that comes along with attosecond pulses. Due to their short durations, they provide a broad spectrum. With a broad spectrum, several ionic excitations can be accessed with a single pulse. This has the advantages that phase relations between different states can be probed. At first glance, the high temporal and the high spectral resolutions seem to contradict each other due to Heisenberg's uncertainty principle. This is, however, not the case. The high temporal confinement, due to the pulse duration, results in an excited electronic state which is not well-defined in energy. This has, however, no consequences for the high spectral resolution of the transmitted attosecond pulse at the detector. In a more technical language, the high temporal and the high spectral resolutions are not conjugated variables to each other and, therefore, can be independently measured from each other.

## Studying Dynamical Processes in Ionic Systems

The first demonstration of attosecond transient absorption spectroscopy has been done with atomic krypton [186]. The NIR pump pulse tunnel-ionizes the atom by creating a hole in the $4 p^{-1}$ manifold. The attosecond pulse probes the ionic states by exciting the ion into states with a hole in the $3 d^{-1}$ manifold. In Fig. 3.15 a sketch the pump and probe steps (a) as well as the theoretically predicted (b) and experimentally measured (c) transient absorption spectrum are shown. Due to spin-orbit interaction, there are three transition lines instead of just one visible between the $4 p^{-1}$ and $3 d^{-1}$ manifolds. The corresponding transitions are $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{5 / 2}^{m}\right]^{-1},\left[4 p_{1 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{3 / 2}^{m}\right]^{-1}$, and $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{3 / 2}^{m}\right]^{-1}$. The population


Figure 3.15: (a) Illustration of the attosecond transient absorption experiment with atomic krypton. The NIR pump pulse tunnel ionizes the atom and the EUV attosecond pulse probes the ion by resonantly exciting the ion further. The transition lines of the transient absorption spectrum contains population and coherence informations of ionic states. The theoretically predicted (b) and the experimentally measured (c) spectra are shown. The figure is taken from Ref. [186]. Copyright © 2010 Nature Publishing Group (NPG).
probabilities are directly proportional to the corresponding transition strengths [190]. Even coherence properties can be extracted from the spectrum via the shape of the transition lines. In Fig. 3.16(a), the influence of the line shape on the effective line strength is shown. It reveals the hole dynamics due to the coherence superposition between the ionic states $\left[4 p_{3 / 2}^{ \pm 1 / 2}\right]^{-1}$ and $\left[4 p_{1 / 2}^{ \pm 1 / 2}\right]^{-1}$. Consequently, the full state of the ionic system, which is given by the ion density matrix (IDM), can be measured.

An analytic expression has been derived in Ref. [190] which treats the probe pulse in $1^{\text {st }}$-order perturbation theory. By fitting the analytic expression to the experimental data, all entries of the IDM (within the $4 p^{-1}$ manifold) can be extracted. After doing this for many pump-probe delays $\tau$, the entire hole dynamics of $\mathrm{Kr}^{+}$is reconstructed. The relative phase between the ionic states $\left[4 p_{3 / 2}^{ \pm 1 / 2}\right]^{-1}$ and $\left[4 p_{1 / 2}^{ \pm 1 / 2}\right]^{-1}$ and the resulting spatial motion of the hole state are shown in Fig. 3.16(b). Furthermore, even traces of doubly ionized krypton states have been seen. This makes it possible to directly test many-body physics of multielectron ionization dynamics with transient absorption spectroscopy [191].


Figure 3.16: (a) The beating of the $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{3 / 2}^{m}\right]^{-1}$ transition line is shown. This beating gives a direct measure for the coherence between the $\left[4 p_{3 / 2}^{ \pm 1 / 2}\right]^{-1}$ and $\left[4 p_{1 / 2}^{ \pm 1 / 2}\right]^{-1}$ ionic states. (b) The reconstructed phase between the two ionic states is shown. After having determined the populations and phase between ionic state, the full hole dynamics, which is shown at the bottom, can be reconstructed. The figure is taken from Ref. [186]. Copyright © 2010 Nature Publishing Group (NPG).

An important assumption in the above discussion is that the ion is an isolated system meaning the ionized electron is far away and cannot influence the ion anymore. When pump and probe pulses do overlap, this assumption does not hold anymore. It is, therefore, not clear to which extent the transient absorption signal can be still related to the instantaneous IDM. However, it turns out that transient absorption spectroscopy can even offer insight into laser-induced electron-ion interactions. This becomes particularly important when sub-cycle ionization dynamics are studied. This aspect is one of the projects I have worked on and is discussed in more detail in Sec. 3.4.3.

## Studying Excited Electronic States

Attosecond transient absorption spectroscopy refers only to how the system gets probed. Therefore, there are many ways the system can be prepared (by the pump pulse). Instead of ionizing krypton with an intense NIR pulse, another attosecond pulse can be used to
initially ionize krypton [192]. Helium is another popular system that has been studied by transient absorption spectroscopy [193-197]. The pump step here is an excitation to Rydberg states rather than tunnel or photoionization. Many phenomena can be observed with such pump schemes. If the excited state is a metastable state, the autoionization dynamics can be studied [195, 198]. The Autler-Townes splitting of the excited states can also be probed by applying an additional NIR pulse that induces a coupling to nearby Rydberg states [193, 195-197]. A sub-cycle Stark-shift driven by an NIR pulse has also been observed in an excited helium atom [194].

It is also possible to probe the recombination dynamics of HHG mechanism by transient absorption [199]. Here, an attosecond pulse train rather than an isolated attosecond pulse is used as probe. First, one attosecond pulse excites the electron into a Rydberg state. The NIR pulse drives this electron away and back to the ion (as in HHG). When the electron returns, the subsequent attosecond pulse excites another electron. This leads to inferences in the HHG spectrum, which can be used to study the underlying electronic dynamics.

### 3.2 Numerical Methods In Strong-Field Physics

There exist two major theoretical approaches for describing the underlying ultrafast processes. One approach is based more on analytical expressions (like the SFA). Many simplifications have to be made in order to arrive at these analytical expressions, limiting applicability. More general approaches are no longer analytically solvable and require computational help. This means numerically solving the time-dependent Schrödinger equation (TDSE) [cf. Eq. (3.2a)]. However, even the TDSE cannot be solved numerically for manyelectron systems without making some approximations [200].

For systems that are not highly correlated such as noble gas atoms, it is useful to exploit an independent particle picture, where the $N$ electrons only interact indirectly with each other via a mean-field potential created commonly by all $N$ electrons. The most common mean-field theory is Hartree-Fock (HF) [35, 201], which approximates the full $N$-electron wavefunction $|\Psi\rangle$ by a single Slater determinant $\left|\Phi_{0}\right\rangle$ as described in Sec. 3.1.2. Most many-body theories [202] (e.g., configuration-interaction or couple-cluster) use the HF state as a reference state to build up a multi-configuration wavefunction consisting of several Slater determinants, which is able to capture correlation effects going beyond the independent particle picture. However, these many-body theories have the disadvantage that they quickly become numerically costly. Hence, they are mainly used for ground state properties of molecular systems.

In strong-field calculations, it is necessary to describe a wide range of continuum states, since an electron can be freed from the system and may even return to it at a later time. The highly delocalized continuum states required in the calculations do not favor an orbital description based on Gaussian-type functions as done in most quantum chemistry
approaches [94]. The non-adiabatic character of the electronic motion makes it quite challenging to exploit many-body theories including a high degree of correlations.

For multi-cycle pulses, it is advantageous to exploit the periodicity of the pulse by using Floquet theory [90, 203]. The time-dependent Hamiltonian is transformed into a time-independent, block-trigonal Hamiltonian, where the diagonal blocks correspond to the number of photons that have been absorbed or emitted.

Many ultrafast processes in closed-shell systems are dominated by a single particle. Adapting the theoretical approach by incorporating a single-active-electron (SAE) picture is quite advantageous. A single-active electron (SAE) picture means only one electron is involved in the process (active electron) whereas all other electrons are just spectators (passive electrons) and are not affected by the dynamics of the active electron or the external field. On the one side, it dramatically reduces the numerical challenges (see Sec. 3.2.1). On the other side, it also favors a more intuitive physical picture.

However, many-body effects going beyond the SAE picture do exist and indeed become even very important for larger atoms and molecular systems as discussed in Sec. 3.1.4. A time-dependent configuration-interaction singles (TDCIS) approach makes use of a singleactive electron picture. However, it does not restrict from which orbital the electron gets ionized. It is also possible for the active electron to modify the ionic state after it has been ionized (i.e., interchannel interactions). In Sec. 3.2.2, the basic aspects of TDCIS are discussed. In Sec. 3.4, I discuss ultrafast phenomena that require many-body theories like TDCIS and cannot be explained by a SAE picture. First, however, I discuss briefly the SAE approach with its advantages and disadvantages.

### 3.2.1 Single-Active-Electron Models

The most common numerical approach to tackle strong-field problems is solving the TDSE [cf. Eq. (3.2a)] with the SAE approximation. The SAE reduces the Hamiltonian to a one-particle Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{\hat{p}^{2}}{2}+\hat{V} \tag{3.26}
\end{equation*}
$$

where $\hat{V}$ is a one-particle potential resulting from the interaction with the remaining electrons. In the SAE, $\hat{V}$ is commonly described by a local model potential [157]. For atomic systems, the model potential is also assumed to be spherically symmetric. In the limit of very short and very large distances, the behavior of $\hat{V}$ is known: $\lim _{r \rightarrow 0} V(r)=-Z / r$ and $\lim _{r \rightarrow \infty} V(r)=-1 / r$. Very close to the atomic core, the electronic potential is dominated by the nuclear potential (i.e., $-Z / r$ ). Far away from the atom, the nuclear potential is screened by the remaining $N-1$ electrons and the ionized electron feels an attractive potential of a singly-charged point-particle (i.e., $-1 / r$ ). Between these two limits, the model potential is constructed such that the ionization potential and excitation energies are well
reproduced [204]. A common example of a model potential looks like [157]

$$
\begin{equation*}
V(r)=-\frac{1+A e^{-B r}+(Z-1-A) e^{-C r}}{r} \tag{3.27}
\end{equation*}
$$

where $A, B$ and $C$ are the coefficients adjusting the potential. Despite the simplicity of such model potentials, they can explain and reproduce quite well experimental observations like ATI and HHG spectra [204]. The success of SAE models confirms that a wide range of strong-field and attosecond processes are mainly one-electron processes. This is particularly true for noble gas atoms, specifically the lighter ones. For heavier noble gas atoms [154] or molecules [205] many-electron effects and the interaction of several orbitals start to emerge. In this case, it is not possible to capture the dynamics with the SAE approximation, since SAE assumes that all other electrons are frozen.

The SAE approximation does also imply that the remaining ion can only be in one specific state, normally the ionic ground state. SAE is a single-channel theory, where the term "channel" refers to the state of the $N-1$ electrons. It is necessary to use multi-channel theories when studying ionic excitations and superpositions of several ionic states.

The spherically symmetric character of the ionic potential is strictly speaking not true, since mostly the outer-most $p_{0}$ orbital gets ionized by linearly polarized light. Hence, the electron distribution in the ion is not spherical and, therefore, also the resulting potential is not spherical. For atomic systems, that may not be so critical. For molecular systems, however, the potential is obviously non-spherical and also electron-electron interactions become more important.

One way to construct a molecular SAE potential is by following the spirit of density functional theory (DFT) [94, 206]. Here, a one-particle potential is reconstructed from the electron density of the neutral ground state calculated with standard quantum chemistry codes (e.g., DALTon [207]). The overall SAE potential can be written as [94]

$$
\begin{equation*}
V(\mathbf{r})=V_{e e}^{x}(\mathbf{r})+V_{e n}(\mathbf{r})+V_{e e}^{d}(\mathbf{r})+G_{c}(\mathbf{r}) \tag{3.28}
\end{equation*}
$$

where $V_{e e}^{d / x}(\mathbf{r})$ is the direct and exchange contribution of the electron electron interaction, respectively, $V_{e n}(\mathbf{r})$ is the attractive electron-nuclei interaction, and $G_{c}(\mathbf{r})$ is a long-range correction in order to obtain the right $-1 / r$ long-range behavior. The exchange term $V_{e e}^{x}$ is generally non-local. The local density approximation (LDA) [208] is, however, a common way to make the potential local by expressing $V_{e e}^{x}$ in terms of the local electron density $\rho(\mathbf{r})$. Other DFT approximations have also been considered to improve the SAE potential for molecules [209]. The quantity that determines the success of these potentials is the angle-dependent ionization rate [94, 210] (see Fig. 3.8 and discussion in Sec. 3.1.3). The correct angle dependence is particularly important for imaging molecular orbitals [210].

### 3.2.2 Time-dependent Configuration-Interaction Singles (TDCIS)

A common post-Hartree-Fock method is configuration-interaction (CI), which adds systematically higher excitation classes to the wavefunction i.e.,

$$
\begin{align*}
|\Psi\rangle & =\alpha_{0}\left|\Phi_{0}\right\rangle+\sum_{n=1}^{N} \sum_{\substack{a_{1}, \ldots, a_{n} \\
i_{1}, \ldots i_{n}}} \alpha_{i_{1}, \ldots, i_{n}}^{a_{1}, \ldots, i_{n}} \underbrace{\prod_{n=1}^{n} \hat{c}_{a_{h}}^{\dagger} \hat{c}_{i_{h}}\left|\Phi_{0}\right\rangle}_{\left|\Phi_{i_{1}}, \ldots, i_{n}\right\rangle}  \tag{3.29}\\
& =\alpha_{0}\left|\Phi_{0}\right\rangle+\sum_{a_{1}, i_{1}} \alpha_{i_{1}}^{a_{1}}\left|\Phi_{i_{1}}^{a_{1}}\right\rangle+\sum_{a_{1}, a_{2}, i_{1}, i_{2}}^{\sum_{i_{1}, i_{2}}^{a_{1}, a_{2}}\left|\Phi_{i_{1}, i_{2}}^{a_{1}, a_{2}}\right\rangle+\ldots,}
\end{align*}
$$

where $\Phi_{0}$ is the HF ground state and $\left|\Phi_{i_{1}, \ldots, i_{n}}^{a_{1}, \ldots, a_{n}}\right\rangle$ are $n$-particle- $n$-hole ( $n \mathrm{p}-n \mathrm{~h}$ ) configurations with $\hat{c}_{a}^{\dagger}, \hat{c}_{i}$ being creation and annihilation operators of the corresponding orbitals. The HF ground state is used as reference state from which all $n \mathrm{p}-n$ h configurations are defined. The indicies $a$ and $i$ refer to unoccupied (virtual) and occupied orbitals in $\Phi_{0}$, respectively. The indicies $p, q, r, s$ are used to refer to all orbitals (occupied + unoccupied). If $n$ goes up to the total number of electrons, one speaks of full CI (FCI). Including only singly excited configurations is called CI-Singles (CIS). Similarly, including only doubly excited configurations is called CI-Doubles (CID), and including singly and doubly excited configurations is called CI-Singles-Doubles (CISD).

The size of the $n \mathrm{p}-n \mathrm{~h}$-configuration space is $\left(N_{a} N_{i}\right)^{n}$, where $N_{a}$ and $N_{i}$ are the numbers of unoccupied and occupied orbitals, respectively. Since $N_{a}$ is quite large (in principle infinitely large) it is computationally not feasible to go to very high excitation classes. To calculate exact ground state properties (e.g., response functions), it not necessary to include states that are very delocalized and extend far from the atom/molecule. Hence, $N_{a}$ is relatively small and higher $n \mathrm{p}-n \mathrm{~h}$-excitations classes and, therefore, higher-order correlations can be included in the calculations. In strong-field physics, where it is important to describe a wide range of the continuum states, $N_{a}$ can easily be a 5 -digit number. Including, therefore, doubly or triply excited configurations quickly becomes infeasible.

Time-dependent configuration-interaction singles (TDCIS), with time-dependent coefficients $\alpha_{i}^{a}(t)$, seems to be an ideal extension to the SAE model for investigating strong-field and attosecond phenomena. The TDCIS wavefunction reads

$$
\begin{equation*}
|\Psi(t)\rangle=\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{a, i} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle . \tag{3.30}
\end{equation*}
$$

This wavefunction ansatz still makes use of the fact that most strong-field processes in atoms are one-electron processes but it also acknowledges that the active electron may not just come from the least weakly bound (outer-most) occupied orbital. TDCIS also takes into account that the active electron can influence the state of the parent ion.

The TDCIS method I discuss here was first presented by Rohringer et al. [211] for atomic systems and has been later extended to include spin-orbit splitting for the occupied
orbitals [212] and the inclusion of the exact residual Coulomb interaction $\hat{H}_{1}$ [213]. During my studies, I have combined both extensions in order to study electron-ion correlation effects on orbitals that are split due to spin-orbit interaction [214]. The Hamiltonian ${ }^{4}$

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\hat{H}_{1}+E(t) \hat{z} \tag{3.31}
\end{equation*}
$$

is preferably partitioned into three parts:

- $\hat{H}_{0}$ is the Fock operator defining the HF ground state $\Phi_{0}$ and the one-particle orbitals $\varphi_{p}$ with their orbital energies $\varepsilon_{p}\left(\hat{H}_{0}\left|\varphi_{p}\right\rangle=\varepsilon_{p}\left|\varphi_{p}\right\rangle\right)$.
- $\hat{H}_{1}$ is the residual electron-electron interaction that cannot be captured by the meanfield potential that is included in $\hat{H}_{0}$.
- The light-matter interaction $E(t) \hat{z}$, expressed in the length form after the dipole approximation is made (no space dependence of $E$ ).

The residual Coulomb interaction $\hat{H}_{1}$ is the only two-body operator in Eq. (3.31) and captures all effects beyond an independent particle picture. The detailed expression reads $\hat{H}_{1}=\hat{V}_{c}-\hat{V}_{\mathrm{HF}}-E_{\mathrm{HF}}$, where $\hat{V}_{c}=\frac{1}{2} \sum_{i \neq j} \frac{1}{\left|\hat{\mathbf{r}}_{i}-\hat{\mathbf{r}}_{j}\right|}$ is the exact electron-electron interaction, $\hat{V}_{\mathrm{HF}}$ is the HF mean-field potential, and $E_{\mathrm{HF}}$ is the HF ground state energy. Subtracting $E_{\mathrm{HF}}$ is only been done out of convenience, shifting all energies such that the HF ground state has zero energy. Inserting Eq. (3.30) in Eq. (3.2a), the equations of motion for the CI-coefficients emerge, which read

$$
\begin{align*}
i \alpha_{0}(t)= & E(t) \sum_{a, i}\left\langle\Phi_{0}\right| \hat{z}\left|\Phi_{i}^{a}\right\rangle \alpha_{i}^{a}(t),  \tag{3.32a}\\
i \alpha_{i}^{a}(t)= & \left(\varepsilon_{a}-\varepsilon_{i}\right) \alpha_{i}^{a}(t)+E(t)\left[\left\langle\Phi_{i}^{a}\right| \hat{z}\left|\Phi_{0}\right\rangle \alpha_{0}(t)+\sum_{b, j}\left\langle\Phi_{i}^{a}\right| \hat{z}\left|\Phi_{j}^{b}\right\rangle \alpha_{j}^{b}(t)\right]  \tag{3.32b}\\
& +\sum_{b, j}\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{j}^{b}\right\rangle \alpha_{j}^{b}(t) .
\end{align*}
$$

The terms $\left\langle\Phi_{0}\right| \hat{z}\left|\Phi_{i}^{a}\right\rangle$ and $\left\langle\Phi_{i}^{a}\right| \hat{z}\left|\Phi_{0}\right\rangle$ describe the light-matter interaction that couples the neutral ground state to the singly-excited states. Note that $\hat{H}_{1}$ does not lead to couplings between the ground state and the singly-excited states. Hence, without any external field the atom remains in the ground state.

By setting the matrix elements $\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{j}^{b}\right\rangle$ with $i \neq j$ to zero, the interchannel interaction can be switched off in the TDCIS model. When $\hat{H}_{1}$ is switched off the intrachannel interactions are also ignored. This makes it possible to systematically study dynamical effects that go beyond an independent particle picture. The transition matrix

[^9]elements $\left\langle\Phi_{i}^{a}\right| \hat{z}\left|\Phi_{j}^{b}\right\rangle$ separate into two independent single-particle transitions [cf. Eq. (4) in Chap. 5.5], one between occupied orbitals (ionic transition) and one between virtual orbitals (electronic transition).

The calculated photoelectron wavepacket after ultrafast UV photoionization (10 as pulse) is shown for the $5 s$ and the $4 d_{0}$ ionization channels in Fig. 3.17. The $l=1$ and the $l=3$ characteristics of the electron wavepackets are clearly visible. As noted in Sec. 3.1.2 the photoelectron prefers to increase its angular momentum rather than to decrease it when absorbing the photon. Therefore, the photoelectron of the $4 d_{0}$ channel possesses mainly $l=3$ character.


Figure 3.17: Photoelectron wavepackets originating from the $4 d_{0}$ and $5 s$ orbitals are shown for several time delays after the ionizing UV attosecond pulse has hit the atom. The mean photon energy is 136 eV and the pulse duration is 10 as.

The residual Coulomb interaction within each channel $\left(\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{i}^{b}\right\rangle\right)$ is generally not local and not spherically symmetric-approximations that are normally made in SAE models. Interchannel interactions $\left(\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{j}^{b}\right\rangle\right.$ with $\left.i \neq j\right)$ do fulfill this assumption even less. Only asymptotically do they hold. In Sec. 3.4.2, the effect of these approximations are discussed in terms of the HHG spectrum of argon.

## Ion Density Matrix

TDCIS describes two subsystems, the active electron and the parent ion. In Chaps. 3.4.1 and 3.4.3, I discuss situations, where the interaction between these two subsystems leads to measurable effects in the ionic state. To extract information about the ionic sub-
system from the full $N$-body system, the trace of the full $N$-electron density matrix $\hat{\rho}(t)=|\Psi(t)\rangle\langle\Psi(t)|[216]$ over the other subsystems (i.e., the electron) has to be performed [217, 218]. As a result, one obtains the reduced density matrix of the ionic subsystem

$$
\begin{align*}
\hat{\rho}^{\mathrm{IDM}}(t) & =\operatorname{Tr}_{a}[\hat{\rho}(t)],  \tag{3.33a}\\
\rho_{i, j}^{\mathrm{IDM}}(t) & =\sum_{a}\left\langle\Phi_{i}^{a} \mid \Psi(t)\right\rangle\left\langle\Psi(t) \mid \Phi_{j}^{a}\right\rangle . \tag{3.33b}
\end{align*}
$$

also called ion density matrix (IDM). This IDM uniquely characterizes the state of the ion. Since more than one occupied orbital (channel) can be ionized, it is possible to create a superposition of ionic eigenstates. Figure 3.16 shows the hole motion in singly-ionized krypton. The IDM is also an ideal quantity to study coherences in the ionic subsystem. After the atom has been ionized, the parent ion does not need to be in a coherent state as the discussion of Sec. 3.4.1 shows.

## Orbital Representation

For atomic systems, it is convenient to use spherical coordinates, where the field-free oneparticle orbitals can be factorized into a radial and an angular part, i.e.,

$$
\begin{equation*}
\left\langle\mathbf{r} \mid \varphi_{p}\right\rangle=\varphi_{p}(\mathbf{r})=\frac{u_{n_{p}, l_{p}}(r)}{r} Y_{l_{p}, m_{p}}(\Omega), \tag{3.34}
\end{equation*}
$$

where $n_{p}, l_{p}$ and $m_{p}$ are the radial, the angular momentum, and the magnetic quantum numbers of the orbital $\varphi_{p}$, respectively. $Y_{l, m}(\Omega)$ are spherical harmonics [73], where $\Omega=$ $(\vartheta, \varphi)$ stands for the two angular coordinates. The factorization between radial and angular parts has several advantages. First, the 3D-integrals needed for evaluating the matrix elements in Eq. (3.32b) factorize into three 1D-integrals, where the two angular integrals can be solved analytically (in the form of Clebsch-Gordan coefficients). Furthermore, the magnetic quantum number of the full $N$-electron state, $\Psi(t)$, is conserved $(M=0)$ for linearly polarized light ${ }^{5}$. For TDCIS, this has the consequence that the magnetic quantum number of the active electron cannot be changed $\left(m_{a}=m_{i}\right)$. This restriction in $m$ is quite advantageous for numerical purposes.

The underlying radial grid is chosen to be nonlinear such that more grid points are closer to the origin (i.e., the atomic nucleus). In particular, the Möbius transformation $x \longmapsto r(x)=r_{\max } \zeta / 2(1+x)(1-x+\zeta)^{-1}$ is exploited [213, 219] with $x \in[-1,1]$. The nonlinearity of the mapping and the usage of pseudo-spectral techniques [219] significantly reduce the number of grid points needed to a few hundreds for system sizes of around $100 a_{0}\left(a_{0}=5.29 \cdot 10^{-11} \mathrm{~m}\right)$.
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## Complex Absorbing Potential

For ionization scenarios, it is common that the ionized electron separates from the ion with great speed. Before the pulse is over, the electron may have traveled several hundreds or thousands of $a_{0}$. Such large grids are computationally not feasible. To avoid artificial reflections from the grid boundary, a complex absorbing potential (CAP) is introduced [91], which absorbs the outgoing electron just before the grid ends. By putting the absorbing potential at the end of the grid, the absorbed electron is far enough away such that it does not influence the ion anymore. Hence, the absorbing potential does not influence the physics near the atom/ion.

Unfortunately, introducing a CAP results in a non-hermitian Hamiltonian $(\hat{H} \rightarrow \hat{H}-$ $i \eta \hat{W})$. Hence, the norm of the wavefunction is not conserved anymore. The specific shape of the absorbing potential used in all examples presented in Sec. 3.4 is given by $W(r)=\left(r-r_{c}\right)^{2} \Theta\left(r-r_{c}\right)$ [213], where $\Theta(x)$ is the Heaviside function. Having a nonhermitian $\hat{H}_{0}$ also means that the orbital energies $\varepsilon_{p}$ become complex.

If the CAP is chosen correctly, the imaginary part of $\varepsilon_{p}$ can be directly related to the lifetime of the orbital [91]. This is particularly interesting for autoionizing states [220]. An alternative method is exterior complex scaling (ECS), where the radius $r$ is replaced by a complex radius $R(r)$ [91]. ECS is formally an exact method, which make an analytical continuation of the Hamiltonian into the complex plane [91]. However, the scaled Hamiltonian can also be separated into an unscaled and a scaled part. The scaled part can then be treated as a CAP, which is now non-local.

Absorbing the electron results in a reduced norm in the ionic subsystem. To restore the norm, at least for the ionic subsystem, which should not be affected by the CAP, a correction term for $\hat{\rho}^{\text {IDM }}$ has been derived. An explicit derivation is given in Sec. II.D of Ref. [213]/Chap. 5.1. The CAP correction can be also used to determine the ionization rate or the ionization cross section [63], since each ionized electron has to hit the CAP eventually. One has to be careful when the electron is only excited and still bound. In this case the CAP correction cannot be used as a measure of ionization.

A more efficient way to determine the photoionization cross section is by using the autocorrelation function $g\left(t_{1}-t_{0}\right)=\left\langle\Psi\left(t_{1}\right) \mid \Psi\left(t_{0}\right)\right\rangle$ with the initial state $\left|\Psi\left(t_{0}\right)\right\rangle=\hat{p}\left|\Phi_{0}\right\rangle[30$, 221]. Here, one assumes a delta-like kick at time $t_{0}$ such that all frequency components are equally included. Consequently, all energy eigenstates are involved in the system response. The photoionization cross section in terms of the correlation function reads

$$
\begin{equation*}
\sigma(\omega)=\frac{2 \pi \alpha}{\omega} \int_{-\infty}^{\infty} d t g(t) e^{i \omega t}=\frac{4 \pi \alpha}{\omega} \operatorname{Re}\left[\int_{0}^{\infty} d t g(t) e^{i \omega t}\right] \tag{3.35}
\end{equation*}
$$

where in the second relation the property $g(t)=g^{*}(-t)$ has been used.

## Limitations

TDCIS is a multi-channel theory, where only one electron can be ionized. Hence, multiple ionization processes cannot be described by TDCIS. Due to the residual Coulomb interaction, this outgoing electron can alter the ionic state. The degree of freedom of the ionic state is, however, quite limited. The only allowed ionic states are one-hole configurations $\left|\Phi_{i}\right\rangle=\hat{c}_{i}\left|\Phi_{0}\right\rangle$, where an electron is removed from the HF ground state. In these configurations, all other electrons are frozen. Hence, the only ionic motion allowed is the hopping of the hole between occupied orbitals. More complicated dynamics require at least one more electron to be non-frozen meaning 2 p -2h configurations $\left|\Phi_{i_{1}, i_{2}}^{a_{2}, a_{2}}\right\rangle$ are needed.

The consequences of the CIS restriction for the ionic states have been discussed in my most recent project (see Chap. 5.5/Ref. [214]) in terms of the polarizability of the ion. The comparison with higher-order approaches like CASSCF $^{6}$ has shown that polarizability is underestimated by CIS. Particularly the rearrangement of the remaining electrons is crucial to obtain a more accurate picture of the ionic subsystem.

### 3.3 My Developments

### 3.3.1 XCID

In this section, I discuss in more detail XCID, a configuration-interaction dynamics package I have developed. It is based on the TDCIS model described in Sec. 3.2.2 and in more detail in Chap. 5.1/Ref. [213]. The first version was written by Loren Greenman with support from Phay Ho and myself. The current program uses the main logic of the first version. It is, however, a new program written in FORTRAN 95. It is written in a modular structure such that extensions can be easily incorporated. The efficiency has also been greatly improved by disentangling computational tasks, making use of reoccurring objects, and exploiting physical symmetries in the Hamiltonian. The current XCID package separates into four main subprograms:

- Calculating the Hartree-Fock orbitals,
- Generating all matrix elements in the HF-orbital representation,
- Propagating the TDCIS wavefunction in time,
- Post-processing of the data produced during the propagation.

A wikipage provides users with information about the structure and the usage of XCID. All parameters and how they can be specified are explained.
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## Efficiency

An unwanted but unavoidable side effect of a more general (and complex) theoretical model is the increase in computational demand. Therefore, it is important to exploit as many symmetries as possible. Since there are no spin-dependent terms in the Hamiltonian, spinup and spin-down electrons behave exactly the same and the spin-singlet character ( $S=0$ ) of the closed-shell HF ground state is preserved. Using only spin-singlet configurations results in a reduction by a factor of 2 of the number of configurations needed. Another not so general symmetry arises with the usage of linearly polarized light. The overall angular momentum $L$ of the ground state of a closed-shell system is $L=0$ and, therefore also the projection along the polarization direction, i.e., $M=0$. For $1 \mathrm{p}-1 \mathrm{~h}$ configurations, $\Phi_{i}^{a}$, it means the magnetic quantum numbers of the active electron and the hole orbital are the same, i.e., $m_{a}=m_{i}$. Since the $M=0$ character cannot be changed by linearly polarized light, there exists a symmetry between the coefficients $\alpha_{i}^{a}(t)$ with $m_{a}=m_{i}>0$ and $m_{a}=m_{i}<0$; to be more precise, they are the same. After transforming the configurations into symmetry-adapted configuration classes, one finds that only even parity configurations get populated, reducing the number of needed configurations by another factor of 2 (for details see Eqs. (4)-(5) in Chap. 5.4/Ref. [158]).

When spin-orbit effects are included, the spin $\hat{s}$ and the orbital angular momentum $\hat{\mathbf{l}}$ are not decoupled. Now, the total angular momentum $\hat{\mathbf{j}}=\hat{\mathbf{l}}+\hat{\mathbf{s}}$ has to be considered. Similarly, the spin and the $m$ symmetry, which have been discussed above, are not independent of each other anymore. The symmetry that remains of spin-orbit interactions is a new $m$ symmetry but with respect to $m_{j}$ (the projection of the total angular momentum) rather than to $m_{l}$ (the projection of the orbital angular momentum). Since the spin and $m_{l}$ symmetries are tied together, only one factor of 2 is saved, making the configuration space twice as large as before. A detailed description of the new $m_{j}$ symmetry-adapted configuration classes and the resulting new matrix elements are given in Sec. II.B-II.C of Chap. 5.5/Ref. [214].

The terms $v_{\text {pqrs }}:=\left\langle\varphi_{p}, \varphi_{q}\right| 1 / \hat{\mathbf{r}}_{12}\left|\varphi_{r}, \varphi_{s}\right\rangle$ need to be evaluated for specific orbital combinations in order to calculate the residual Coulomb interaction, $\hat{H}_{1}$. Making use of the decomposition of angular and radial part of the orbitals $\varphi_{p}$, a multipole expansion of $1 / \hat{\mathbf{r}}_{12}$ has to performed leading to an infinite sum. The integrals over the angular degrees of freedom can be performed analytically. The ordering of the 2 radial integrals affects the efficiency of the calculations. The radial integral with the smaller number of orbital combinations should always be preformed first. For instance, if the number of combinations for $\varphi_{p}^{*}\left(\mathbf{x}_{1}\right) \varphi_{r}\left(\mathbf{x}_{1}\right)$ is smaller than for $\varphi_{q}^{*}\left(\mathbf{x}_{2}\right) \varphi_{s}\left(\mathbf{x}_{2}\right)$, the radial integral of the coordinate $\mathbf{x}_{1}$ should be performed first.

The entire radial grid, which extends to $100 a_{0}$ or more, is not needed to determine the occupied orbitals during the HF routine. Especially, large radii can be ignored for determining the occupied HF orbitals. In contrast, virtual states with large angular momenta experience a large repulsive potential, $l(l+1) / r^{2}$. Hence, these orbitals are basically zero near the origin. I have found that ignoring small distances for high angular momenta
increases the stability in the diagonalization of the Fock operator, $\hat{H}_{0}$. This eliminates the highest energy eigenstates; however, they are ignored in the time propagation anyway.

## New Features

I have also extended the XCID package and included new features. The spin-orbit splitting in the occupied orbitals is fully implemented for the full TDCIS Hamiltonian including the residual Coulomb interaction $\hat{H}_{1}$. Several propagation methods are available ranging from the $2^{\text {nd }}$-order time-differencing method to the forward Euler method and the modified Euler method (or midpoint method), to the Runge-Kutta-4 method [222, 223]. XcID can read the pulse shape from a file. In this way, any kind of pulse shapes can be used (e.g., experimentally measured pulses). The interface which reads the system parameters has been written in a user-friendly way. Parameters can be read in two ways: (1) a formatted input file using the FORTRAN-specific namelist feature or (2) via self-defined flag options ideal for command-line executions (e.g., shell scripts).

### 3.4 Applications

In this section, I discuss mainly three projects I have completed in the areas of strong-field and attosecond physics. All of them have been performed with the XCID package, which is based on the TDCIS approach described in Sec. 3.2.2 and Chap. 5.1/Ref. [213]. All projects focus on many-body and correlation effects that go beyond an independent particle picture. Already in a fundamental process like photoionization these effects are present. In Sec. 3.4.1, I present my studies on attosecond photoionization. There, a surprising phenomenon has been found in the parent ion resulting from interchannel coupling effects. The single-active-electron model is tested in Sec. 3.4.2, where I investigate the influence of multi-orbitals and multipole effects in terms of the HHG spectrum of argon. The state of the multi-level ion is uniquely defined by the ion density matrix (IDM). The IDM is experimentally accessible with transient absorption spectroscopy as discussed in Sec. 3.1.6. Even field-induced dynamics on a sub-cycle time scale can be studied with overlapping pump and probe pulses. In Sec. 3.4.3, I demonstrate this possibility on atomic krypton exposed to an intense NIR pulse.

### 3.4.1 Decoherence in Attosecond Photoionization

Correlation effects can appear in the most fundamental processes like photoionization. In my publication [215] "Decoherence in Attosecond Photoionization" (presented in Chap. 5.2) I investigate to which degree a coherent hole wavepacket can be initiated in the ion and how correlations between the photoelectron and the ion may affect the ionic state.


Figure 3.18: The dynamical behavior of the degree of coherence $g_{I, J}(t)$ between the ionic states $I=4 d_{0}^{-1}$ and $J=5 s^{-1}$ is shown for different pulse durations. The mean photon energy is kept fixed at 136 eV . The final degree of coherence at 1 fs after the pulse is projected onto a 2D graph shown on the right. The figure is taken from Ref. [215]. Copyright © 2011 American Physical Society (APS).

Ionization is not an instantaneous process and the photoelectron needs a finite amount of time to separate from the ion. During this finite time window, the electron is still close to the ion and via electron-electron interactions, the photoelectron can change the ionic state. Such an interaction entangles the electronic wavefunction with the ionic wavefunction. This ionization process can be also viewed in a system+bath picture, where the parent ion is the system and the ionized electron is the bath [218]. Note that the bath is in this case the smaller subsystem (contrary to common system-bath scenarios in chemistry where the bath is the chemical environment). It is well-known from system-bath models that the interaction between the two subsystems influences, or more precisely reduces, the coherent properties within each subsystem. Exactly the same is true for photoionization.

From a theoretical point of view, two common approximations have to be abandoned to be able to describe an entanglement between ion and photoelectron. First, the sudden approximation cannot be made, which assumes that the ionized electron is instantaneously removed from the ion and no interaction between the ionized electron and the ion is possible. Second, the remaining $N-1$ electrons in the ion cannot be assumed to be spectators which are frozen during the ionization process. The ion has to be described as a multi-level system such that the state of the ion is able to change due to the residual Coulomb interaction
with the photoelectron. The TDCIS approach is, here, ideal to describe these correlation dynamics. In photoionization, this change in the ionic state is known as interchannel coupling (see Sec. 3.1.2 for a detailed discussion). If the interaction with the photoelectron does not change the ionic state, the entanglement between the electron and the ion is strongly reduced and the coherence in the ionic subsystem is preserved.

Atomic xenon is chosen to demonstrate the importance of interchannel coupling effects in ultrafast photoionization. Here, the principal idea is to create a dynamical hole wavepacket in singly ionized xenon. The energetically most favorable option (ignoring spinorbit splitting) for creating a coherent hole state via one-photon ionization with linearly polarized light is through a superposition of the ionic states $4 d_{0}^{-1}$ and $5 \mathrm{~s}^{-1}$, where $4 d_{0}$ and $5 s$ refer to the occupied orbitals the ionized electron originates from. The finale state of the photoelectron must be the same to be able to create a coherent hole wavepacket in the ion. This is necessary, since it must be impossible to tell from which orbital the electron came. Since linearly polarized light is used, the angular momentum projections $m_{l}$ of both occupied orbitals must be the same. The angular momentum $l$ of both orbitals must be the same or differ by 2 , since photoionization always changes $l$ of the electron by 1 .

The final energy of the photoelectron must also be indistinguishable for the two channels. This is only possible when the spectral bandwidth of the pulse is larger than the energy difference between both ionic states. In xenon, the energy difference between the ionic states $4 d_{0}^{-1}$ and $5 s^{-1}$ is $\approx 50 \mathrm{eV}$. For a Fourier-limited Gaussian pulse that means a full-width-half-maximum (FWHM) duration of $\approx 36$ as. To classify the entanglement between the parent ion and the photoelectron, the lack of coherence (i.e., decoherence) in the ionic subsystem is investigated. The degree of coherence $g_{I, J}(t)$ between the two ionic states $I$ and $J$ is given by

$$
\begin{equation*}
g_{I, J}(t)=\frac{\left|\rho_{I, J}^{\mathrm{IDM}}(t)\right|}{\sqrt{\rho_{I, I}^{\mathrm{IDM}}(t) \rho_{J, J}^{\mathrm{IDM}}(t)}}, \tag{3.36}
\end{equation*}
$$

where $g_{I, J}=1$ stands for perfect coherence and $g_{I, J}=0$ stands for a perfectly incoherent system. In Fig. 3.18, the degree of coherence between the ionic states $4 d_{0}^{-1}$ and $5 s^{-1}$ is shown as a function of time for different pulse durations. The mean photon energy is kept constant at 136 eV , well above the ionization potential of the $4 d_{0}$ and $5 s$ orbital $(75 \mathrm{eV}$ and 25 eV , respectively).

There are several interesting aspects encoded in Fig. 3.18. First, the initial $(t=0)$ and the final $(t=1 \mathrm{fs})$ degrees of coherence decrease for long pulse durations. This drop is well understood and is directly related to how well the spectral bandwidth of the pulse can cover the energy difference between $4 d_{0}^{-1}$ and $5 s^{-1}$. For longer pulses, the spectral bandwidth decreases such that it becomes possible to determine energetically from which orbital the photoelectron came.

Second, the initial degree of coherence at $t=0$ increases monotonically with shorter pulses. When the spectral bandwidth becomes larger than the energy difference between
the ionic states, $g_{I, J}(0)$ approaches perfect coherence. Third, interchannel coupling destroys this initial coherence by entangling the photoelectron with the ion. When interchannel interactions are switched off, the high initial degree of coherence is preserved for later times (see Fig. 4 in Chap. 5.2/Ref. [215]). For very short pulses in particular, the ionization dynamics of the electron becomes strongly entangled with the ion. Consequently, the ionic coherence starts to drop directly after the pulse. The oscillations in $g_{I, J}(t)$ also indicate that there exists a strong, dynamic interaction between the ion and the photoelectron.

The reason why interchannel coupling increases in importance for ultrashort pulses lies in the nature of the broad spectrum. Even though the mean photon energy is sufficiently large, there exist many energetically lower photons in the broad spectrum, which result in a photoelectron with almost no kinetic energy. Thes low energy part of the photoelectron does strongly interact with the parent ion and leads to an enhanced entanglement. Our studies on the degree of coherence as a function of the mean photon energy with a fixed spectral bandwidth (see Fig. 3 in Chap. 5.2/Ref. [215]) confirm that the enhanced entanglement is due to the low rather than the high energy part of the photoelectron.

The lesson learned from this study is that the required spectral bandwidth needed to create a coherent superposition is not sufficient to ensure that the hole wavepacket in the ion is coherent. Besides the interest in understanding fundamental processes, the question whether or not it is possible to create a coherent hole wavepacket in an ion via photoionization is of wider interest.

In molecular systems, where the valence-shells are highly delocalized, the hole dynamics can be quite complex [224, 225]. Creating a coherent hole wavepacket is important for the subsequent dynamics. Without coherences (between the exact ionic eigenstates) no hole motion can exists. It has been shown that higher order correlation effects within the ion can also be a driver of hole dynamics [226]. Transient absorption spectroscopy is an ideal tool to study these hole motions. In combination with UV and even more so with x-ray light, it is possible to probe local, site-specific consequences of the delocalized electronic motion in molecules [227, 228].

### 3.4.2 Multiorbital and Multipole Effects in the HHG Spectrum of Argon

Multiorbital effects and particularly interchannel effects are well known in photoionization (cf. Sec. 3.1.2). They lead to strong modification in the partial cross sections of valence and inner-shell orbitals. The coherent properties of the ion are also influenced by interchannel interactions as discussed in Sec. 3.4.1. In the tunnel ionization regime, it has been shown that the electron can come from multiple orbitals [136, 186]. Tunnel ionization and recombination are the first and the last step of HHG, respectively. Therefore, it is quite natural to ask to which extent multiorbital effects have to be considered in HHG, where they are normally neglected (cf. Sec. 3.1.4).


Figure 3.19: (a) The HHG spectrum $S(\omega)$ and the ground state depopulation $1-\rho_{0}$ of Ar are shown for different combinations of active occupied orbitals and approximations of the residual Coulomb interaction. Different sets of active occupied orbitals are compared for the full and the symmetrized version of $\hat{H}_{1}$. (b) The ratio of the hole populations $3 p_{0}^{-1}$ and $3 p_{-1}^{-1}+3 p_{1}^{-1}$ is shown as a function of time. These figures are taken from Ref. [158]. Copyright © 2012 American Physical Society (APS).

In molecular systems, multi-orbital contributions to the HHG spectrum have been observed as a function of alignment angle [146]. In atomic systems, multiorbital effects are generally less important due to the higher orbital symmetries and the larger energy splittings between them. However, this does not mean they are absolutely absent, and the larger the atom the more prominent are multiorbital effects. For example, the HHG spectrum of xenon can only be understood when interchannel interactions between the $4 d$ and $5 p$ orbitals are taken into consideration (see Fig. 3.13).

In my publication [158] "Impact of Multichannel and Multipole Effects on the Cooper Minimum in the High-Order-Harmonic Spectrum of Argon" presented in Chap. 5.4, I investigate multiorbital as well as multipole effects in the HHG spectrum of argon. Argon is an ideal atom, since, with 18 electrons, it is not one of the lightest noble gas atoms ${ }^{7}$. Additionally, in the photoionization cross section and also in the HHG spectrum of argon there exists a special feature called the Cooper minimum, which can be used as a marker to help quantify differences between models. Note that the existence of the Cooper minimum is not a result of multiorbital effects but its position and shape are. Multipole effects are normally ignored in atoms, where the effective potential of the active electron is modeled as spherically symmetric [see Eq. (3.27)]. Since the electron gets mainly ionized out of the $m=0$ orbital, the remaining ion is predominantly in the $P_{m=0}$ state. Consequently, the resulting Coulomb potential of the ion has, at short range, a quadrupolar rather than a

[^12]spherically symmetric character. To simulate a spherically symmetric potential, the residual Coulomb interaction $H_{1}$ is averaged over all orbital magnetic quantum numbers (for details see Chap. 5.4/Ref. [158]). The spherical averaging has the additional consequence that interchannel interactions drop out of the spherically symmetrized $\hat{H}_{1}$. Hence, the symmetrized $\hat{H}_{1}$ includes only intrachannel interactions.

Both multiorbital and multipole effects are investigated separately. First, multi-orbital effects are studied by allowing ionization out of $3 s$ and all $3 p$ orbitals, out of all $3 p$ only, or out of $3 p_{0}$ only. Second, multipole effects are studied by using interchannel and intrachannel interactions, only intrachannel interactions, and the spherically symmetric intrachannel version of $\hat{H}_{1}$. In Fig. 3.19a, the HHG spectrum and the ground state depopulation are compared for a single-orbital ( $3 p_{0}$ ) and a multiorbital ( $3 s$ and all $3 p$ ) model of argon. When the symmetrized residual Coulomb interaction is used, the differences in the HHG are very small indicating that the $3 p_{0}$ orbital is the dominant contributer to the HHG spectrum. When interchannel interactions are included in the calculations, the HHG spectrum becomes sensitive to whether or not the orbitals $3 p_{ \pm 1}$ are considered. The influence of $3 s$ is minimal and can be ignored. The direct contributions of $3 p_{ \pm 1}$ are negligible but their indirect influence on $3 p_{0}$ is not. In the energy region of $30-50 \mathrm{eV}$, the HHG spectrum is enhanced by interchannel interactions by up to one order of magnitude.

In Fig. 3.19b, the population ratio between the orbitals $3 p_{ \pm 1}$ and $3 p_{0}$ is shown as a function of time during NIR driving field, which is centered around $t=0$ and has a FWHMwidth of 10 fs . Interestingly, the ratio decreases monotonically (up to the oscillations synchronized with the electric field). The low final ratio illustrates that mainly $3 p_{0}$ gets ionized. Small final hole populations in $3 p_{ \pm 1}$, which are often used as an argument to ignore these channels, are not as small during the pulse (relative to the $3 p_{0}$ population) as shown in Fig. 3.19b. Taking additionally interchannel coupling effects into account shows that the population-based argumentation of excluding the $n p_{ \pm 1}$ orbitals is not universally valid and has to be used with caution. Also in atomic xenon, it is due to the interchannel effects that the $4 d$ orbitals cannot be neglected even though they are deeply bound and the direct contributions of $4 d$ are negligible.

### 3.4.3 Attosecond Transient Absorption Spectroscopy for Overlapping Pump and Probe Pulses

In Sec. 3.1.6, the basic ideas of attosecond transient absorption spectroscopy (ATAS) have been discussed. ATAS is an ideal probe for studying the electronic dynamics in the parent ion. The high time resolution accompanying ATAS makes it possible to study ultrafast electronic motion on a subfemtosecond time scale. Since an optical cycle of 800 nm (NIR) is 2.6 fs long, subcycle ionization dynamics can be studied as demonstrated in Chap. 5.3/Ref. [136] with atomic krypton. The final degree of coherence of $g=0.85 \pm 0.05$ that has been experimentally achieved agrees with the TDCIS predictions of $g=0.82$ after


Figure 3.20: Attosecond transient absorption spectrum of krypton during tunnel ionization is shown as a function of photon energy $\omega$ and pump-probe delay $\tau$. The figure is taken from Ref. [214]. Copyright © 2012 American Physical Society (APS).
taking into account propagation effects, which increase the degree of coherence measured at the detector by up to $14 \%$ ( $g=0.72$ before propagation effects). To study theoretically the coherence between the ionic states $\left[4 p_{1 / 2}^{ \pm 1 / 2}\right]^{-1}$ and $\left[4 p_{3 / 2}^{ \pm 1 / 2}\right]^{-1}$, the XCID package was extended to include spin-orbit effects in the occupied orbitals ${ }^{8}$. The residual Coulomb interaction, $\hat{H}_{1}$, has also been included to account for coherence losses due to interchannel effects.

For well separated and non-overlapping pump and probe pulses, the three transient absorption lines in $\mathrm{Kr}^{+}$corresponding to the transitions $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{5 / 2}^{m}\right]^{-1},\left[4 p_{1 / 2}^{m}\right]^{-1} \rightarrow$ $\left[3 d_{3 / 2}^{m}\right]^{-1}$, and $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{3 / 2}^{m}\right]^{-1}$ (see Fig. 3.20) contain all information about the tunnelionized $\mathrm{Kr}^{+}$ion with a hole in the $4 p_{j}$ orbital manifold. As theoretically [190] and experimentally [186] shown, this information can be used to reconstruct the full ion density matrix (IDM). Establishing a direct mapping between the transient absorption spectrum and the instantaneous IDM requires that the ionized electron does not influence the ion during and after the probe step. This condition does not hold anymore when the pump step (i.e., tunnel ionization) is probed, since the ionized electron as well as the pump field itself influence the ion state. Therefore, it is not clear to which extent the instantaneous IDM can be probed during the ionization process.

Additionally, strong modification of the transient absorption spectrum has been observed during tunnel ionization (see Fig. 3.20) indicating that the krypton ion cannot be

[^13]treated as isolated and field-free. Both aspects arising with probing the tunnel ionization process are addressed in my manuscript [214] "Theory of Attosecond Transient Absorption Spectroscopy of Krypton for Overlapping Pump and Probe Pulses" presented in Chap. 5.5.

The comparison between the hole populations obtained from a calculated transient absorption spectrum and the corresponding instantaneous hole populations revealed that the obtained hole populations match quite well with the instantaneous ones. A delay in the extracted hole motion of up to 200 as was found (see Fig. 5 in Ref. [214]/Chap. 5.5).

Beside the question of population dynamics, a new phenomenon has been identified during the ionization process. The transition lines do not just rise in strength as the hole populations do. They also show strong deformations in their shape as shown in Fig. 3.20. Before trying to understand where these deformations come from it is important to understand the basic mechanism behind the transient absorption spectrum.

The reduction in transmitted photons can also be described in a semi-classical picture, where the electric field is not quantized and treated as a classical field. In classical electrodynamics, the Larmor formula describes the generation of radiation due to the acceleration of charged particles [21]. Quantum mechanically, the electron motion is captured in the dipole moment $\langle\hat{z}\rangle(t)$. The generated and the absorbed radiation of an ion is, therefore, determined by the dynamics of the ionic dipole moment $\langle\hat{z}\rangle_{\text {ion }}(t)$. A field-independent photoionization cross section $\sigma(\omega)$ (see Sec. 3.1.2) reads in terms of the ionic dipole moment

$$
\begin{equation*}
\sigma(\omega)=4 \pi \alpha \omega \operatorname{Im}\left[\frac{\langle\hat{z}\rangle_{\text {ion }}(\omega)}{E(\omega)}\right], \tag{3.37}
\end{equation*}
$$

where $\omega$ is the photon energy and $E(\omega)$ is the spectrum of the incident electric field.
In the case of absorption, the ionic dipole, $\langle\hat{z}\rangle_{\text {ion }}(t) \propto \sin \left(\omega_{0} t\right)$, oscillates $180^{\circ}$ out of phase with respect to $E(t)$ such that the spectral strength $E\left(\omega_{0}\right)$ gets reduced for the specific oscillation frequency $\omega_{0}$. If the dipole oscillates in phase, the electric field gets enhanced leading to an emitting behavior. The energetically lowest absorption line $\left[4 p_{3 / 2}^{m}\right]^{-1} \rightarrow\left[3 d_{5 / 2}^{m}\right]^{-1}$ in Fig. 3.20 shows a purely absorbing (Lorentzian) behavior when pump and probe pulses do not overlap ${ }^{9}$. The widths of the transition lines are determined by the lifetime of the $3 d^{-1}$ ionic states and the detector resolution.

When the phase shift $\phi$ in the oscillating ionic dipole $\left[\langle\hat{z}\rangle(t) \propto \sin \left(\omega_{0} t+\phi\right)\right]$ is not a multiple of $\pi$, the transition line shapes are not Lorentzian anymore (see Fig. 3.21a for $\tau=0$ ). Figure 3.21a shows cuts of the transient absorption spectrum of Fig. 3.20 for the pump-probe delays $\tau=0,2.4 \mathrm{fs}$. At $\tau=0 \mathrm{fs}$, the NIR field peaks and all three transition lines are strongly deformed. The ionic phase shifts $\phi(\tau)$ are shown in Fig. 3.21b for the energetically smallest and largest transition lines. They are obtained from the TDCIS results by fitting Eq. (3.37) with $\langle\hat{z}\rangle_{\text {ion }}(t)=z_{0} \sin (\omega t+\phi)$ for each pump-probe
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Figure 3.21: (a) The calculated atomic cross sections (red solid line), the measured cross sections (green dashed line), and the fit obtained from a simplified oscillating dipole model (yellow dotted line) are shown for the pump-probe delays $\tau=0 \mathrm{fs}$ and $\tau=2.4 \mathrm{fs}$, respectively. (b) Ionic dipole phase $\phi(\tau)$ obtained from the fits for the transition lines $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ (red solid line) and $4 p_{3 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}$ (green dashed line) are shown. The figures are taken from Ref. [214]. Copyright © 2012 American Physical Society (APS).
delay. The increasing phase shift in the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}$ transition for large $\tau$ is due to the coherent superposition of the ionic states $4 p_{3 / 2}^{-1}$ and $4 p_{1 / 2}^{-1}$ (see Sec. 3.1.6). There are three mechanisms that could contribute to $\phi$ :

- the quadratic Stark shift of the ionic energy levels due to the high electric field strength of the ionizing pulse,
- the residual Coulomb interaction between the ion and the electron,
- field-driven coupling between the freed electron and the parent ion via the neutral ground state $\Phi_{0}$.

I found that the influence of the residual Coulomb interaction on $\phi$ is negligibly small. The ionic Stark shift is quite large for each ionic state. However, what matters are the differences in the energy shifts between the ionic states such that the transition energy gets modified. Even though the absolute energy shifts could be as large as 1 eV , the relative energy differences do not change by more than 100 meV , which leads to a maximum phase shift of $\approx \frac{\pi}{10}$. The phase shift shown in Fig. 3.21b is, however, much larger such that the only possible mechanism is the field-driven dressing of the neutral ground state. The large phase shifts disappear when the field-driven coupling to the neutral ground state is immediately switched off after the ion has been probed (see Fig. 9 in Chap. 5.5/Ref. [214]). Interestingly, the electric field cannot directly couple the ion with the ionized electron. Only via the neutral ground state (i.e., $\left\langle\Phi_{0}\right| \hat{z}\left|\Phi_{i}^{a}\right\rangle$ ) is it possible to create a field-driven correlation interaction the ionic and electronic subsystems.

This study has shown that attosecond transient absorption spectroscopy is a versatile technique to investigate ultrafast electronic motion. It can be used to probe the electronic state of the ionic subsystem, and at the same time it is sensitive to interactions of the ionic subsystem with the environment.
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## I. INTRODUCTION

X-ray diffraction is a powerful method for investigating structures of molecules. X-ray crystallography has become the standard tool for identifying the structure of large molecules and proteins [1-3]. Recent developments in x-ray sources have opened new opportunities [4-13] for imaging membrane proteins and other macromolecules that cannot be crystallized [14]. One possibility is single-molecule imaging, where one molecule at a time is probed by an intense x-ray pulse [7-11], which subjects the molecule to severe damage [8,15]. A series of diffraction patterns has to be collected and classified according to the molecular orientation to get full structural information from randomly oriented molecules [9]. New iterative phase-retrieval algorithms for noncrystalline specimens have been developed to invert the diffraction data [9-12,16-18].

Alternative approaches with laser-aligned molecules have been proposed, where an ensemble of molecules, rather than a single molecule, is exposed to x-ray pulses [4,5]. In this approach the radiation dose for each molecule is strongly reduced and stays well below the critical value for damage [4]. Three-dimensional information on the single-molecule structure can be gained from a well-aligned ensemble by capturing many two-dimensional diffraction patterns. The ability to accumulate the signal over a large number of x-ray pulses reduces the radiation dose further. Notice that alignment, rather than orientation, of the molecules is expected to be sufficient for the reconstruction of the molecular structure $[16,19]$. Nevertheless, various methods have been proposed to orient molecules [20,21] by the linear Stark effect [22], the AC Stark effect [23], or two-color fields [24].

Much theoretical and experimental research has been done on laser-induced alignment [25-71]. With nonresonant laser frequencies, an induced dipole moment can be created

[^15]that couples back to the laser electric field and forces the molecule to be aligned. Earlier work has focused on one-dimensional alignment of the most polarizable axis by using linearly polarized light [25-56]. The demonstration of three-dimensional alignment [57-63], which requires an asymmetric-top molecule and an elliptically polarized pulse (or two linearly polarized pulses) opens the door for probing the three-dimensional structure. The Coulomb explosion technique has been exploited to detect three-dimensional alignment [58,60], where rotational temperatures down to 1 K have been accomplished [72].

Depending on the duration of the laser pulse, $\tau_{L}$, relative to the rotational period of the molecule, $\tau_{\text {rot }}$, the alignment dynamics can be classified into three distinct regimes. In the limits of adiabatic ( $\tau_{L} \gg \tau_{\text {rot }}$ ) and impulsive ( $\tau_{L} \ll \tau_{\text {rot }}$ ) alignment, the dynamics can be described analytically $[32,33]$. Impulsive alignment reveals the quantum mechanical nature of this process by showing alignment revivals after the laser pulse is over [34-41]. In the adiabatic limit, the alignment dynamics follow the laser pulse shape [55]. No analytic solution exists in the intermediate regime ( $\tau_{L} \approx \tau_{\text {rot }}$ ), and the time propagation of the molecular ensemble in the presence of the laser pulse has to be performed numerically $[33,61]$. Especially the quantum mechanical description of three-dimensional alignment [57,59,63] has proved to be numerically expensive [61].

A general theory of x-ray diffraction from laser-aligned symmetric-top molecules was developed in Ref. [52]. Applications to adiabatically aligned molecules may be found in Refs. [52,53]. Reference [40] describes calculations on x-ray scattering from impulsively aligned molecules, exploiting the alignment revivals for probing field-free molecular structure. It has been shown that, for a symmetric-top molecule containing a single heavy scatterer, a holographic algorithm can successfully reconstruct the molecular structure from an x-ray scattering pattern [53].

In this article, we discuss x-ray scattering from an ensemble of rigid, asymmetric-top molecules aligned threedimensionally by elliptically polarized light at finite rotational
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temperature. We point out the symmetries in the quantum mechanical theory of three-dimensionally aligned molecules that can be used to significantly reduce the numerical time propagation. We restrict our analysis to electronic and vibrational ground-state configurations and neglect deformations. Our approach allows us to investigate x-ray diffraction from molecules in all three alignment regimes (adiabatic, impulsive, and intermediate). In order to probe molecular structure of gas-phase molecules by x-ray scattering, the degree of alignment must be rather high for sufficient resolution. This favors the adiabatic alignment approach [43] with lowtemperature molecules $[25,55]$. In Sec. II, we present the theory and inherent symmetries of the Hamiltonian underlying x-ray diffraction from laser-aligned molecules. Section III focuses on the numerical implementation and computational efficiency, and basic ideas are presented of the phaseretrieval algorithm that is used for structure reconstruction. In Sec. IV, the three-dimensional alignment dynamics and their impact on the reconstruction are demonstrated using the example of the organic molecule naphthalene. We conclude with a discussion of the feasibility and limitations of x-ray diffraction from laser-aligned gas-phase molecules. Atomic units [73] are employed throughout, unless otherwise noted.

## II. THEORY

The Hamiltonian for x -ray diffraction from laser-aligned molecules is [52]

$$
\begin{equation*}
\hat{H}_{\mathrm{tot}}=\hat{H}_{\mathrm{rot}}+\hat{H}_{\mathrm{XEM}}+\hat{H}_{\mathrm{L}}(t)+\hat{H}_{\mathrm{X}} \tag{1}
\end{equation*}
$$

where $\hat{H}_{\text {rot }}$ describes the field-free rotational motion of a molecule, $\hat{H}_{\text {XEM }}$ is the Hamiltonian of the free quantized x-ray fields, and $\hat{H}_{\mathrm{L}}(t)$ and $\hat{H}_{\mathrm{X}}$ describe the interactions of a molecule with the laser and x-ray field, respectively. The electronic and vibrational states of the molecule are omitted, since we assume that the molecule remains in its electronic and vibrational ground state throughout our discussion. The x-ray field and its interaction with the molecule is described in a quantized manner. The laser field is formulated as a classical field. The eigenstates of the noninteracting system, i.e., $\hat{H}_{0}=\hat{H}_{\text {rot }}+\hat{H}_{\text {XEM }}$, are

$$
\begin{equation*}
|J \tau M ;\{n\}\rangle=|J \tau M\rangle \otimes|\{n\}\rangle, \tag{2}
\end{equation*}
$$

with

$$
\begin{align*}
& \hat{H}_{\mathrm{XEM}}\left|\left\{n_{i}\right\}\right\rangle=E_{\left\{n_{i}\right\}}^{X}\left|\left\{n_{i}\right\}\right\rangle  \tag{3a}\\
& \hat{H}_{\mathrm{rot}}|J \tau M\rangle=E_{J \tau}^{\mathrm{rot}}|J \tau M\rangle \tag{3b}
\end{align*}
$$

where $|J \tau M\rangle$ are the rotational eigenstates of an asymmetrictop molecule $[57,74]$ and $|\{n\}\rangle$ are the x-ray Fock states [52]. The density matrix of the whole system is

$$
\begin{equation*}
\hat{\rho}_{\mathrm{tot}}=\sum_{J \tau M} \sum_{\left\{n_{1}\right\},\left\{n_{2}\right\}} \rho_{\left\{n_{1}\right\},\left\{n_{2}\right\}}^{X} w_{J \tau}\left|\Psi_{J \tau M ;\left\{n_{1}\right\}}(t)\right\rangle\left\langle\Psi_{J \tau M ;\left\{n_{2}\right\}}(t)\right|, \tag{4}
\end{equation*}
$$

where the gas-phase molecules $[75,76]$ are described by a canonical ensemble [77-79], $w_{J \tau}$ is the statistical weight, and $\rho_{\left\{n_{1}\right\},\left\{n_{2}\right\}}^{X}$ denotes the initial distribution of all the occupied field modes [80,81].

With including both interactions, $\hat{H}_{\mathrm{L}}(t)$ and $\hat{H}_{\mathrm{X}}$, the states of Eq. (2) are no longer eigenstates of the system. However, each state $\left|\Psi_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}(t)\right\rangle$ can be written as

$$
\begin{equation*}
\left|\Psi_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}(t)\right\rangle=\sum_{J_{1} \tau_{1} M_{1},\left\{n_{1}\right\}}[C(t)]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}}\left|J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}\right\rangle, \tag{5}
\end{equation*}
$$

where the expansion coefficients $[C(t)]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}}$ statisfy the initial condition

$$
\begin{equation*}
[C(-\infty)]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}}=\delta_{J_{0} J_{1}} \delta_{\tau_{0} \tau_{1}} \delta_{M_{0} M_{1}} \delta_{\left\{n_{0}\right\},\left\{n_{1}\right\}} \tag{6}
\end{equation*}
$$

The equation of motion for the expansion coefficients in the interaction picture (subscript I) reads

$$
\begin{align*}
i \frac{d}{d t} & {\left[C_{I}(t)\right]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}} } \\
= & \sum_{J_{2} \tau_{2} M_{2},\left\{n_{2}\right\}}\left\langle J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}\right| \hat{H}_{L}(t)+\hat{H}_{X}\left|J_{2} \tau_{2} M_{2} ;\left\{n_{2}\right\}\right\rangle \\
& \times e^{i\left(E_{J_{1} \tau_{1}}^{\mathrm{rot}}-E_{J_{2} \tau_{2}}^{\mathrm{rot}}+E_{\left\{n_{1}\right\}}^{X}-E_{\left\{n_{2}\right\rangle}^{X}\right) t}\left[C_{I}(t)\right]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{2} \tau_{2} M_{2} ;\left\{n_{2}\right\}} . \tag{7}
\end{align*}
$$

In the following, we assume we found $\left[C_{L, I}(t)\right]_{J_{0} \tau_{0} M_{0}}^{J_{1} \tau_{1} M_{1}}$, the solution for the laser-only problem, i.e., $\hat{H}_{\text {rot }}+\hat{H}_{\mathrm{L}}(t)$. Note that in the laser-only Hamiltonian no x-ray field is involved and we will drop the x-ray field indices in its solution.

The interaction between the laser-aligned molecules and the x-ray field is taken into account by first-order perturbation theory. The solution of Eq. (7) becomes

$$
\begin{align*}
{\left[C_{I}(t)\right]_{J_{0} \tau_{0} M_{0} ;\left\{n_{0}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}}=} & -i \sum_{{ }_{J_{2} \tau_{2} \tau_{2} M_{2}, J_{3} \tau_{3} M_{3}}^{J_{4} \tau_{4} M_{4}}}\left[C_{L, I}(t)\right]_{J_{4} \tau_{4} M_{4}}^{J_{1} \tau_{1} M_{1}} \int_{-\infty}^{t} d t^{\prime} e^{i\left(E_{J_{3} \tau_{3}}^{\mathrm{rot}}-E_{J_{2} \tau_{2}}^{\mathrm{rot}}+E_{\left\{n_{1}\right\}}^{X}-E_{\left\{n_{0}\right)}^{X}\right) t^{\prime}} \\
& \times\left[C_{L, I}^{-1}\left(t^{\prime}\right)\right]_{J_{3} \tau_{3} M_{3}}^{J_{4} \tau_{4} M_{4}}\left\langle J_{3} \tau_{3} M_{3} ;\left\{n_{1}\right\}\right| \hat{H}_{X}\left|J_{2} \tau_{2} M_{2} ;\left\{n_{0}\right\}\right\rangle\left[C_{L, I}\left(t^{\prime}\right)\right]_{J_{0} \tau_{0} M_{0}}^{J_{2} \tau_{2} M_{2}} \tag{8}
\end{align*}
$$

The expectation values of interest can be calculated by

$$
\begin{align*}
\mathcal{O}(t) & =\operatorname{Tr}\left[\hat{O} \hat{\rho}_{\mathrm{tot}}(t)\right] \\
& =\sum_{\substack{\left.J_{\tau} M, J_{1} \tau_{1} M_{1}, J^{\prime} \tau^{\prime} M^{\prime} \\
\{n\},\left\{n_{1},\right\} n^{\prime}\right\},\left\{n^{\prime \prime}\right\}}} w_{\substack{\prime \\
n^{\prime}}}^{X} \rho_{\substack{ \\
X}}^{\left.X n^{\prime \prime}\right\}} \tag{9}
\end{align*}\langle J \tau M ;\{n\}| \hat{O}\left|J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}\right\rangle e^{i\left(E_{J_{\tau}}^{\mathrm{rot}}-E_{J_{1} \tau_{1}}^{\mathrm{rot}}+E_{\{n\}}^{X}-E_{\left\{n_{1}\right)}^{X}\right) t}\left[C_{I}(t)\right]_{J^{\prime} \tau^{\prime} M^{\prime} ;\left\{n^{\prime}\right\}}^{J_{1} \tau_{1} M_{1} ;\left\{n_{1}\right\}}\left[C_{I}^{*}(t)\right]_{J^{\prime} \tau^{\prime} M^{\prime} ;\left\{n^{\prime \prime}\right\}}^{J \tau M ;\{n\}},
$$

from which the alignment signals (cf. Sec. IID) and the x-ray scattering probability (cf. Sec. IIE) can be derived. We followed here the strategy that is laid out in Ref. [52] for x-ray diffraction from symmetric-top molecules and adapt it to the asymmetric-top case. The structures of $\hat{H}_{X E M}$ and $\hat{H}_{X}$ are the same for symmetric-top and asymmetric-top molecules. The most dramatic changes for asymmetric-top molecules happen in the laser-only system. Therefore, we focus for the rest of our discussion just on the laser-only system.

In the following subsections the structure of the field-free Hamiltonian $\hat{H}_{\text {rot }}$ and the laser-molecule interaction matrix $\hat{H}_{L}(t)$ will be investigated. For this purpose it is convenient to stay in the Schrödinger picture. In Sec. II C we return to the equation of motion of the laser-only system and point out the symmetries of its solutions $\left[C_{L, I}(t)\right]_{J \tau M}^{J^{\prime} \tau^{\prime} M^{\prime}}$. The measure of three-dimensional alignment is described in Sec. II D. The theory section closes with exploiting the symmetries in the angular density distribution and the diffraction signal.

## A. Free asymmetric-top rotor

Assuming that structural deformation of the molecule may be neglected, we treat the molecules as rigid rotors. The corresponding field-free Hamiltonian reads [74]

$$
\begin{align*}
\hat{H}_{\mathrm{rot}} & =A \hat{J}_{a}^{2}+B \hat{J}_{b}^{2}+C \hat{J}_{c}^{2} \\
& =\frac{A+B}{2} \hat{J}^{2}+\frac{2 C-A-B}{2} \hat{J}_{0}^{2}+\frac{A-B}{2}\left[\hat{J}_{+1}^{2}+\hat{J}_{-1}^{2}\right], \tag{10}
\end{align*}
$$

where $A, B, C$ are the rotational constants associated with the principal axes of inertia; $\hat{J}_{a}, \hat{J}_{b}, \hat{J}_{c}$ are the Cartesian components of the angular-momentum operator in the molecular frame; and $\hat{J}_{ \pm 1}, \hat{J}_{0}$ are the spherical basis components. For symmetric-top $(A=B \neq C)$ and asymmetric-top ( $A \neq B \neq$ $C, A \neq C$ ) rotors, the angular momentum $J$ and its projection on the space-fixed $z$ axis, $M$, are conserved. The angularmomentum projection on the molecular $c$ axis, $K$, is conserved only for symmetric-top molecules. A new quantum number $\tau$, replacing $K$, must be introduced for asymmetric-top rotors diagonalizing the field-free Hamiltonian [cf. Eq. (3b)]. Note the rotational energies $E_{J \tau}^{\text {rot }}$ are independent of the quantum number $M$. Hence, each energy level $E_{J \tau}^{\text {rot }}$ is $(2 J+1)$-fold degenerate. It is possible to express the asymmetric-top eigenstates $|J \tau M\rangle$ as a superposition of the analytically known symmetric-top eigenstates $|J K M\rangle$ [57],

$$
\begin{align*}
|J \tau M\rangle & =\sum_{K} a_{K \tau}^{[J]}|J K M\rangle,  \tag{11}\\
\langle\phi, \theta, \chi \mid J K M\rangle & =\sqrt{\frac{2 J+1}{8 \pi^{2}}} D_{M, K}^{*[J]}(\phi, \theta, \chi), \tag{12}
\end{align*}
$$

where the coefficients $a_{K \tau}^{[J]}$ are real and $\phi, \theta, \chi$ are the three Euler angles connecting the space-fixed laser frame (L) with the principal axes of inertia in the molecular reference frame (M). $D_{M, K}^{*[J]}(\phi, \theta, \chi)$ is the complex conjugate of the Wigner $D$ matrix with angular momentum $J$. Unfortunately, it is not possible to find a general relation between the $\tau$ and $K$ classification [82].

There are two symmetries incorporated between the symmetric-top ( $K$ ) and asymmetric-top ( $\tau$ ) classification. The
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TABLE I. Rotational classes of asymmetric-top rotors.

| $E^{+}:$ | $\|J \tau M\rangle=\sum_{K \geqslant 0, K \text { even }} a_{K \tau}^{[J]}[\|J K M\rangle+\|J(-K) M\rangle]$ |
| :--- | :--- |
| $E^{-}:$ | $\|J \tau M\rangle=\sum_{K \geqslant 0, K \text { even }} a_{K \tau}^{[J]}[\|J K M\rangle-\|J(-K) M\rangle]$ |
| $O^{+}:$ | $\|J \tau M\rangle=\sum_{K \geqslant 0, K \text { odd }} a_{K \tau}^{[J]}[\|J K M\rangle+\|J(-K) M\rangle]$ |
| $O^{-}:$ | $\|J \tau M\rangle=\sum_{K \geqslant 0, K \text { odd }} a_{K \tau}^{[[J]}[\|J K M\rangle-\|J(-K) M\rangle]$ |

first symmetry decouples states with even $K$ from states with odd $K$, since $\hat{H}_{\text {rot }}$ is a linear combination of $\hat{J}_{ \pm 1}^{2}$ and $\hat{J}_{0}^{2}$ [Eq. (10)]. The state class with even $K$ is labeled $E$, the one with odd $K$ is labeled $O$. Asymmetric eigenstates inherit this separation and are superpositions of just even or odd $K$ states. The invariance of $\hat{H}_{\text {rot }}$ under the substitutions $M \rightarrow-M$ and $K \rightarrow-K$ leads to the second symmetry, the Wang symmetry [74,77], where asymmetric-top eigenstates decompose in symmetric and antisymmetric linear combinations,

$$
\begin{equation*}
|J \tau M\rangle=\sum_{K \geqslant 0} a_{K \tau}^{[J]}\left[|J K M\rangle+(-1)^{\tau}|J(-K) M\rangle\right], \tag{1}
\end{equation*}
$$

where $(-1)^{\tau}$ denotes the parity of $\tau$,

$$
(-1)^{\tau}= \begin{cases}+1, & \tau \text { symmetric in } K,  \tag{1}\\ -1, & \tau \text { antisymmetric in } K\end{cases}
$$

Thus, overall there are four separate state classes, which are summarized in Table I.

With knowing the energy levels of $\hat{H}_{\text {rot }}$, it is possible to calculate the laser-only density matrix

$$
\begin{equation*}
\hat{\rho}^{\mathrm{mol}}(t)=\sum_{J \tau M} w_{J \tau}\left|\Psi_{J \tau M}(t)\right\rangle\left\langle\Psi_{J \tau M}(t)\right|, \tag{15}
\end{equation*}
$$

with the statistical weights,

$$
\begin{equation*}
w_{J \tau}=g_{J \tau} \frac{e^{-E_{J_{\tau}}^{\mathrm{rot}} / k T}}{Z(T)}, \tag{16}
\end{equation*}
$$

where $Z(T)$ is the partition function at temperature $T$ and $k$ is the Boltzmann constant. Every state is additionally weighted by the nuclear spin statistical weight $g_{J \tau}$, which represents the number of allowed nuclear spin states for a given rotational state and can be derived from symmetry arguments that have to obey spin statistics [83]. The computation of $g_{J \tau}$ for asymmetric-top molecules and in particular for naphthalene is discussed in Appendix A.

## B. Laser-molecule interaction

Three-dimensional alignment may be achieved by using an intense, nonresonant, elliptically polarized laser field,

$$
\begin{equation*}
\boldsymbol{E}(t)=\sqrt{8 \pi \alpha I(t)}\left[\epsilon_{x} \cos (\omega t) \boldsymbol{e}_{x}+\epsilon_{z} \sin (\omega t) \boldsymbol{e}_{z}\right] \tag{17}
\end{equation*}
$$

where $I(t)$ is the intensity of the laser field, $\alpha$ is the fine structure constant, $\omega$ is the laser frequency, and $\boldsymbol{e}_{z}, \boldsymbol{e}_{x}$ are the unit vectors of the major and minor polarization directions. The parameters $\epsilon_{x}$ and $\epsilon_{z}$ satisfy $\epsilon_{x}^{2}+\epsilon_{z}^{2}=1$ and $0 \leqslant \epsilon_{x}<\epsilon_{z}$.
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The laser-molecule interaction reads [59]

$$
\begin{align*}
\hat{H}_{L}(t) & =-\frac{1}{2} \sum_{i, j \in\{x, y, z\}} \alpha_{i j}^{\mathrm{pol}} U_{i j}(t) \\
& =-\frac{1}{2} \sum_{J=0}^{2} \sum_{M=-J}^{J}(-1)^{J+M}\left[\alpha^{\mathrm{pol}}\right]_{M}^{[J]_{L}} U_{-M}^{[J]_{L}}(t), \tag{18}
\end{align*}
$$

where $\alpha^{\mathrm{pol}}$ is the dipole-polarizability tensor and $U(t)=$ $\boldsymbol{E}(t) \otimes \boldsymbol{E}(t)$ is the electric-field tensor. On the right-hand side of Eq. (18), the interaction is written first as a Cartesian tensor product and then as a spherical tensor product. Only spherical tensor components with $J=0,2$ are nonzero and contribute to the tensor product, since both tensors are symmetric. (All components with $J=1$ are zero for symmetric tensors.) The $J=0$ component shifts all rotational energy levels by a state-independent amount and may therefore be dropped.

The laser period, $2 \pi / \omega$, is typically several orders of magnitude smaller than the rotational time scale, $\tau_{\mathrm{rot}} \approx 1 /(A+B)$. Cycle averaging leads to a diagonal $U_{i j}$, and only three spherical components remain nonzero,

$$
\begin{gather*}
{[U(t)]_{0}^{[2]_{L}}=\frac{4 \pi \alpha}{\sqrt{6}}\left(2-3 \epsilon_{x}^{2}\right) I(t)}  \tag{19a}\\
{[U(t)]_{ \pm 2}^{[2]_{L}}(t)=2 \pi \alpha \epsilon_{x}^{2} I(t)} \tag{19b}
\end{gather*}
$$

Hence, only the terms involving $\left[\alpha^{\mathrm{pol}}\right]_{0}^{[2]_{L}}$ and $\left[\alpha^{\mathrm{pol}}\right]_{ \pm 2}^{[2]_{L}}$ contribute to the laser-molecule interaction [Eq. (18)]. This holds for any molecule. However, the polarizability $\alpha^{\mathrm{pol}}$ is a molecular property and is therefore most conveniently expressed in the molecular reference frame $\left[\alpha^{\mathrm{pol}}\right]_{K}^{[J]_{M}}$. Wigner $D$ matrices provide the connection to the space-fixed components [59],

$$
\begin{equation*}
\left[\alpha^{\mathrm{pol}}\right]_{M}^{[J]_{L}}=\sum_{K} D_{M, K}^{*[J]}(\phi, \theta, \chi)\left[\alpha^{\mathrm{pol}}\right]_{K}^{[J]_{M}} . \tag{20}
\end{equation*}
$$

When the principal axes of the polarizability tensor do not coincide with the principal axes of the moment-of-inertia tensor, the polarizability tensor is not diagonal in the molecular reference frame (cf. Sec. II A) and all $\left[\alpha^{\mathrm{pol}}\right]_{K}^{[J]_{M}}$ for $J=0,2$ may be nonzero. We will restrict our discussion to the case where both frames coincide. The remaining tensor components are [59]

$$
\begin{gather*}
\left.\left[\alpha^{\mathrm{pol}}\right]_{0}^{[2]}\right]_{M}=\frac{2 \alpha_{c c}^{\mathrm{pol}}-\alpha_{b b}^{\mathrm{pol}}-\alpha_{a a}^{\mathrm{pol}}}{\sqrt{6}}  \tag{21a}\\
{\left[\alpha^{\mathrm{pol}}\right]_{ \pm 2}^{[2]_{M}}=\frac{\alpha_{a a}^{\mathrm{pol}}-\alpha_{b b}^{\mathrm{pol}}}{2}} \tag{21b}
\end{gather*}
$$

Using Eqs. (19)-(21), the matrix elements of the lasermolecule interaction operator with respect to the symmetrictop eigenstates read

$$
\begin{align*}
\langle J K M| \hat{H}_{L}(t)\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle= & -\frac{1}{2} \sqrt{\frac{2 J+1}{2 J^{\prime}+1}}\left(\left[\alpha^{\mathrm{pol}}\right]_{0}^{[2]_{M}}\left\langle J, K ; 2,0 \mid J^{\prime}, K^{\prime}\right\rangle+\left[\alpha^{\mathrm{pol}}\right]_{2}^{[2]_{M}}\left[\left\langle J, K ; 2,2 \mid J^{\prime} K^{\prime}\right\rangle+\left\langle J, K ; 2,-2 \mid J^{\prime}, K^{\prime}\right\rangle\right]\right) \\
& \times\left([U(t)]_{0}^{[2]_{L}}\left\langle J, M ; 2,0 \mid J^{\prime}, M^{\prime}\right\rangle+[U(t)]_{2}^{[2]_{L}}\left[\left\langle J, M ; 2,-2 \mid J^{\prime}, M^{\prime}\right\rangle+\left\langle J, M ; 2,2 \mid J^{\prime}, M^{\prime}\right\rangle\right]\right) \tag{22}
\end{align*}
$$

where the matrix elements of the Wigner $D$ matrices have been expressed in terms of Clebsch-Gordan coefficients [54,74].

Three-dimensional alignment of asymmetric-top molecules conserves neither $K$ nor $M$. The asymmetric-top rotor breaks the $\chi$ symmetry ( $K$ conservation), and elliptically polarized light breaks the $\phi$ symmetry ( $M$ conservation). However, there are remaining symmetries in the laser interaction that can be employed,

$$
\begin{align*}
& \langle J K M| \hat{H}_{L}(t)\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle \\
& \quad=0, \quad K^{\prime}-K, M^{\prime}-M \notin\{ \pm 2,0\},  \tag{23a}\\
& \quad=(-1)^{J-J^{\prime}}\langle J K(-M)| \hat{H}_{L}(t)\left|J^{\prime} K^{\prime}\left(-M^{\prime}\right)\right\rangle,  \tag{23b}\\
& \quad=(-1)^{J-J^{\prime}}\langle J(-K) M| \hat{H}_{L}(t)\left|J^{\prime}\left(-K^{\prime}\right) M^{\prime}\right\rangle . \tag{23c}
\end{align*}
$$

This follows from properties of the Clebsch-Gordan coefficients [74]. As a result of Eq. (23a), states with even $K(M)$ remain separate from states with odd $K(M)$. The consequences of Eqs. (23b) and (23c) will be discussed in the following sections.

## C. Equation of motion

In the laser-only system, the equation of motion [Eq. (7)] for the initially populated state $|J K M\rangle$ reduces to [59]

$$
\begin{align*}
& i \frac{d}{d t}\left[C_{L, I}(t)\right]_{J K M}^{J^{\prime} \tau^{\prime} M^{\prime}}=\sum_{J_{1} \tau_{1} M_{1}} e^{i\left[E_{J^{\prime}, \tau^{\prime}}^{\mathrm{rot}} E_{J_{1}, \tau_{1}}^{\mathrm{rot}}\right] t} \\
& \quad \times\left\langle J^{\prime} \tau^{\prime} M^{\prime}\right| \hat{H}_{L}(t)\left|J_{1} \tau_{1} M_{1}\right\rangle\left[C_{L, I}(t)\right]_{J K M}^{J_{1} \tau_{1} M_{1}}, \tag{24}
\end{align*}
$$

where the interaction matrix elements are expressed in the symmetric-top basis and the symmetries from Eqs. (23) can be used.

The symmetries of the rotational eigenstates $|J \tau M\rangle$ [cf. Eq. (13) and Table I] in combination with the symmetries of $\hat{H}_{L}(t)$ [cf. Eqs. (23)] pass on to $\left[C_{L, I}(t)\right]_{J K M}^{J^{\prime} K^{\prime} M^{\prime}}$ such that

$$
\begin{align*}
{\left[C_{L, I}(t)\right]_{J K M}^{J^{\prime} K^{\prime} M^{\prime}} } & =(-1)^{J-J^{\prime}}\left[C_{L, I}(t)\right]_{J K(-M)}^{J^{\prime} K^{\prime}\left(-M^{\prime}\right)}  \tag{25a}\\
& =(-1)^{J-J^{\prime}}\left[C_{L, I}(t)\right]_{J(-K) M}^{J^{\prime}\left(-K^{\prime}\right) M^{\prime}} \tag{25b}
\end{align*}
$$

The laser-molecule interaction preserves the separation of even or odd $K$ and $M$ states [cf. Eq. (23a)] but breaks the Wang
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symmetry [cf. Eq. (13)]. The indices from the asymmetric-top basis transform to the symmetric-top basis according to

$$
\begin{equation*}
\left[C_{L, I}(t)\right]_{J K M}^{J^{\prime} K^{\prime} M^{\prime}}=\sum_{\tau, \tau^{\prime}} a_{\tau^{\prime} K^{\prime}}^{\left[J^{\prime}\right]} a_{\tau K}^{[J]}\left[C_{L, I}(t)\right]_{J \tau M}^{J^{\prime} \tau^{\prime} M^{\prime}} \tag{26}
\end{equation*}
$$

The symmetric-top representation is especially favorable for the laser-molecules interaction; the field-free propagation is naturally expressed in the asymmetric-top basis.

## D. Measure of alignment

The degree of three-dimensional alignment can be characterized in terms of the quantities $\cos ^{2} \theta_{l m}$, where $\theta_{l m}$ is the angle between the space-fixed axis $l$ and the body-fixed axis $m$. The following relations hold among the $\cos ^{2} \theta_{l m}$ [63]:

$$
\begin{equation*}
\sum_{l} \cos ^{2} \theta_{l m_{0}}=\sum_{m} \cos ^{2} \theta_{l_{0} m}=1 \quad \forall m_{0}, l_{0}, \tag{27}
\end{equation*}
$$

where five of the six relations are independent. These relations reduce the number of independent $\cos ^{2} \theta_{l m}$ to 4 . The matrix elements $\langle J K M| \cos ^{2} \theta_{l m}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle$ of one set of independent $\cos ^{2} \theta_{l m}(l \in\{x, z\}, m \in\{a, c\})$ are given in Appendix B. The symmetries of $\cos ^{2} \theta_{l m}$ are the same as for $\hat{H}_{L}(t)$,

$$
\begin{align*}
& \langle J K M| \cos ^{2} \theta_{l m}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle \\
& \quad=0, \quad K^{\prime}-K, M^{\prime}-M \notin\{ \pm 2,0\}  \tag{28a}\\
& \quad=(-1)^{J-J^{\prime}}\langle J K(-M)| \cos ^{2} \theta_{l m}\left|J^{\prime} K^{\prime}\left(-M^{\prime}\right)\right\rangle  \tag{28b}\\
& \quad=(-1)^{J-J^{\prime}}\langle J(-K) M| \cos ^{2} \theta_{l m}\left|J^{\prime}\left(-K^{\prime}\right) M^{\prime}\right\rangle \tag{28c}
\end{align*}
$$

The restriction imposed on $K^{\prime}-K$ by Eq. (28a) makes it attractive to store the matrix elements of $\cos ^{2} \theta_{l m}$ in the symmetric-top basis; the same is true for $\hat{H}_{L}(t)$.

The ensemble-averaged expectation values at time $t$ are

$$
\begin{align*}
\left\langle\cos ^{2} \theta_{l m}\right\rangle(t)= & \sum_{J \tau M} w_{J \tau}\left\langle\cos ^{2} \theta_{l m}\right\rangle_{J \tau M}(t),  \tag{29a}\\
\left\langle\cos ^{2} \theta_{l m}\right\rangle_{J \tau M}(t)= & \sum_{J_{1} K_{1} M_{1}} \sum_{J_{2} K_{2} M_{2}}\left\langle J_{1} K_{1} M_{1}\right| \cos ^{2} \theta_{l m}\left|J_{2} K_{2} M_{2}\right\rangle \\
& \times\left[C_{L}(t)\right]_{J \tau M}^{J_{2} K_{2} M_{2}}\left[C_{L}^{*}(t)\right]_{J \tau M}^{J_{1} K_{1} M_{1}} \tag{29b}
\end{align*}
$$

with

$$
\begin{equation*}
\left[C_{L}(t)\right]_{J \tau M}^{J^{\prime} K^{\prime} M^{\prime}}=\sum_{\tau^{\prime}} a_{\tau^{\prime} K^{\prime}}^{\left[J^{\prime}\right]} e^{-i E_{J^{\prime}, \tau^{\prime}}^{\mathrm{rot}} t}\left[C_{L, I}(t)\right]_{J \tau M}^{J^{\prime} \tau^{\prime} M^{\prime}} \tag{30}
\end{equation*}
$$

Making use of the symmetries in Eqs. (25) and (28), each $\left\langle\cos ^{2} \theta_{l m}\right\rangle_{J K M}(t)$ fulfills the relations

$$
\begin{equation*}
\left\langle\cos ^{2} \theta_{l m}\right\rangle_{J \tau M}(t)=\left\langle\cos ^{2} \theta_{l m}\right\rangle_{J \tau(-M)}(t) . \tag{31}
\end{equation*}
$$

## E. Angular probability distribution

For the calculation of the x-ray scattering probability $\frac{d P}{d \Omega}$ the solution for the full Hamiltonian [Eq. (1)] has to be known. The laser-only problem is solved as described in Sec. II C. The x-ray interaction is treated in first-order perturbation theory as indicated in Eq. (8). Furthermore, the following assumptions of the x-ray pulse are made: (1) The coherence time of the x-ray pulse is significantly larger as the rotational time scale of the molecules. (2) The bandwidth of the x-ray pulse is much larger than any rotational transition energy. (3) The angular spread of
the x-ray pulse is considerably small. In Ref. [52], the detailed derivation of $\frac{d P}{d \Omega}$ is given with the final result

$$
\begin{equation*}
\frac{d P}{d \Omega}=\frac{d \sigma_{\mathrm{th}}}{d \Omega} S(\boldsymbol{Q}), \tag{32}
\end{equation*}
$$

where $d \sigma_{\mathrm{th}} / d \Omega$ is the Thomson scattering cross section,

$$
\begin{align*}
S(\boldsymbol{Q})= & \int_{-\infty}^{\infty} d t j_{X}(t) \iiint d \phi d \theta d \chi \sin \theta \\
& \times \rho(\phi, \theta, \chi ; t)\left|F_{\mathrm{mol}}(\boldsymbol{Q}, \phi, \theta, \chi)\right|^{2} \tag{33}
\end{align*}
$$

is the diffraction signal, and $j_{X}(t)$ is the x-ray flux. The molecular information in the diffraction signal is contained in the molecular form factor,

$$
\begin{equation*}
F_{\mathrm{mol}}(\boldsymbol{Q}, \phi, \theta, \chi)=\int d^{3} r_{M} \rho\left(\boldsymbol{r}_{M}\right) e^{-i \boldsymbol{Q}\left[\boldsymbol{R}(\phi, \theta, \chi) \boldsymbol{r}_{M}\right]} \tag{34}
\end{equation*}
$$

which is a function of the molecular orientation, i.e., Euler angles, and the momentum transfer $\boldsymbol{Q}$ given in the space-fixed frame ( L ). The integration $d^{3} r_{M}$ is done in the molecular rest frame (M) with $\rho\left(\boldsymbol{r}_{M}\right)$ being the electron density of the molecule. The rotation matrix $\boldsymbol{R}(\phi, \theta, \chi)$ transforms the vector $\boldsymbol{r}_{M}$ into the space-fixed frame. The angular probability distribution,

$$
\begin{equation*}
\rho(\phi, \theta, \chi ; t)=\sum_{J \tau M} w_{J \tau}\left|\left\langle\phi, \theta, \chi \mid \Psi_{J \tau M}(t)\right\rangle\right|^{2} \tag{35}
\end{equation*}
$$

is linked to the Wigner $D$ matrices $D_{M, K}^{[J]}(\phi, \theta, \chi)$ through Eqs. (11) and (12).

From the fact that the molecules are aligned rather than oriented, symmetries additional to the ones of $D_{M, K}^{[J]}(\phi, \theta, \chi)$ [84] enter into $\rho(\phi, \theta, \chi ; t)$. These additional symmetries originate from Eqs. (25) and the separation of the rotational classes $E^{ \pm}$and $O^{ \pm}$throughout the alignment process (cf. Sec. II B). In terms of Euler angels, the symmetries of $\rho(\phi, \theta, \chi ; t)$ are:

$$
\begin{align*}
& \rho(\phi, \theta, \chi ; t) \\
& \quad=\rho(\phi+\pi, \theta, \chi ; t)=\rho(-\phi, \pi-\theta, \chi+\pi ; t)  \tag{36a}\\
& \quad=\rho(\phi, \theta, \chi+\pi ; t)=\rho(\phi+\pi, \pi-\theta,-\chi ; t) \tag{36b}
\end{align*}
$$

The first two symmetries [Eq. (36a)] correspond to $C_{2}$ rotations about the space-fixed axes $z$ and $x$, respectively. The last two symmetries [Eq. (36b)] correspond to $C_{2}$ rotations about the body-fixed axes $c$ and $a$, respectively. In Eq. (34), these symmetries translate into a replacement of $\boldsymbol{R}(\phi, \theta, \chi)$ by $\boldsymbol{C}_{2, x / z} \boldsymbol{R}(\phi, \theta, \chi)$ and $\boldsymbol{R}(\phi, \theta, \chi) \boldsymbol{C}_{2, a / c}$, respectively. By letting the $\boldsymbol{C}_{2, x / z}$ rotations act on $\boldsymbol{Q}$ rather than on $\boldsymbol{r}_{M}$, the $S(\boldsymbol{Q})$ symmetries are found,

$$
\begin{align*}
S\left(Q_{x}, Q_{y}, Q_{z}\right) & =S\left(-Q_{x}, Q_{y}, Q_{z}\right)  \tag{37a}\\
& =S\left(Q_{x},-Q_{y}, Q_{z}\right)  \tag{37b}\\
& =S\left(Q_{x}, Q_{y},-Q_{z}\right) \tag{37c}
\end{align*}
$$

Additionally, the Friedel law [85], i.e., $F^{*}(\boldsymbol{Q})=F(-\boldsymbol{Q}) \Rightarrow$ $S(\boldsymbol{Q})=S(-\boldsymbol{Q})$, has been used. The symmetries of Eq. (36b) can be used to reduce the integration range of the Euler angles in Eq. (33) but only the symmetries of Eq. (36a) survive the integration, which are expressed in Cartesian coordinates in Eqs. (37). Regardless of their internal structure, Eqs. (37) hold for all aligned molecules. Note that alignment does
not distinguish between parallel and antiparallel orientations. Thus, even for perfect alignment, i.e., $\phi=\theta=\chi=0$, four distinct molecular orientations contribute incoherently to the diffraction signal $S(\boldsymbol{Q})$ [19].

## III. NUMERICAL METHODS

Earlier work has addressed the problem of numerical efficiency in the computational treatment of three-dimensional alignment of asymmetric-top molecules [61]. In Sec. III A, we describe numerical techniques and symmetry arguments we have implemented to decrease the numerical effort. As far as we are aware, these specific points have not been discussed earlier in the literature. In Sec. III B, we explain the phase-retrieval method we employ to reconstruct molecular structures from x-ray scattering patterns.

## A. Alignment dynamics

The density matrix of a canonical ensemble is a sum of density matrices $|J \tau M\rangle w_{J \tau}\langle J \tau M|$ [cf. Eq. (15)]. Analogously, all observables can be written as a sum of independent contributions, which may be calculated separately. This was shown for $\left\langle\cos ^{2} \theta_{l m}\right\rangle$ [Eq. (29)] and $\rho(\phi, \theta, \chi ; t)$ [Eq. (35)]. Each contribution has a well-defined behavior under the substitution $M \rightarrow-M$, which can be used to avoid the calculation of $\left|\Psi_{J \tau M}(t)\right\rangle$ for $M<0$. The same is true for the quantum number $K$, but unfortunately $K$ is not a good quantum number for asymmetric-top molecules, and the wave function $\left|\Psi_{J \tau M}(t)\right\rangle$ has to be known to calculate the expectation values. However, $\left|\Psi_{J \tau M}(t)\right\rangle$ can be written as a superposition of $\left|\Psi_{J K M}(t)\right\rangle$ [cf. Eq. (11)], and by using the same argument as for $M$, only $\left|\Psi_{J K M}(t)\right\rangle$ for $K \geqslant 0$ are necessary to build all $\left|\Psi_{J \tau M}(t)\right\rangle$ [cf. Eq. (13)]. This makes it attractive to propagate $\left|\Psi_{J K M}(t)\right\rangle$ rather than $\left|\Psi_{J \tau M}(t)\right\rangle$. Taking both symmetries together only the states $\left|\Psi_{J K M}(t)\right\rangle$ for $0 \leqslant K, M \leqslant J$ have to be propagated to understand the full system response, which can save up to a factor 4 in computational effort.

The decoupling between even and odd $K / \tau$ states and $M$ states also enhances efficiency and does not get destroyed by the presence of the interaction $\hat{H}_{L}(t)$. Therefore, many $\left[C_{L}(t)\right]_{J K M}^{J^{\prime} \tau^{\prime} M^{\prime}}$ remain zero throughout the alignment process. This holds for symmetric-top as good as for asymmetric-top rotors, since each $|J \tau M\rangle$ can be classified into the class $E^{ \pm}$ or $O^{ \pm}$(cf. Sec. II A). The benefit is not just a speed-up by a factor 4; also the memory requirement to store $\left[C_{L}(t)\right]_{J K M}^{J^{\prime} \tau^{\prime} M^{\prime}}$, the matrix $\hat{H}_{L}(t)$, and the matrices $\cos ^{2} \theta_{l m}$ is reduced by a factor 4. Memory size can become an issue on PCs when high $J$ states are not negligible.

A significant time factor in the calculation, besides the time propagation, is the computation of $\rho(\phi, \theta, \chi ; t)$. By employing all symmetries described in Eq. (36), the range of Euler angles with nonredundant information is reduced by a factor of 16 compared to the entire domain of Euler angles.

Besides the physical symmetries that can be retrieved from the Hamiltonian, there are two numerical aspects that may improve the propagation speed. First, the numerical time propagation is commonly done by the fourth-order RungeKutta method, where it is important that the change in the wave function per propagation step is small and stays in the convergent region [86]. Yet too small step sizes quickly lead to numerical inefficiency. For our problem the change in $\left[C_{L}(t)\right]_{J K M}^{J^{\prime} \tau^{\prime} M^{\prime}}$ is directly proportional to the product $I(t) d t$, where $d t$ is the propagation time step. With decreasing $I(t)$, $d t$ can be chosen larger without leaving the convergent region. Variable step sizes are, therefore, important and improve the propagation efficiency further. Numerical tests have shown that the optimized program runs faster by a factor between 3 and 4 , where we assumed a Gaussian laser pulse centered at $t_{0}$ with a full width at half maximum of $\tau_{L}$. Outside of the laser pulse, i.e., $t \notin\left[t_{0}-3 \tau_{L}, t_{0}+3 \tau_{L}\right]$, the molecules are treated as field-free, and the propagation is performed analytically.

The second improvement takes place at the equation of motion [Eq. (24)]. To solve the equation numerically, it has to be discretized in time. We chose the fourth-order Runge-Kutta method as our discretization method. Only the contribution of $\hat{H}_{L}(t)$ is approximated when the discretization in time in the equation of motion is made in the interaction picture. The time propagation of $\hat{H}_{\text {rot }}$ is analytically exact such that in the field-free case the numerically calculated solution matches the analytical result. To improve the efficiency in solving the equation of motion, we reduce the need for repeated calculating of $e^{i\left(E_{j}^{\text {rot }}-E_{i}^{\text {rot }}\right) t}$, which goes with $N^{2}$ for the propagation of all $\left[C_{L, I}(t)\right]_{J K M}^{J^{\prime} \tau^{\prime} M^{\prime}}$, where $N$ is the number of rotational states involved in the propagation. The evaluation of exponential functions does not occur when the equation of motion is discretized in the Schrödinger picture [27,28,57]. As a consequence, the propagation of the field-free part is now discretized, which has two major limitations: (1) the field-free propagation is not exact even in the field-free case, where the analytic solution is known, and (2) the propagation step size depends, in addition to the laser-molecule interaction strength, on the highest rotational energy $E_{J \tau}^{\text {rot }}$. In order to use the advantages of both pictures, we discretize the equation of motion in the interaction picture and transform it afterwards back into the Schrödinger picture by reformulating the propagation in terms of $\left[C_{L}(t)\right]_{J K M}^{J^{\prime} \tau} M^{\prime}$. The final discretized equation of motion is:

$$
\begin{equation*}
\left[C_{L}(t+d t)\right]_{i}^{j}=e^{-2 i \varphi_{j}}\left[C_{L}(t)\right]_{i}^{j}+d t \frac{e^{-2 i \varphi_{j}}\left[D^{(1)}\right]_{i}^{j}+2 e^{-i \varphi_{j}}\left[D^{(2)}\right]_{i}^{j}+2 e^{-i \varphi_{j}}\left[D^{(3)}\right]_{i}^{j}+\left[D^{(4)}\right]_{i}^{j}}{6} \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
\left[D^{(a)}\right]_{i}^{j}=-i \sum_{k}\left[H_{L}(t)\right]_{k}^{j}\left[\tilde{C}_{L}^{(a)}\right]_{i}^{k}, \quad a=1,2,3,4 \tag{39}
\end{equation*}
$$

where the indices $i, j, k$ are shortcuts for the sets of asymmetrictop quantum numbers, $\left[H_{L}(t)\right]_{i}^{j}=\langle j| \hat{H}_{L}(t)|i\rangle, e^{-i E_{j}^{\text {tod }} d t / 2}=$ $e^{-i \varphi_{j}}$, and intermediate solutions are

$$
\begin{gather*}
{\left[\tilde{C}_{L}^{(1)}\right]_{i}^{j}=\left[C_{L}(t)\right]_{i}^{j}}  \tag{40a}\\
{\left[\tilde{C}_{L}^{(2)}\right]_{i}^{j}=e^{-i \varphi_{j}}\left[\tilde{C}_{L}^{(1)}\right]_{i}^{j}+\frac{d t}{2} e^{-i \varphi_{j}}\left[D^{(1)}\right]_{i}^{j},}  \tag{40b}\\
{\left[\tilde{C}_{L}^{(3)}\right]_{i}^{j}=e^{-i \varphi_{j}}\left[\tilde{C}_{L}^{(1)}\right]_{i}^{j}+\frac{d t}{2}\left[D^{(2)}\right]_{i}^{j},}  \tag{40c}\\
{\left[\tilde{C}_{L}^{(4)}\right]_{i}^{j}=e^{-2 i \varphi_{j}}\left[\tilde{C}_{L}^{(1)}\right]_{i}^{j}+\frac{d t}{2} e^{-i \varphi_{j}}\left[D^{(3)}\right]_{i}^{j}} \tag{40d}
\end{gather*}
$$

Since $e^{-i \varphi_{j}}$ depends only on $d t$ and not on the time $t$ itself, it needs to be evaluated only once at the beginning of the propagation. During the time propagation, the evaluation of the exponential function is not necessary as long as $d t$ does not change. In our simulations, we gained a factor 2 to 5 depending on the simulation parameters, when we employed Eqs. (38)-(40). Note, in the field-free limit the time propagation in Eq. (38) is analytically exact.

Overall, the use of the symmetries and numerical techniques described allows us to simulate three-dimensional alignment of asymmetric-top molecules from the impulsive to the adiabatic regime up to two orders of magnitude faster. In the case of quasiadiabatic alignment of naphthalene at 1 K , the total computation time was 2457 h (41 days) with a PC (CPU: $3 \mathrm{GHz})$. The calculation of $S(\boldsymbol{Q})$ took approximately $8 \%$ of the total time ( $\phi, \theta, \chi, t$-grid points: $25 \times 30 \times 30 \times 11$ ). Without exploiting the symmetries for the Euler angles, this calculation would be almost 1.5 times longer than the time propagation itself. A detailed list of the physical parameters used for the computations is given in Sec. IV.

## B. Phase-retrieval algorithm

For imperfectly aligned molecules, the diffraction pattern is an incoherent average of single-molecule diffraction patterns of different orientations. In the limit that a high degree of molecular alignment is attained, the obtained pattern can be approximated as a single-molecule coherent diffraction pattern. (This is true for naphthalene, since orientation and alignment are equivalent for this molecule.) One may thus retrieve structural information from the single-molecule electron density map, which is the Fourier transform of the singlemolecule scattering form factor, $F(\boldsymbol{Q})$. Since the diffraction pattern provides only $|F(\boldsymbol{Q})|$, we need to obtain the associated phase before we can recover the molecular structure. There are iterative numerical algorithms that permit reconstructing the phase directly from the intensity data [17,18,87-101]. These algorithms require intensity data sampled at twice the Nyquist frequency. Successful structural reconstruction using these algorithms has been demonstrated with experimental data [7,12,102-110].

Here we use the hybrid-input-output (HIO) algorithm [89-91], which involves iterative Fourier transformation back and forth between the object and Fourier domains. A solution is found when the known constraints are satisfied in both domains. We begin by obtaining an initial estimate of the object electronic density via an inverse Fourier transformation of the form factor, $F(\boldsymbol{Q})=|F(\boldsymbol{Q})| e^{i \phi} \ell$, which is obtained
by assigning a random phase, $\phi_{Q}$, to the measured modulus, $|F(\boldsymbol{Q})|$. The random phase $\phi_{Q}$ is chosen such that Friedel's law, $F^{*}(\boldsymbol{Q})=F(-\boldsymbol{Q})$, is satisfied. With this estimate, we initiate an iterative four-step algorithm, in which the $k$-th iteration is given as follows:
(i) Fourier transform of the object electron density, $\rho_{k}(\mathbf{r})$, to obtain $F_{k}(\boldsymbol{Q})$.
(ii) A Fourier domain operation (FDO) is applied to $F_{k}(\boldsymbol{Q})$ to obtain $F_{k}^{\prime}(\boldsymbol{Q})$ that satisfies the Fourier constraint. In our FDO, the modulus of $F_{k}^{\prime}(\boldsymbol{Q})$ is set to be the measured modulus, $|F(\boldsymbol{Q})|$, and the phase of $F_{k}^{\prime}(\boldsymbol{Q})$ is the phase of $F_{k}(\boldsymbol{Q})$.
(iii) Inverse Fourier transform of $F_{k}^{\prime}(\boldsymbol{Q})$ to give $\rho_{k}^{\prime}(\boldsymbol{r})$.
(iv) An object domain operation (ODO) is applied to $\rho_{k}^{\prime}(\boldsymbol{r})$ to get a new estimate of the object electron density, $\rho_{k+1}(\boldsymbol{r})$, that satisfies the object constraint. Our ODO is given as

$$
\rho_{k+1}(\boldsymbol{r})= \begin{cases}\rho_{k}^{\prime}(\boldsymbol{r}), & \text { for } \boldsymbol{r} \in \mathcal{S} \text { and } \rho_{k}^{\prime}(\boldsymbol{r}) \geqslant 0  \tag{41}\\ \rho_{k}(\boldsymbol{r})-\beta \rho_{k}^{\prime}(\boldsymbol{r}), & \text { otherwise },\end{cases}
$$

where $\beta$ is chosen to be $0.9[93,98,100]$ and $\mathcal{S}$ is a predefined support of the object.

In order to obtain a correctly reconstructed object, a support $\mathcal{S}$ of good quality is needed [91]. In our algorithm, the support $\mathcal{S}$ is changed dynamically throughout the HIO algorithm via the Shrink-wrap (SW) procedure [93]. The inverse Fourier transform of the scattering intensity, $|F(\boldsymbol{Q})|^{2}$, equals the autocorrelation function of $\rho(\mathbf{r})$. Treating the autocorrelation function as a distribution function, the initial $\mathcal{S}$ is chosen as a region centered at the mean of the autocorrelation function with a spatial extension of two standard deviations. This choice of $\mathcal{S}$ is fixed during the first 2000 iterations before applying the SW procedure periodically after every 200 iterations of the HIO algorithm to obtain a new $\mathcal{S}$. In the SW procedure, the modulus of the object, $\left|\rho_{k}(\boldsymbol{r})\right|$, is convolved with a Gaussian of width $\sigma$. The new $\mathcal{S}$ is then selected as the region for which the value of the convolved function is above a threshold of $20 \%$ of its maximum [93]. The initial width of the Gaussian is chosen to be $2.5 \AA$ and is shrunk linearly to a minimum of $0.25 \AA$ after 400 iterations of the SW procedure. Using the last updated $\mathcal{S}$, an additional 200 iterations of the HIO algorithm are performed.

Figure 1 illustrates the application of the phase-retrieval algorithm described to an x-ray scattering pattern calculated for perfectly aligned naphthalene molecules with one set of initial random phases. X-ray scattering patterns in this article are based on the assumption that the molecular electron density equals the sum over spherically averaged atomic electron densities [85]. Only the carbon atoms are visible in the reconstruction in Fig. 1(b), since x-ray scattering from carbon is much stronger than x -ray scattering from hydrogen.

Note that the real-space pixel size in each dimension is given by $\pi / Q_{\max }$, where $Q_{\max }$ is the maximum momentum transfer for which diffraction data are available. In the case of perfect alignment, the real-space resolution, $d_{\mathrm{res}}$, attained from the reconstruction is two times the real-space pixel size. (In Fig. 1, $d_{\mathrm{res}}=0.25 \AA$.) However, in the case of imperfect molecular alignment, $d_{\text {res }}$ depends on $Q_{\text {max }}$ and $Q_{\text {coh }}$, where $Q_{\text {coh }}$ is the range of useful diffraction data for which the assumption of coherent scattering holds and the effect of incoherent averaging


FIG. 1. (Color online) (a) The diffraction signal $S\left(Q_{y}=0\right)$ for naphthalene perfectly aligned in the $x z$ plane. The spatial resolution is $0.25 \AA . S(0)=68^{2}$ is the number of electrons squared. (b) The reconstructed structure.
is small. In fact, we find that including diffraction data beyond $Q_{\text {coh }}$ can diminish the quality of the reconstructed object.

## IV. RESULTS

In this section, we present numerical results based on the theory and the numerical strategies summarized in Secs. II and III. We demonstrate quasiadiabatic, three-dimensional alignment of the organic molecule naphthalene $\left(\mathrm{C}_{10} \mathrm{H}_{8}\right)$. The experimental parameters that we are using are based on previous work [56]. X-ray energies and fluxes that are used in our discussion are accessible at the Advanced Photon Source at Argonne National Laboratory.

After investigating the alignment dynamics, we focus on the diffraction signal and structure reconstruction. The rotational temperature and the x-ray pulse duration impact the effective alignment and limit the structural information stored in the x-ray scattering pattern. A phase-retrieval algorithm is used to reconstruct the structure. In this context, the degree of alignment and its impact on the spatial resolution are discussed.

## A. Three-dimensional alignment

Naphthalene is a planar molecule. The molecular reference frame is chosen such that all atoms lie in the $a c$ plane and the $b$ axis is perpendicular to it. The choice of axes as well as the structure of naphthalene are shown in Fig. 2. The rotational constants of naphthalene are $A=0.041 \mathrm{~cm}^{-1}, B=$ $0.029 \mathrm{~cm}^{-1}$, and $C=0.104 \mathrm{~cm}^{-1}$ [111]. ${ }^{1}$ The polarizabil-
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FIG. 2. (Color online) The structure of naphthalene $\left(C_{10} H_{8}\right)$. All atoms lie in the $a c$ plane of the body-fixed reference frame. The coordinate system is shown in the lower left corner. The cones symbolize the resolution limit of the carbon atoms due to imperfect alignment.
ity constants are $\alpha_{a a}^{\mathrm{pol}}=121.4 a_{0}^{3}, \alpha_{b b}^{\mathrm{pol}}=63.2 a_{0}^{3}$, and $\alpha_{c c}^{\mathrm{pol}}=$ $163.9 a_{0}^{3}$ [112]. The nuclear spin statistical weights $g_{J \tau}$ for naphthalene are given in Table II. (We assume that the carbon nuclei are ${ }^{12} \mathrm{C}$ isotopes, and the hydrogen nuclei are protons.) The derivation of $g_{J_{\tau}}$ is outlined in Appendix A.

Three-dimensional alignment of naphthalene is obtained by employing elliptically polarized light. The $z$ and $x$ axes of the space-fixed frame are defined by the major and minor axes, respectively, of the ellipse that characterizes the elliptically polarized light. Following Ref. [63], we choose the ratio between the field components using

$$
\begin{equation*}
\frac{\epsilon_{x}^{2}}{\epsilon_{z}^{2}}=\frac{\alpha_{c c}^{\mathrm{pol}}-\alpha_{a a}^{\mathrm{pol}}}{\alpha_{c c}^{\mathrm{pol}}-\alpha_{b b}^{\mathrm{pol}}}=0.422 \tag{42}
\end{equation*}
$$

which maximizes the three-dimensional alignment of naphthalene. Perfect three-dimensional alignment with respect to the space-fixed frame is achieved when $\left\langle\cos ^{2} \theta_{x a}\right\rangle=$ $\left\langle\cos ^{2} \theta_{y b}\right\rangle=\left\langle\cos ^{2} \theta_{z c}\right\rangle=1$. Random orientation corresponds to $\left\langle\cos ^{2} \theta_{l m}\right\rangle=1 / 3$ for all angles.

The typical distance between two neighboring carbon atoms in naphthalene is $1.4 \AA$. In order to resolve the atomic structure, the resolution must be smaller than this value. Imperfect alignment limits the resolution. To build a connection between the resolution and the alignment in terms of $\left\langle\cos ^{2} \theta_{l m}\right\rangle$, it is helpful to view the angle $\theta_{l m}$ as an opening angle within which the residual motion of the atoms takes place (cf. Fig. 2). Hence, the length characterizing the smallest resolvable structure is

$$
\begin{equation*}
d_{\mathrm{coh}} \approx 2 R \sqrt{1-\left\langle\cos ^{2} \theta_{l m}\right\rangle} \tag{43}
\end{equation*}
$$

where $R$ is the linear dimension of the molecule (measured from the center of mass of the molecule). The degree of

TABLE II. The nuclear spin statistical weights $g_{J \tau}$ of naphthalene classified by the rotational symmetry classes.

| Rotation class | $E^{+}$ | $E^{-}$ | $O^{+}$ | $O^{-}$ |
| :--- | :--- | :--- | :--- | :--- |
| $g_{J \tau}(J$ even $)$ | 76 | 60 | 60 | 60 |
| $g_{J \tau}(J$ odd $)$ | 60 | 76 | 60 | 60 |

COMPUTATIONAL STUDIES OF X-RAY SCATTERING . .

alignment needed for a resolution of $1 \AA$ for the outermost carbon atom ( $R=2.5 \AA$ ) is $\left\langle\cos ^{2} \theta_{l m}\right\rangle=0.96$. For a given resolution, smaller opening angles $\theta_{l m}$ are required when the molecules become larger. In the adiabatic regime at sufficiently low temperature the maximum alignment for a linear rotor $(A=B, C=0)$ is given by $\left\langle\cos ^{2} \theta_{z c}\right\rangle=1-\sqrt{4 B / \gamma}, \gamma=$ $\sqrt{96} \pi \alpha I\left[\alpha^{\mathrm{pol}}\right]_{0}^{[2]}[32,33]$. The polarizability $\left[\alpha^{\mathrm{pol}}\right]_{0}^{[2]}$ is approximately proportional to $R^{3}$, and $B$ scales approximately as $R^{-5}$ [19,40]. The smallest resolvable dimension $d_{\text {coh }}$ is thus proportional to $1 / R$ and might be expected to decrease with increasing molecular size. Note, however, that the temperature required to suppress thermal effects $(k T / B \ll 1)$ also decreases as a function of the molecular size. Additionally, in order to remain in the adiabatic regime, the laser pulse duration must increase with increasing molecular size. In practice this means the laser intensity will decrease. For large molecules it is more realistic to consider the high temperature limit $(k T / B \gg 1)$, where the degree of alignment is a competitive interplay between rotational temperature and coupling strength $\gamma$; more precisely, $\left\langle\cos ^{2} \theta_{z c}\right\rangle=1-\sqrt{\pi k T / \gamma}$ [25,33]. By using the same scaling arguments, we find $d_{\text {coh }} \propto \sqrt[4]{k T R}$. The expected resolution is now reversed and increases with molecular size and rotational temperature. Consequently, larger molecules can be resolved less precisely.

In Fig. 3, the alignment dynamics of naphthalene at 10 mK and 1 K , respectively, are shown. We assumed a Gaussian laser pulse with a peak intensity of $I=5 \mathrm{TW} / \mathrm{cm}^{2}$ and a pulse duration of $\tau_{L}=100 \mathrm{ps}$ (FWHM). At a rotational temperature of $T=10 \mathrm{mK}$, almost all naphthalene molecules are in the rotational ground state. The rotational period of naphthalene at such a low temperature, $\tau_{\text {rot }} \approx 1 /(A+B) \approx 476 \mathrm{ps}$, is of the order of $\tau_{L}=100 \mathrm{ps}$, suggesting that the alignment dynamics are quasiadiabatic [55]. This is consistent with the observation that the overall alignment follows the laser pulse shape and, in addition, clear nonadiabatic features (fast oscillations) are visible. One can make use of the nonadiabatic behavior by probing the molecules with an x-ray pulse of 1 ps duration, which is fast enough to resolve the nonadiabatic oscillations. For instance, at $t=20.75 \mathrm{ps}$ the alignment is transiently enhanced in all three dimensions (cf. Fig. 3). At $T=1 \mathrm{~K}$, the rotational period of naphthalene is small in comparison to $\tau_{L}$, so the alignment dynamics are adiabatic and fast oscillations are significantly suppressed. As a consequence of the increased thermal motion, the maximum degree of alignment at $T=$ 1 K is clearly reduced.

The diffraction signal $S(\boldsymbol{Q})$ [cf. Eq. (33)] collected over the x-ray pulse duration reflects a pulse-averaged, effective alignment

$$
\begin{equation*}
\left\langle\cos ^{2} \theta_{l m}\right\rangle_{\mathrm{eff}}=\int d t \bar{j}_{X}(t)\left\langle\cos ^{2} \theta_{l m}\right\rangle(t) \tag{44}
\end{equation*}
$$

where $\bar{j}_{X}(t)$ is the normalized x-ray flux. We assume a Gaussian temporal envelope for the x-ray pulse, with a full width at half maximum of $\tau_{X}$. In Fig. 4, $\left\langle\cos ^{2} \theta_{l m}\right\rangle_{\text {eff }}$ is shown as a function of $\tau_{X}$. We may conclude from Fig. 4 that the effective alignment of the body-fixed axes decreases rapidly when the x-ray pulse duration is longer than the laser pulse duration. An enhancement in the effective alignment is visible
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FIG. 3. (Color online) Alignment dynamics of three axes of naphthalene at rotational temperatures $T=10 \mathrm{mK}$ (solid) and $T=$ 1 K (dotted). The pump laser shown in gray has a peak intensity of $I=5 \mathrm{TW} / \mathrm{cm}^{2}$, a width of $\tau_{L}=100 \mathrm{ps}$, and an ellipticity of $\epsilon_{x}^{2} / \epsilon_{z}^{2}=0.422$. The upper panel pictures the alignment dynamics on the time scale of the pulse duration. The lower panel is a close-up view of the region highlighted in the upper graph. At $t=20.75 \mathrm{ps}$, nonadiabatic oscillation enhances the alignment for all axes at $T=$ 10 mK and is ideal for a 1-ps x-ray probe pulse.
for $\tau_{X} \approx 1 \mathrm{ps}$ at $T=10 \mathrm{mK}$, where nonadiabatic oscillations are not suppressed and can be resolved by the x-ray pulse.

When $\tau_{X} \lesssim \tau_{L}$, the influence of $\tau_{X}$ is rather weak and the degree of alignment is mainly affected by the rotational temperature, $T$. Figure 5 shows the effective alignment of the molecular axes as a function of $T$ for $\tau_{X}=1 \mathrm{ps}$ and $\tau_{X}=$ 100 ps . Below 0.25 K , the best aligned axis is the body-fixed


FIG. 4. (Color online) The effective alignment of the body-fixed axes is shown as a function of the x-ray pulse duration, $\tau_{X}$, for $T=$ 10 mK (solid) and $T=1 \mathrm{~K}$ (dotted). The pump laser has a peak intensity of $I=5 \mathrm{TW} / \mathrm{cm}^{2}$, a width of $\tau_{L}=100 \mathrm{ps}$, and an ellipticity of $\epsilon_{x}^{2} / \epsilon_{z}^{2}=0.422$. The x-ray pulses are centered at $t=0 \mathrm{ps}$.


FIG. 5. (Color online) The effective alignment of the body-fixed axes is shown as a function of the rotational temperature for $\tau_{X}=1 \mathrm{ps}$ (solid) and $\tau_{X}=100 \mathrm{ps}$ (dotted). The pump laser has a peak intensity of $I=5 \mathrm{TW} / \mathrm{cm}^{2}$, a width of $\tau_{L}=100 \mathrm{ps}$, and an ellipticity of $\epsilon_{x}^{2} / \epsilon_{z}^{2}=0.422$. The x-ray pulses are centered at $t=0 \mathrm{ps}$.
$b$ axis in the space-fixed $y$ direction for $\tau_{X} \leqslant 100 \mathrm{ps}$, despite the fact that no laser field is applied in this direction. The strong alignment of the $b$ axis translates to well-aligned naphthalene molecules in the polarization plane of the laser ( $x z$ plane). Within the plane, the body-fixed $c$ axis is always more strongly aligned in the $z$ direction than the $a$ axis is aligned in the $x$ direction. (Recall that $\alpha_{c c}^{\mathrm{pol}}>\alpha_{a a}^{\mathrm{pol}}$ and $\epsilon_{z}>\epsilon_{x}$.) For higher temperatures, the body-fixed $c$ axis is the most strongly aligned axis, since the alignment of the $b$ axis is affected by the more rapidly decreasing alignment of the $a$ axis.

As may be seen in Fig. 4, the effective alignment $\left\langle\cos ^{2} \theta\right\rangle_{\text {eff }}$ of all molecular axes is at least 0.96 for 10 mK naphthalene molecules probed by x-ray pulses shorter than $\sim 20$ ps. Hence, the smallest resolvable dimension limited by residual pendular motion is $d_{\text {coh }}=1 \AA$. Only the rotational ground state is


FIG. 6. (Color online) X-ray diffraction signal $S\left(Q_{y}=0\right)$ of naphthalene. (a) Perfect alignment. (b) $T=10 \mathrm{mK}, \tau_{X}=1 \mathrm{ps}, \mathrm{x}$-ray pulse centered at $t=20.75 \mathrm{ps}$ (cf. Fig. 3). (c) $T=1 \mathrm{~K}, \tau_{x}=100 \mathrm{ps}$, x-ray pulse centered at $t=0 \mathrm{ps}$. (d) $T=10 \mathrm{mK}, \tau_{X}=100 \mathrm{ps}$, x-ray pulse centered at $t=0 \mathrm{ps}$. For the alignment pulses in (b), (c), and (d), we assumed $I=5 \mathrm{TW} / \mathrm{cm}^{2}$ and $\tau_{L}=100 \mathrm{ps}$.
initially occupied, and the minimum intensity required to accomplish $1 \AA$ resolution is $I=5 \mathrm{TW} / \mathrm{cm}^{2}$. Dissociation and ionization play only a minor role at this intensity but become important at higher intensities [113]. With an effective alignment of $\left\langle\cos ^{2} \theta_{x a}\right\rangle_{\text {eff }}=0.88$ at 1 K and $\tau_{X}=100 \mathrm{ps}$, the smallest resolvable dimension $d_{\text {coh }}$ is $1.73 \AA$, which is larger than the distance between neighboring carbon atoms.

## B. X-ray diffraction patterns

In Fig. 6, diffraction patterns $S(\boldsymbol{Q})$ of three-dimensionally aligned naphthalene are shown for perfect alignment as well as for imperfect alignment at different temperatures and x-ray pulse widths. The laser parameters are the same as for Fig. 3. The laser polarization plane is assumed to be the $x z$ plane so that the molecules are aligned as illustrated in Fig. 2. The diffraction patterns in Fig. 6 are two-dimensional planar slices through the three-dimensional $\boldsymbol{Q}$ space, taken at $Q_{y}=0$. (Due to the curvature of the Ewald sphere [85], experimental scattering patterns do not correspond to exactly planar slices through $\boldsymbol{Q}$ space, but this is of no consequence here.) The signal strength falls rapidly for high $Q$. Therefore, to highlight the structure at high momentum transfers, the scattering intensities are shown on a logarithmic scale. The effective alignment in Fig. 6 decreases clockwise, from $\left\langle\cos ^{2} \theta_{x a}\right\rangle_{\text {eff }}=1$ for perfect alignment to $\left\langle\cos ^{2} \theta_{x a}\right\rangle_{\text {eff }}=$ 0.88 for naphthalene molecules at 1 K probed by a $100-\mathrm{ps}$ x-ray pulse. By increasing the x-ray pulse width from 1 to 100 ps , the effective alignment at $T=10 \mathrm{mK}$ decreases from $\left\langle\cos ^{2} \theta_{x a}\right\rangle_{\text {eff }}=0.967$ to $\left\langle\cos ^{2} \theta_{x a}\right\rangle_{\text {eff }}=0.944$ [cf. Fig. 6(b) and 6(d)] and is significantly smaller than the impact of temperature rise from 10 mK to 1 K [cf. Fig. 6(c) and 6(d)].

Although the basic features of the x-ray scattering pattern for perfectly aligned naphthalene [Fig. 6(a)] are preserved in the scattering patterns for laser-aligned naphthalene [Figs. 6(b), 6(c), and 6(d)], the contours are washed out and the contrast between maxima and minima is less pronounced with decreasing alignment. Incoherent averaging for laseraligned naphthalene renders the diffraction patterns more cylindrically symmetric with respect to the $y$ direction, which limits the accessible structural information particularly at high momentum transfer.

Side views of naphthalene in $\boldsymbol{Q}$ space are shown in Fig. 7, where Fig. 7(a) depicts the long side ( $Q_{x}=0$ ) and Fig. 7(b) the short side ( $Q_{z}=0$ ) of naphthalene. Both display strong similarities to multislit diffraction patterns, consistent with


FIG. 7. (Color online) (a) Diffraction signal of naphthalene for $Q_{x}=0$. (b) Diffraction signal of naphthalene for $Q_{z}=0$. Other parameters are the same as for Fig. 6(b).


FIG. 8. (Color online) Same as for Fig. 6, except $Q_{\max }=8 \pi \AA^{-1}$. The momentum transfer $Q_{\text {coh }}$ (see the text) is highlighted by a solid green circle in (b)-(d).
the planar structure of naphthalene being well aligned in the $x z$ plane.

The achievable real-space resolution depends on two aspects. On the one hand, the smallest resolvable dimension $d_{\text {coh }}$ is a function of the degree of alignment [Eq. (43)]. On the other hand, the pixel size of the real-space structure reconstruction is determined by the maximum momentum transfer $Q_{\text {max }}$ in the diffraction signal $S(\boldsymbol{Q})$. Here, $Q_{\text {max }}=$ $2 \pi \quad \AA^{-1}$, corresponding to a pixel size of $0.5 \AA$. The approximate range in momentum space within which the assumption of coherent scattering holds may be defined by $Q_{\text {coh }}=2 \pi / d_{\text {coh }}$. In Fig. 8, the diffraction signals of Fig. 6 are shown up to $Q_{\max }=8 \pi \AA^{-1}$. The respective ranges defined by $Q_{\text {coh }}$ are highlighted. It is not possible to increase the resolution of the real-space structure reconstruction by choosing $Q_{\text {max }}$ much greater than $Q_{\text {coh }}$. In fact, numerical tests have indicated that data beyond $Q_{\text {coh }}$ can lead to poor convergent structures.

For $12-\mathrm{keV}$ x-ray photons, a real-space pixel size of $0.5 \AA$ requires the detection of photons scattered up to $60^{\circ}$ with respect to the x-ray propagation axis. The azimuthally averaged differential x-ray scattering cross section per naphthalene molecule for $Q=2 \pi \AA^{-1}$ is $d \sigma / d \Omega_{\text {avg }}=0.6$ barn. Since the largest distance between carbon atoms in naphthalene is $\sim 5 \AA$, the area of a pixel in momentum space must not exceed $4 \pi^{2}$ / $25 \AA^{-2}$. At a scattering angle of $60^{\circ}$, this corresponds to a solid angle $d \Omega=0.012$. For a molecular beam width of 1 mm and an x-ray focus area of $100 \mu \mathrm{~m}^{2}$, it has been demonstrated that the number of molecules in the interaction volume can be as large as $10^{7}$ [56]. Hence, requiring a minimum of five scattered photons per pixel [114], the estimated acquisition time for one diffraction pattern is around 70 s with an x-ray fluence of $10^{13}$ photons/(pulse $/ \mathrm{mm}^{2}$ ) and a repetition rate of 1 kHz .

## C. Structure reconstruction

We applied the phase-retrieval algorithm described in Sec. III B to the naphthalene diffraction signals shown in Fig. 6. The maximum momentum transfer of $2 \pi \AA^{-1}$ in Fig. 6 corresponds to a pixel size of $0.5 \AA$, which is of the order of the structure we want to resolve in naphthalene.


FIG. 9. (Color online) Structure of naphthalene, reconstructed from the diffraction signals shown in Fig. 6. The pixel size is $0.5 \AA$. (a) Perfect alignment. (b) $T=10 \mathrm{mK}, \tau_{X}=1 \mathrm{ps}, \mathrm{x}$-ray pulse centered at $t=20.75 \mathrm{ps}$. (c) $T=1 \mathrm{~K}, \tau_{X}=100 \mathrm{ps}$, x-ray pulse centered at $t=0 \mathrm{ps}$. (d) $T=10 \mathrm{mK}, \tau_{X}=100 \mathrm{ps}$, x-ray pulse centered at $t=0 \mathrm{ps}$.

As a consequence, each pixel encodes a lot of structure information. Calculations have shown that the reconstruction routine becomes sensitive to the set of initial random phases. Therefore, we follow the spirit of Ref. [101] and average over reconstructions obtained for 100 different sets of initial phases to define a quality criterion, which we apply subsequently to all 100 reconstructions to select the most meaningful results and average over these selected reconstructions. Our quality criterion is defined as follows: (i) All pixels of the unfiltered averaged result that have at least $20 \%$ of the maximum electron density are selected to build a density core region. (ii) The quality criterion uses the density core region and selects only the reconstructions that have at least $50 \%$ of their total electron density within this density core region.

The filtered averages for the x-ray scattering patterns of Fig. 6 are displayed in Fig. 9. In our calculations, we employed a grid spacing in $\boldsymbol{Q}$ space of $0.16 \AA^{-1}$, corresponding to a maximum object size 8 times larger than the size of naphthalene.

Figure 9 illustrates that with better effective alignment in the diffraction pattern more structural information can be reconstructed. In the perfect alignment case (cf. Fig. 9a), the positions of the atoms can be resolved. A comparison with the perfect alignment reconstruction in Fig. 1(b), where the pixel size is $0.125 \AA$ and no averaging over several initial random phases was performed, illustrates that the reconstruction of the carbon positions is more difficult when the pixel size is comparable with the size of the atoms. Incoherent averaging for imperfectly aligned molecules affects the effective resolution further, since the assumption of coherent scattering limits the usable diffraction signal to $Q \leqslant Q_{\text {coh }}$. As a consequence, $Q_{\text {max }}$ should be of the order of $Q_{\text {coh }}$ and, therefore, the pixel size in the reconstruction is limited by the degree of effective alignment.

All results displayed in Fig. 9 recover the two-ring structure of naphthalene, indicating an effective resolution below $2 \AA$ Å. Especially the two carbon atoms connecting both carbon rings are distinctly visible. Figures 9 (b) and 9 (d) show the reconstruction for naphthalene at 10 mK with $\tau_{X}=1 \mathrm{ps}$ and
$\tau_{X}=100 \mathrm{ps}$, respectively. Both have a similar effective alignment and reconstruction. In both cases, the electron density peaks on the two-ring structure indicate the positions of all carbon atoms and are consistent with the theoretically expected effective resolutions, which are below the typical distance between neighboring carbon atoms (1.4 $\AA$ ). The predicted effective resolution at $1 \mathrm{~K}\left(d_{\text {coh }}=1.73 \AA\right)$ is sufficient to resolve the overall structure of naphthalene, which can be seen in Fig. 9(c). For the central region of naphthalene, the effective resolution improves and makes it possible to identify the two central carbon atoms at 1 K .

## v. CONCLUSION

We have theoretically studied the theory of x-ray diffraction from asymmetric-top molecules that are three-dimensionally aligned by elliptically polarized light and have discussed a phase-retrieval method in order to reconstruct molecular structure from the x -ray scattering pattern. The interaction of the gas phase molecules with the laser and x-ray fields was studied in the density matrix formalism. We have assumed rigid rotor molecules. Symmetries in the time-dependent Hamiltonian and in its solutions as well as in the angular density distribution were exploited and used to improve numerical efficiency. In combination with further computational aspects, a significant enhancement in numerical efficiency has been achieved.

A feasibility study of x-ray diffraction from threedimensionally laser-aligned molecules has been performed using the organic molecule naphthalene. We have linked the degree of alignment to an effective resolution and have studied the impact of x-ray pulse duration and temperature on the diffraction patterns. A phase-retrieval reconstruction was performed on diffraction patterns taken for different effective alignments. The enhancement of incoherent averaging due to imperfect alignment destroys structural information and hinders the recovery of detailed atomic configurations within the molecule. The reconstruction of naphthalene confirms our discussion that the degree of alignment is a good indicator for the achievable resolution in the reconstruction. To decode structures on an atomic length scale, high degree of alignment in all three molecular axes must be achieved. Molecules have to be cooled down to a few Kelvin or even sub-Kelvin temperatures so rotational motion is sufficiently reduced. Experiments have shown that it is feasible to cool molecules to $1 \mathrm{~K}[72,115,117]$. To accomplish rotational temperatures well below 1 K is a great challenge and would open the opportunity to image large gas-phase molecules at atomic resolution. The problem of incoherent averaging over a finite range of different orientations has to be further addressed, especially in the case where molecular symmetries do not coincide with the symmetries of the diffraction pattern imposed by alignment.

With the ability to detect molecular structure, x-ray scattering from gas phase molecules can be used to study torsion effects and laser-induced deformations that are expected to occur during alignment in the presence of intense laser pulses [116]. By systematically varying the delay time between pump (laser) and probe (x-ray) pulse, it is possible to follow molecular motion on an ultrafast time scale. Of particular interest is the study of physical and chemical processes in the presence of intense laser fields, which simultaneously provide
the required alignment for imaging of reactions with atomic resolution in space and time.
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## APPENDIX A: NUCLEAR SPIN STATISTICAL WEIGHTS

In the density matrix, statistical weights, $w_{J \tau}=$ $g_{J \tau} \frac{\exp \left(-E_{J_{\tau}}^{\text {ort }} / k T\right)}{Z(T)}$, define the relative number of particles in an ensemble that are in a given quantum mechanical state for a well-defined temperature $T$. The nuclear spin statistical weights $g_{J \tau}$ are based on symmetry arguments and represent the number of the allowed nuclear spin states for a given rotational state $|J \tau M\rangle$.

The overall symmetry $\Gamma_{\text {tot }}$ of the total molecular wave function is independent of rotational or nuclear spin states and determined by the spin statistic theorem [82]. However, $\Gamma_{\text {tot }}$ is also a direct product of symmetries of the different quantum states [77],

$$
\begin{equation*}
\Gamma_{\mathrm{tot}}=\Gamma_{r} \otimes \Gamma_{\mathrm{ns}}, \tag{A1}
\end{equation*}
$$

where $\Gamma_{r}$ is the rotational state symmetry and $\Gamma_{\mathrm{ns}}$ is the nuclear spin state symmetry. Molecules are in their electronic and vibrational ground states and their contributions can be omitted in Eq. (A1).

The representation of symmetries depends on the symmetry group of the molecule. The molecular symmetry group of asymmetric-top molecules without an inversion center is $D_{2 h}$ or lower [118]. The rotational symmetry group of an asymmetric-top rotor is always $V$ (isomorphic to $D_{2 h}$ ) [119,120]. If there is no common symmetry class between $\Gamma_{r}$ and $\Gamma_{\mathrm{ns}}, g_{J \tau}=1$. In other words, molecular symmetries come only into play when molecular rotations are identical to particle exchanges.

All symmetry representations are written as linear combinations of irreducible representations (irrep) of $V$ in Table III. In addition, the character table for the nuclear spin and rotational

TABLE III. Character table and irreducible representations of overall, rotational, and nuclear spin states for naphthalene. The symmetry point group is $V$.

|  | Operations $P$ of $V$ |  |  |  |  | Irrep. |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E$ | $C_{c}$ | $C_{b}$ | $C_{a}$ |  | $J$ even | $J$ odd |
| $\Gamma_{\text {tot }}$ | 1 | 1 | 1 | 1 |  | $A$ |  |
| $E^{+}$ | 1 | 1 | $(-1)^{J}$ | $(-1)^{J}$ |  | $A$ | $B_{c}$ |
| $E^{-}$ | 1 | 1 | $(-1)^{J+1}$ | $(-1)^{J+1}$ |  | $B_{c}$ | $A$ |
| $O^{-}$ | 1 | -1 | $(-1)^{J}$ | $(-1)^{J+1}$ |  | $B_{b}$ | $B_{a}$ |
| $O^{+}$ | 1 | -1 | $(-1)^{J+1}$ | $(-1)^{J}$ |  | $B_{a}$ | $B_{b}$ |
| $\Gamma_{\text {ns }}$ | $2^{8}$ | $2^{4}$ | $2^{4}$ | $2^{4}$ |  | $76 A+60\left(B_{a}+B_{b}+B_{c}\right)$ |  |

## COMPUTATIONAL STUDIES OF X-RAY SCATTERING ...

PHYSICAL REVIEW A 81, 043425 (2010)
states are shown. The four molecular rotations and particle exchanges defining $V$ are $E, C_{a}, C_{b}, C_{c}$.

The characters of the overall wave function $\chi_{\text {tot }}$ can be derived from the Pauli principle [83] and correspond to the overall sign changes induced by the molecular rotations. First, we assume all carbon atoms in naphthalene are ${ }^{12} \mathrm{C}$ with nuclear spin 0 . By remembering only odd permutations of halfinteger particles (fermions) change the sign of the overall wave function [77], we find all group operation leave the overall sign for naphthalene unchanged, since all Hydrogen permutations are even. Hence, $\chi_{\mathrm{tot}}[P]=1, \forall P \in V$ and $\Gamma_{\text {tot }}=A$.

The rotational symmetry classes, in which each rotational state can be classified (cf. Sec. II A), coincide with the irreps of $V$ [74]. However, whether or not $J$ is even or odd defines which irrep corresponds to which symmetry class (cf. Table III).

The sum of characters over all possible nuclear spin states $\chi_{\mathrm{ns}}[P]$ for each operation $P$ can be derived by the formula [83,119]

$$
\begin{equation*}
\chi_{\mathrm{ns}}[P]=\prod_{G_{P}}\left(2 S_{G_{P}}+1\right) \operatorname{sgn}\left(P_{G_{P}}\right)^{2 S_{G_{P}}} \tag{A2}
\end{equation*}
$$

where the atom group $G_{P}$ is defined by the minimum number of identical atoms in the molecule such that after the atom permutation $P$ each atom in $G_{P}$ is replaced by an atom of $G_{P} \cdot \operatorname{sgn}\left(P_{G_{P}}\right)$ is the sign of the permutation $P$ within in the atom group $G_{P}$, which is +1 or -1 depending whether the permutation is even or odd in $G_{P}$. The smallest atom group consist of one atom, which does not change position under the operation $P . S_{G_{P}}$ is the nuclear spin of the atoms in $G_{P}$.
-
Imposing Eq. (A1), nuclear spin and rotational symmetries are linked together. (For naphthalene: $\Gamma_{\text {tot }}=\Gamma_{r} \otimes \Gamma_{\mathrm{ns}}=A$ ). The multiplication of symmetry representations is done by multiplying their characters. The nuclear spin statistical weights $g_{J \tau}$ are the number of irreps in $\Gamma_{\mathrm{ns}}$ such that the product with a given rotational class is $\Gamma_{\mathrm{tot}}$. As an example: When $|J \tau M\rangle \in O^{-}$and J is even, then $\Gamma_{r} \in B_{b}$ and only the product $B_{b} \otimes B_{b}=A[119]$ fulfills Eq. (A1). Since there are $60 B_{b}$ irreps in $\Gamma_{\mathrm{ns}}$, the nuclear spin statistical weight is 60 . For all rotational states of naphthalene, the nuclear spin statistical weights are

$$
g_{J \tau}= \begin{cases}76, & \Gamma_{r} \in A  \tag{A3}\\ 60, & \text { otherwise }\end{cases}
$$

## APPENDIX B: MATRIX ELEMENTS OF $\cos ^{2} \boldsymbol{\theta}_{l m}$

The squares of the matrix elements of the rotation matrix $R(\phi, \theta, \chi)$, i.e., $\cos ^{2} \theta_{l m}$, give a complete picture of the threedimensional alignment. Knowing four $\cos ^{2} \theta_{l m}$ is sufficient to describe all, where at least two axes of each reference frame have to be involved in the four $\cos ^{2} \theta_{l m}$. Our choice is $l \in$ $\{x, z\}, m \in\{a, c\}$, since it is one of the least computationally expensive choices. The $\cos ^{2} \theta_{l m}$ matrices are diagonal in $M$ or $K$ when $l=z$ or $m=c$, respectively. Only the matrix $\cos ^{2} \theta_{x a}$ is nondiagonal in $K$ and $M$. Each $\cos ^{2} \theta_{l m}$ can be written in terms of $D_{M K}^{[J]}(\phi, \theta, \chi)$ [29], where the matrix elements of the Wigner $D$ functions are given in Refs. [49,54,74]. The matrix elements of the four matrices that we have chosen are:

$$
\begin{align*}
\langle J K M| \cos ^{2} \theta_{z c}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle= & \frac{1}{3} \delta_{J J^{\prime}} \delta_{K K^{\prime}} \delta_{M M^{\prime}}+\frac{2}{3} \sqrt{\frac{2 J+1}{2 J^{\prime}+1}}\left\langle J, M ; 2,0 \mid J^{\prime}, M^{\prime}\right\rangle\left\langle J, K ; 2,0 \mid J^{\prime}, K^{\prime}\right\rangle,  \tag{B1a}\\
\langle J K M| \cos ^{2} \theta_{x c}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle= & \frac{1}{3} \delta_{J J^{\prime}} \delta_{K K^{\prime}} \delta_{M M^{\prime}}-\sqrt{\frac{1}{6}} \sqrt{\frac{2 J+1}{2 J^{\prime}+1}}\left\langle J, K ; 2,0 \mid J^{\prime}, K^{\prime}\right\rangle \\
& \times\left(\sqrt{\frac{2}{3}}\left\langle J, M ; 2,0 \mid J^{\prime}, M^{\prime}\right\rangle-\left[\left\langle J, M ; 2,2 \mid J^{\prime}, M^{\prime}\right\rangle+\left\langle J, M ; 2,-2 \mid J^{\prime}, M^{\prime}\right\rangle\right]\right),  \tag{B1b}\\
\langle J K M| \cos ^{2} \theta_{z a}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle= & \frac{1}{3} \delta_{J J^{\prime}} \delta_{K K^{\prime}} \delta_{M M^{\prime}}-\sqrt{\frac{1}{6}} \sqrt{\frac{2 J+1}{2 J^{\prime}+1}}\left\langle J M ; 20 \mid J^{\prime} M^{\prime}\right\rangle \\
& \times\left(\sqrt{\frac{2}{3}}\left\langle J, K ; 2,0 \mid J^{\prime}, K^{\prime}\right\rangle-\left[\left\langle J, K ; 2,2 \mid J^{\prime}, K^{\prime}\right\rangle+\left\langle J, K ; 2,-2 \mid J^{\prime}, K^{\prime}\right\rangle\right]\right),  \tag{B1c}\\
\langle J K M| \cos ^{2} \theta_{x a}\left|J^{\prime} K^{\prime} M^{\prime}\right\rangle= & \frac{1}{3} \delta_{J J^{\prime}} \delta_{K K^{\prime}} \delta_{M M^{\prime}}+\frac{1}{4} \sqrt{\frac{2 J+1}{2 J^{\prime}+1}} \\
& \times\left(\sqrt{\frac{2}{3}}\left\langle J, M ; 2,0 \mid J^{\prime}, M^{\prime}\right\rangle-\left[\left\langle J, M ; 2,2 \mid J^{\prime}, M^{\prime}\right\rangle+\left\langle J, M ; 2,-2 \mid J^{\prime}, M^{\prime}\right\rangle\right]\right) \\
& \times\left(\sqrt{\frac{2}{3}}\left\langle J, K ; 2,0 \mid J^{\prime}, K^{\prime}\right\rangle-\left[\left\langle J, K ; 2,2 \mid J^{\prime}, K^{\prime}\right\rangle+\left\langle J, K ; 2,-2 \mid J^{\prime}, K^{\prime}\right\rangle\right]\right) \tag{B1~d}
\end{align*}
$$
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#### Abstract

We theoretically analyze the effectiveness of multiple-pulse laser alignment methods for asymmetric-top molecules. As an example, we choose $\mathrm{SO}_{2}$ and investigate the alignment dynamics induced by two different sequences, each consisting of four identical laser pulses. Each sequence differs only in the time delay between the pulses. Equally spaced pulses matching the alignment revival of the symmetrized $\mathrm{SO}_{2}$ rotor model are exploited in the first sequence. The pulse separations in the second sequence are short compared to the rotation dynamics of the molecule and monotonically increase the degree of alignment until the maximum alignment is reached. We point out the significant differences between the alignment dynamics of $\mathrm{SO}_{2}$ treated as an asymmetric-top and a symmetric-top rotor, respectively. We also explain why the fast sequence of laser pulses creates considerably stronger one-dimensional molecular alignment for asymmetric-top molecules. In addition, we show that multiple-pulse trains with elliptically polarized pulses do not enhance one-dimensional alignment or create three-dimensional alignment.
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Molecular alignment techniques have become important for controlling processes like photoabsorption [1,2], multiphoton ionization [3-5], high harmonic generation (HHG) [6,7], and molecular imaging [8-10]. Alignment of molecules can be achieved with intense laser fields making use of the quadratic Stark effect [11]. In general it is true that more intense laser fields create higher degrees of alignment. However, intense laser fields trigger side effects, like multiphoton ionization and molecular defragmentation, that irreversibly damage molecules [12-14]. For alignment purposes, ionization is an unwanted effect that multiple-pulse alignment techniques try to prevent [15].

Laser alignment can be accomplished adiabatically or impulsively [11]. In the former case, the laser pulse duration is long compared to the rotational period of the molecule $\tau_{\text {rot }}$; in the latter case it is short compared to $\tau_{\text {rot }}$. For a given laser intensity, adiabatic alignment leads to a higher degree of alignment than does impulsive alignment; however, enhancing alignment through several consecutive, nonoverlapping laser pulses is only possible in the impulsive regime. Theoretical and experimental studies with up to three laser pulses, where pulse separations, pulse intensities, and pulse shapes were systematically varied, have been performed [16-18]. Recently, field-free alignment of $\mathrm{N}_{2}$ was reported in an experiment with eight identical, Fourier transform limited, consecutive laser pulses [15]. All eight pulses were separated by the rotational period $\tau_{\text {rot }}=1 /(2 B)[15,19]$. The degree of alignment achieved in Ref. [15] with eight pulses is much greater than the alignment induced by a single ionization-limited pulse.

Attempts to use a sequence of pulses to enhance alignment have so far been focused on linear or symmetric-top molecules, which possess well-defined alignment revivals separated by $\tau_{\text {rot }}$. The irregular or incommensurable spacings of the rotational energy levels for asymmetric-top molecules prevent full rephasing of the rotational wave packet [20] and, therefore,

[^17]the appearance of periodic alignment revivals. Experiments involving asymmetric-top molecules with one-dimensional, field-free alignment [20-24] and three-dimensional alignment using two linearly polarized laser pulses $[25,26]$ have been reported.

Another source of rotational wave-packet dephasing is centrifugal distortion, which becomes relevant when rotational states with high angular momentum, needed to get high degrees of alignment, are populated. This effect is not limited to asymmetric-top molecules and affects linear and symmetrictop molecules as well [27].

In this work, we extend the idea of multiple-pulse alignment to rigid, asymmetric-top molecules, omitting the effect of additional dephasing through centrifugal distortion. Specifically, we theoretically investigate the feasibility of enhancing one-dimensional alignment. We consider two different pulse trains, each consisting of four identical laser pulses. The pulses are equally separated by the revival period in the first pulse train. This strategy follows Ref. [15]. In the second train, pulses are separated such that the molecule experiences an additional kick when it reaches the maximum alignment induced by the previous pulse, resulting in a monotonic increase in the degree of alignment [28]. Furthermore, we point out the consequences of approximating an asymmetric-top rotor as a symmetric-top rotor. We then investigate four-pulse trains using elliptically polarized laser pulses and ask the questions whether onedimensional alignment is enhanced in comparison to the use of linearly polarized pulses and if it is possible to create field-free three-dimensional alignment.

We do not review our numerical propagation method, which is described in Ref. [10]. In the following, we choose to subject the molecule $\mathrm{SO}_{2}$ to an electric laser field,

$$
\begin{equation*}
\vec{E}(t)=\sqrt{8 \pi I(t) / c}\left[\epsilon_{x} \vec{e}_{x} \cos (\omega t)+\epsilon_{z} \vec{e}_{z} \sin (\omega t)\right] \tag{1}
\end{equation*}
$$

where $c$ is the speed of light, $I(t)$ is the cycle-averaged laser intensity, and $\epsilon_{x}$ and $\epsilon_{z}$ are the minor and major field components with $\epsilon_{x}^{2} \leqslant \epsilon_{z}^{2}$ and $\epsilon_{x}^{2}+\epsilon_{z}^{2}=1$. We set $\epsilon_{x}=0$ to describe linearly polarized light. The molecule $\mathrm{SO}_{2}$ has the


FIG. 1. (Color online) Alignment dynamics of $\mathrm{SO}_{2}$ treated, respectively, as a symmetric-top rotor (dashed) and an asymmetric-top rotor (solid), at rotational temperature $T=10 \mathrm{~K}$. From panels (a) to (d) the number of pulses successively increases from one to four. The linearly polarized laser pulses, which are indicated by vertical dashed lines, have a peak intensity of $20 \mathrm{TW} / \mathrm{cm}^{2}$ and a pulse duration of 50 fs .
rotational constants $A=0.3442 \mathrm{~cm}^{-1}, B=0.2935 \mathrm{~cm}^{-1}$, and $C=2.028 \mathrm{~cm}^{-1}[29-31]$ and polarizabilities $\alpha_{a a}^{\mathrm{pol}}=20.80 \AA^{3}$, $\alpha_{b b}^{\mathrm{pol}}=18.66 \AA^{3}$, and $\alpha_{c c}^{\mathrm{pol}}=31.32 \AA^{3}$ [32]. The nuclear spin statistical weights of $\mathrm{SO}_{2}$ are 1 if $|J \tau M\rangle \in A, B_{a}$ and 0 if $|J \tau M\rangle \in B_{c}, B_{b}$, where $|J \tau M\rangle$ denotes a rotational eigenstate of an asymmetric-top rotor and $B_{a}, B_{b}, B_{c}$, and $A$ are irreducible representations of $D_{2}$ (isomorphic to $C_{2 v}$ ) [33].

Figure 1 presents the alignment dynamics of $\mathrm{SO}_{2}$, treated as a symmetric-top rotor and an asymmetric-top rotor, respectively, for a sequence of up to four linearly polarized, consecutive Gaussian-shaped laser pulses spaced equally by $\tau_{\text {rot }}=1 /(A+B)$. The laser intensity is $20 \mathrm{TW} / \mathrm{cm}^{2}$ and the pulse duration (FWHM) is 50 fs . The chosen rotational temperature of 10 K is a realistic estimate that has been experimentally achieved for $\mathrm{SO}_{2}$ [25]. The symmetric-top rotor is approximated by symmetrization of the $a$ and $b$ axes, that is, $A, B \rightarrow(A+B) / 2$ and $\alpha_{a a}^{\mathrm{pol}}, \alpha_{b b}^{\mathrm{pol}} \rightarrow\left(\alpha_{a a}^{\mathrm{pol}}+\alpha_{b b}^{\mathrm{pol}}\right) / 2$.

In the symmetric-top model, the molecules show the expected revival dynamics in Fig. 1. By increasing the number of laser pulses [Figs. 1(a)-1(d)], the maximum alignment increases monotonically from $\left\langle\cos ^{2} \theta_{z c}\right\rangle=0.52$ (one pulse) to $\left\langle\cos ^{2} \theta_{z c}\right\rangle=0.68$ (four pulses). When $\mathrm{SO}_{2}$ is treated exactly as an asymmetric-top rotor, no regularly repeating alignment motion can be identified. The dephasing, due to the incommensurable spacing between the rotational energy levels, increases with time and is the reason why the maximum alignment achieved after the fourth laser pulse is weaker than the alignment created directly after the third laser pulse [cf. Fig. 1(d)].

Another question we want to address is whether multiple elliptically polarized laser pulses can be used to create three-dimensional alignment in the same manner as linearly polarized laser pulses can be used to achieve one-dimensional alignment. Figure 2 shows a direct comparison of the


FIG. 2. (Color online) Alignment dynamics of $\mathrm{SO}_{2}$ for linearly polarized (dashed) and elliptically polarized (solid) laser pulses with $\epsilon_{z}^{2}=0.5462$. The peak intensity associated with the $z$ direction ( $20 \mathrm{TW} / \mathrm{cm}^{2}$ ) is kept the same in both cases, as is the pulse duration of 50 fs . $\mathrm{SO}_{2}$ is treated in both cases as an asymmetric-top rotor.
alignment of $\mathrm{SO}_{2}$ (treated as an asymmetric-top rotor) for four linearly $\left(\epsilon_{x}=0\right)$ and four elliptically polarized laser pulses $\left(\epsilon_{z}^{2}=0.5462\right)$. The specific value of $\epsilon_{z}^{2}$ for elliptically polarized light is chosen such that optimal three-dimensional alignment is obtained [34]. The laser intensity associated with the $z$ direction is the same for both types of polarized laser pulses. The total intensity of the elliptically polarized laser pulses is adjusted accordingly.

The additional electric field in the perpendicular $x$ direction decreases the $\left\langle\cos ^{2} \theta_{z c}\right\rangle$ alignment [cf. Fig. 2(a)] and simultaneously increases the alignment of the body-fixed $c$ axis in the $x$ direction $\left(\left\langle\cos ^{2} \theta_{x c}\right\rangle\right)$. However, elliptically polarized laser pulses improve the alignment of the molecules in the elliptical polarization plane of the laser pulses ( $z x$ plane), which is given by $\left\langle\cos ^{2} \theta_{y b}\right\rangle$ [see Fig. 2(b)]. The alignment dynamics of $\left\langle\cos ^{2} \theta_{x a}\right\rangle$ are counterintuitive and show an antialignment effect rather than an alignment effect [cf. Fig. 2(c)]. By analyzing all $\left\langle\cos ^{2} \theta_{l m}\right\rangle$, we find that each molecular axis is aligned or antialigned simultaneously in the $x$ and $z$ directions. From the relation $\sum_{m^{\prime}}\left\langle\cos ^{2} \theta_{l m^{\prime}}\right\rangle=\sum_{l^{\prime}}\left\langle\cos ^{2} \theta_{l^{\prime} m}\right\rangle=1 \forall l, m$, it follows that the alignment in the $y$ direction is reversed from the alignment in the $x$ and $z$ directions. Since the molecular alignments $\left\langle\cos ^{2} \theta_{z c}\right\rangle$ and $\left\langle\cos ^{2} \theta_{x c}\right\rangle$ are strongly pronounced, the molecular $a$ and $b$ axes are antialigned in these two space-fixed directions and, hence, aligned in the $y$ direction $\left(\left\langle\cos ^{2} \theta_{y a}\right\rangle\right.$ and $\left.\left\langle\cos ^{2} \theta_{y b}\right\rangle\right)$. Only in the adiabatic limit would we see strong alignment in $\left\langle\cos ^{2} \theta_{x a}\right\rangle,\left\langle\cos ^{2} \theta_{y b}\right\rangle$, and $\left\langle\cos ^{2} \theta_{z c}\right\rangle$.

Improving the degree of alignment of symmetric-top molecules by applying consecutive laser pulses at maximum alignment can be done either at the first alignment peak directly after the previous pulse or at later times at alignment revivals. In the case of asymmetric-top molecules, the accessibility of revivals is limited to the very first revivals (cf. Fig. 1) and the maximum achievable degree of alignment is reduced in comparison to the linear and symmetric-top rotor models. However, the dynamics immediately following the first laser


FIG. 3. (Color online) Alignment dynamics of $\mathrm{SO}_{2}$ treated, respectively, as a symmetric-top rotor (dashed) and an asymmetrictop rotor (solid). The four laser pulses are linearly polarized with a peak intensity of $20 \mathrm{TW} / \mathrm{cm}^{2}$. The shaded areas indicate the FWHM width of $50-\mathrm{fs}$ pulses centered around the vertical, dashed lines.
pulse are almost identical for both rotor models, since the dephasing effects are still small. It is in this time frame that the very first alignment peak occurs. Therefore, applying subsequent laser pulses close to the very first laser pulse promises better alignment. In that way the alignment is increasing monotonically until it has reached its maximum degree of alignment. In Fig. 3 such a pulse sequence is presented. The alignment profiles for both rotor models are almost identical with a maximum alignment comparable with the revival kicking technique for symmetric-top rotors shown in Fig. 1(d). The alignment response, which is the time after a pulse until maximum alignment is reached, decreases with the number of pulses-and so does the spacing between neighboring laser pulses [28]. This limits the maximum number of laser pulses that may be employed to accomplish field-free alignment. However, the maximum degree of alignment for both rotor models differs by less than $1 \%$ in Fig. 3.

By exploiting the same method for elliptically polarized laser pulses, we find that the alignment dynamics for the symmetric-top and asymmetric-top rotor models are identical in terms of $\left\langle\cos ^{2} \theta_{z c}\right\rangle$ [cf. Fig. 4(a)], as in the linearly polarized case (cf. Fig. 3). The alignment of the asymmetric-top rotor model in the polarization plane, which is characterized by $\left\langle\cos ^{2} \theta_{y b}\right\rangle$, is enhanced compared to the symmetric-top rotor model [cf. Fig. 4(b)]. During all four laser pulses the alignment $\left\langle\cos ^{2} \theta_{x a}\right\rangle$ stays almost isotropic and increases only slightly. However, $\left\langle\cos ^{2} \theta_{x a}\right\rangle$ does not show any antialignment within the first few picoseconds [see Fig. 4(c)] like Fig. 2(c) shows for the revival-kicking pulse sequence. The lack of $\left\langle\cos ^{2} \theta_{x a}\right\rangle$ alignment is not a problem of intensity; it is the result of the rich rotational dynamics of the asymmetrictop rotor $\mathrm{SO}_{2}$. Only in the limit of adiabatic alignment does


FIG. 4. (Color online) Alignment dynamics of $\mathrm{SO}_{2}$ treated, respectively, as a symmetric-top rotor (dashed) and an asymmetrictop rotor (solid). The four laser pulses are elliptically polarized with $\epsilon_{z}^{2}=0.5462$, a peak intensity of $36.6 \mathrm{TW} / \mathrm{cm}^{2}\left(I_{z}=20 \mathrm{TW} / \mathrm{cm}^{2}\right)$, and a pulse duration of 50 fs .
this motion cease and all three molecular axes become well aligned.

In conclusion, we studied multiple-pulse alignment of asymmetric-top molecules, using $\mathrm{SO}_{2}$ as an example. We showed that approximating an asymmetric-top molecule as a symmetric-top rotor has significant consequences for the alignment dynamics; specifically, alignment revivals do not occur for asymmetric-top molecules. The dephasing of the rotational wave packet for asymmetric-top molecules limits the effectiveness of aligning the molecules by multiple pulses applied at alignment revivals. Enhanced alignment for asymmetric-top molecules can be better accomplished by a fast train of pulses. Here the time delays between consecutive pulses are small compared to the rotational time scale such that dephasing effects are minimized. Therefore, for this method the maximum degree of alignment is not affected by the more complex rotational dynamics of an asymmetric-top molecule. However, when elliptically polarized pulses are used, none of these approaches attains significant three-dimensional alignment or improves the one-dimensional alignment further. We conclude that a train of elliptically polarized laser pulses is not suitable for achieving field-free three-dimensional alignment.
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In the left column of p. 2 of our original article, we used incorrect units for the polarizabilities. The polarizabilities should $\operatorname{read} \alpha_{a a}^{\mathrm{pol}}=20.80 a_{0}^{3}, \alpha_{b b}^{\mathrm{pol}}=18.66 a_{0}^{3}$, and $\alpha_{c c}^{\mathrm{pol}}=31.32 a_{0}^{3}$, where $a_{0}$ denotes the Bohr radius. We thank Varun Makhija and Vinod Kumarappan from Kansas State University for bringing this issue to our attention. All results shown in the article were calculated with the correct units.
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# Implementation of the time-dependent configuration-interaction singles method for atomic strong-field processes 

Loren Greenman, ${ }^{1}$ Phay J. Ho, ${ }^{2}$ Stefan Pabst,,${ }^{2,3, *}$ Eugene Kamarchik, ${ }^{1}$ David A. Mazziotti, ${ }^{1, \dagger}$ and Robin Santra ${ }^{2,4, \ddagger}$<br>${ }^{1}$ Department of Chemistry and The James Franck Institute, The University of Chicago, Chicago, Illinois 60637, USA<br>${ }^{2}$ Argonne National Laboratory, Argonne, Illinois 60439, USA<br>${ }^{3}$ Institut für Theoretische Physik, Universität Erlangen-Nürnberg, D-91058 Erlangen,Germany<br>${ }^{4}$ Department of Physics, The University of Chicago, Chicago, Illinois 60637, USA<br>(Received 8 June 2010; published 4 August 2010)<br>We present an implementation of the time-dependent configuration-interaction singles (TDCIS) method for treating atomic strong-field processes. In order to absorb the photoelectron wave packet when it reaches the end of the spatial grid, we add to the exact nonrelativistic many-electron Hamiltonian a radial complex absorbing potential (CAP). We determine the orbitals for the TDCIS calculation by diagonalizing the sum of the Fock operator and the CAP using a flexible pseudospectral grid for the radial degree of freedom and spherical harmonics for the angular degrees of freedom. The CAP is chosen such that the occupied orbitals in the Hartree-Fock ground state remain unaffected. Within TDCIS, the many-electron wave packet is expanded in terms of the Hartree-Fock ground state and its single excitations. The virtual orbitals satisfy nonstandard orthogonality relations, which must be taken into consideration in the calculation of the dipole and Coulomb matrix elements required for the TDCIS equations of motion. We employ a stable propagation scheme derived by second-order finite differencing of the TDCIS equations of motion in the interaction picture and subsequent transformation to the Schrödinger picture. Using the TDCIS wave packet, we calculate the expectation value of the dipole acceleration and the reduced density matrix of the residual ion. The technique implemented will allow one to study electronic channel-coupling effects in strong-field processes.<br>DOI: 10.1103/PhysRevA.82.023406<br>PACS number(s): $32.80 . \mathrm{Rm}, 31.15 . \mathrm{A}-, 02.70 .-\mathrm{c}$

## I. INTRODUCTION

With the invention of the technique of chirped pulse amplification (CPA), modern high-power laser systems can now easily produce high repetition-rate femtosecond laser pulses, leading to peak optical intensities greater than $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ or as high as $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ in the focal region. The availability of such intense radiation has opened up new and important venues of research in atomic, molecular, and optical (AMO) physics. High photon-flux radiation can drive atomic and molecular systems into nonlinear regimes and initiate nonperturbative single-atom and single-molecule intense-field phenomena, including multiphoton ionization [1-17], above-threshold ionization (ATI) [18-27], high-harmonic generation (HHG) [28-42], and nonsequential multielectron ionization [43-52].

Understanding these field-induced phenomena has tremendous technological implications. HHG, for example, has been used as a convenient tool for the production of coherent XUV and soft x-ray radiation [33-37] and attosecond pulses $[53,54]$. These novel light sources have enabled ultrafast molecular probing [55-72] and the study of AMO physics in the attosecond regime [53,54,73-77]. As a result, various theoretical methods have been developed to investigate strong-field AMO physics. Among these methods, solving the time-dependent Schrödinger equation provides

[^19]the most accurate description. Unfortunately, this method is practically unfeasible for many-electron atoms and molecules beyond helium. Hence, many efforts have been devoted to one-electron formulations of the strong-field problems.

These one-electron formulations are guided by the first step in all the strong-field processes, in which an electron is pulled away from the parent ion by the laser field. Treating this electron as the only active electron has been shown to be sufficient for accurate prediction of single-ionization production [7,78-80], cutoff in the HHG spectrum [31,80], and ATI photoelectron spectra [79] in different atoms. In spite of its successes, this single-active-electron (SAE) approach has its limitations. First, it cannot account for multielectron effects in strong-field processes. For instance, Gordon et al. have shown that the accurate inclusion of multielectron effects is necessary to explain the scaling of the HHG radiation intensity with the atomic number [39]. Second, the SAE theory lacks the dynamical description of the residual ion by focusing only on the wave-packet dynamics of the excited electron. In particular, the theory offers only a single-channel description, in which the ion created is treated to be in a single ionic eigenstate.

Recent experimental efforts have now begun to require an accurate strong-field description of the residual ion. It was revealed from the ATI photo-electron spectrum that $\mathrm{Xe}^{+}$ ions in both the $5 p_{3 / 2}^{-1}$ ground-state and the $5 p_{1 / 2}^{-1}$ excited manifolds were generated in an intense optical pulse [81,82]. Also, experiments at the Advanced Photon Source (APS) using resonant x-ray absorption techniques have unveiled the alignment dynamics of the residual $\mathrm{Kr}^{+}$ions created in a strong optical field [83,84]. Furthermore, complete quantum ion state populations, which are the diagonal entries of the ion density matrix in the ion eigenstates basis, were measured experimentally and confirmed theoretically [85,86].

An approximate one-electron approach that goes beyond the SAE treatment is time-dependent configuration interaction with single excitations (TDCIS). This is an ab initio electronicstructure technique, where the time-dependent wave function is restricted to spin-singlet conserving single-particle excitations from the ground-state determinant. Rohringer and coworkers have shown that TDCIS can be formulated as an effective one-electron theory with coupled channels [87]. This method includes the description of the electronic structure of many-electron atoms and molecules through the Fock operator and allows the determination of the ion density matrix, both the diagonal and off-diagonal elements. Knowledge of the off-diagonal matrix elements reveals the coherence properties associated with the electronic wave-packet dynamics of the residual ion $[85,86,88,89]$. Using a one-dimensional helium model in a strong laser field, it was shown that TDCIS is superior to the SAE approach [87]. There are other rigorous effective one-electron approaches, including the single-configuration and multi-configuration time-dependent Hartree-Fock methods [78,90-92] and time-dependent density-functional theory in the Kohn-Sham formulation [93,94]. These methods have known limitations and challenges [95-99]. Recently, Spanner and Patchkovskii used a set of coupled time-dependent single-particle Schrödinger equations derived from a multielectron wave-function ansatz to examine multielectron effects in strong-field one-electron ionization processes [100].

The purpose of this paper is to describe a full numerical implementation of the three-dimensional TDCIS method with an added radial complex absorbing potential (CAP). A set of complex orbitals for the TDCIS calculation is determined by diagonalizing the sum of the Fock operator and the CAP using a flexible pseudospectral grid for the radial degree of freedom and spherical harmonics for the angular degrees of freedom. We found that this complex-orbital formulation of TDCIS has computational advantages, because it allows stable propagation of the TDCIS wave packet. Atomic units are used throughout.

## II. THEORETICAL BACKGROUND

In this section, we provide the theoretical background for a complex-orbital formulation of TDCIS. We start in Sec. II A with the general description of an atom in linearly polarized laser fields within the configuration-interaction singles (CIS) model. Then, an expression for calculating expectation values and the derivation of the reduced ion density are presented in Secs. II C and II D, respectively. In Sec. IIE we discuss the Hartree-Fock equations for closed-shell atoms in the presence of a CAP.

## A. TDCIS with a CAP

Within the CIS model, excitations beyond a particle-hole (1p-1h) excitation $\left|\Phi_{i}^{a}\right\rangle$ with respect to the ground state, which is in our case the Hartree-Fock (HF) ground state $\left|\Phi_{0}\right\rangle$, are not considered. Therefore, the wave packet is written in terms of $\left|\Phi_{0}\right\rangle$ and $\left|\Phi_{i}^{a}\right\rangle$,

$$
\begin{align*}
|\Psi(t)\rangle & =\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{i, a} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle  \tag{1}\\
\left|\Phi_{i}^{a}\right\rangle & =\frac{1}{\sqrt{2}}\left\{\hat{c}_{a+}^{\dagger} \hat{c}_{i+}+\hat{c}_{a-}^{\dagger} \hat{c}_{i-}\right\}\left|\Phi_{0}\right\rangle \tag{2}
\end{align*}
$$

where $i, j, k, l$ symbolize occupied orbitals, $a, b, c, d$ symbolize virtual orbitals, and $p, q, r, s$ stand for occupied or virtual orbitals. The operators $\hat{c}_{p \sigma}^{\dagger}$ and $\hat{c}_{p \sigma}$ create and annihilate electrons, respectively, in the spin orbital $\left|\varphi_{p \sigma}\right\rangle$, which is an eigenstate of the modified Fock operator

$$
\begin{gather*}
\hat{F}_{\mathrm{CAP}}\left|\varphi_{p \sigma}\right\rangle=\varepsilon_{p}\left|\varphi_{p \sigma}\right\rangle  \tag{3a}\\
\hat{F}_{\mathrm{CAP}}=\hat{F}-i \eta \hat{W} \tag{3b}
\end{gather*}
$$

where $\hat{F}$ is the Fock operator and $-i \eta \hat{W}$ is the CAP.
The full Hamiltonian of our system is

$$
\begin{equation*}
\hat{H}(t)=\hat{F}_{\mathrm{CAP}}+\hat{V}_{C}-\hat{V}_{\mathrm{HF}}-E_{\mathrm{HF}}-\mathcal{E}(t) \hat{z} \tag{4}
\end{equation*}
$$

where $\hat{V}_{C}$ is the electron-electron Coulomb interaction, $\hat{V}_{\mathrm{HF}}$ is the Hartree-Fock mean-field potential, $E_{\mathrm{HF}}$ is the Hartree-Fock ground-state energy, $\hat{z}$ is the dipole operator, and $\mathcal{E}(t)$ is the electric field component of the strong-field laser pulse.

By projecting the time-dependent Schrödinger equation onto the states $\left|\Phi_{0}\right\rangle$ and $\left|\Phi_{i}^{a}\right\rangle$, the equations of motion of the expansion coefficients $\alpha_{0}(t)$ and $\alpha_{i}^{a}(t)$ are obtained as

$$
\begin{gather*}
i \dot{\alpha}_{0}(t)=-\sqrt{2} \mathcal{E}(t) \sum_{i, a} \alpha_{i}^{a}(t) z_{(i, a)},  \tag{5a}\\
i \dot{\alpha}_{i}^{a}(t)=\left(\varepsilon_{a}-\varepsilon_{i}\right) \alpha_{i}^{a}(t)+\sum_{i^{\prime}, a^{\prime}} \alpha_{i^{\prime}}^{a^{\prime}}(t)\left(2 v_{\left(a, i^{\prime}, i, a^{\prime}\right)}-v_{\left(a, i^{\prime}, a^{\prime}, i\right)}\right) \\
- \\
-\mathcal{E}(t)\left\{\sqrt{2} \alpha_{0}(t) z_{(a, i)}+\sum_{a^{\prime}} \alpha_{i}^{a^{\prime}}(t) z_{\left(a, a^{\prime}\right)}\right.  \tag{5b}\\
-
\end{gather*}
$$

The projection is done with respect to the symmetric inner product discussed in Sec. II C. The matrix elements in Eqs. (5) are defined via this symmetric inner product [101]:

$$
\begin{gather*}
z_{(p, q)}=\left(\varphi_{p}|\hat{z}| \varphi_{q}\right)  \tag{6a}\\
v_{(p, q, r, s)}=\left(\varphi_{p} \varphi_{q}\left|1 / \hat{r}_{12}\right| \varphi_{r} \varphi_{s}\right) \tag{6b}
\end{gather*}
$$

We include parentheses in the subscripts of these matrix elements in order to differentiate them from

$$
\begin{gather*}
z_{p, q}=\left\langle\varphi_{p}\right| \hat{z}\left|\varphi_{q}\right\rangle  \tag{7a}\\
v_{p, q, r, s}=\left\langle\varphi_{p} \varphi_{q}\right| 1 / \hat{r}_{12}\left|\varphi_{r} \varphi_{s}\right\rangle \tag{7b}
\end{gather*}
$$

which are defined by the standard Hermitian inner product. Explicit expressions for the matrix elements in Eqs. (5) may be found in the Appendix.

## B. Complex absorbing potential

When the wave packet reaches the end of the numerical grid, artificial reflections arise. These lead to unphysical results, but can be suppressed by applying a complex absorbing potential (CAP) [102-107] near the end of the grid. As a result, the CAP only affects virtual orbitals. Occupied orbitals are localized near the origin and, therefore, are not influenced by the CAP. Additionally, the CAP does not mix occupied with virtual orbitals. The CAP strength $\eta$ has to be chosen carefully to avoid reflections either off the grid wall or off the CAP [105,107]. The explicit form of our CAP is

$$
\begin{equation*}
W(r)=h\left(r-r_{\mathrm{abs}}\right)\left(r-r_{\mathrm{abs}}\right)^{2} \tag{8}
\end{equation*}
$$

## IMPLEMENTATION OF THE TIME-DEPENDENT ...

where $h(x)$ is the Heaviside step function, and $r$ is the distance from the origin. This CAP is zero until a radius $r_{\text {abs }}$, after which it is a quadratically growing potential.

## C. Expectation values

Since $\hat{F}_{\text {CAP }}$ is not Hermitian, the orthogonality relations for its eigenstates are not given in terms of the ordinary Hermitian inner product. If $\left|\varphi_{p}\right\rangle \equiv \mid \varphi_{p}$ ) is a right eigenvector of $\hat{F}_{\mathrm{CAP}}$, then $\left\langle\varphi_{p}\right|$ is generally not a left eigenvector. There is, nevertheless, a one-to-one mapping between right and left eigenvectors. The left eigenvector corresponding to $\left|\varphi_{p}\right\rangle$ is denoted ( $\varphi_{p} \mid$. The corresponding orthogonality relations read

$$
\begin{equation*}
\left(\varphi_{p} \mid \varphi_{q}\right)=\left(\varphi_{p}\left|\varphi_{q}\right\rangle=\delta_{p, q} .\right. \tag{9}
\end{equation*}
$$

From the orthogonality relations of the orbitals follow the orthogonality relations of the $1 \mathrm{p}-1 \mathrm{~h}$ excitations,

$$
\begin{equation*}
\left(\Phi_{i}^{a} \mid \Phi_{j}^{b}\right)=\left(\Phi_{i}^{a}\left|\Phi_{j}^{b}\right\rangle=\delta_{a, b} \delta_{i, j}\right. \tag{10}
\end{equation*}
$$

Since the $\left|\Phi_{i}^{a}\right\rangle$ are not orthogonal with respect to the Hermitian inner product, we define an overlap integral between $1 \mathrm{p}-1 \mathrm{~h}$ excitations as

$$
\begin{equation*}
\left.\left\langle\Phi_{i}^{a} \mid \Phi_{j}^{b}\right\rangle=\left\langle\Phi_{i}^{a}\right| \Phi_{j}^{b}\right)=\delta_{i, j}\left\langle\varphi_{a} \mid \varphi_{b}\right\rangle=\delta_{i, j} o_{a, b} \tag{11}
\end{equation*}
$$

Since the complex absorbing potential does not affect the occupied orbitals $\varphi_{i}$, the orthogonality relation between different $\varphi_{i}$ survives in the Hermitian inner product in Eq. (11).

The expectation value of an operator $\hat{A}$ is defined via the Hermitian inner product. By expanding $\langle\Psi(t)| \hat{A}|\Psi(t)\rangle$ using Eq. (1), we obtain

$$
\begin{align*}
\langle A\rangle= & \left|\alpha_{0}\right|^{2} 2 \sum_{j} A_{j, j}+\sum_{i, a} 2 \sqrt{2} \operatorname{Re}\left(\alpha_{0}^{*} \alpha_{i}^{a} A_{i, a}\right) \\
& +\sum_{i, a, a^{\prime}} \operatorname{Re}\left(\alpha_{i}^{a *} \alpha_{i}^{a^{\prime}} A_{a, a^{\prime}}\right)-\sum_{i, i^{\prime}, a, a^{\prime}} \operatorname{Re}\left(\alpha_{i}^{a *} \alpha_{i^{\prime}}^{a^{\prime}} A_{i^{\prime}, i} o_{a, a^{\prime}}\right) \\
& +\sum_{i, a, a^{\prime}} \operatorname{Re}\left(\alpha_{i}^{a *} \alpha_{i}^{a^{\prime}} o_{a, a^{\prime}} 2 \sum_{j} A_{j, j}\right) . \tag{12}
\end{align*}
$$

In order to compute the dipole acceleration, which is required for describing high-harmonic generation, it is possible to calculate the expectation value of the dipole moment and then calculate its second time derivative [96]. Alternatively, the expectation value of the dipole acceleration can be calculated directly. To this end, we employ the dipole acceleration operator obtained using the exact atomic Hamiltonian [39,108]. In the atomic case, assuming that the laser field is linearly polarized along the $z$ axis, this operator is given by

$$
\begin{equation*}
\hat{a}=\frac{Z \cos \theta}{\hat{r}^{2}} \tag{13}
\end{equation*}
$$

where $Z$ is the nuclear charge. Since atomic eigenstates are parity eigenstates, it follows that $a_{i, i}=0$. This simplifies the evaluation of Eq. (12) when $\hat{A}=\hat{a}$.

## D. Reduced ion density matrix

In order to construct the reduced ion density matrix (IDM) from the state $|\Psi(t)\rangle$, the trace over the unobserved
photoelectron of the total density matrix $\hat{\tilde{\rho}}(t)$ has to be performed [109]:

$$
\begin{gather*}
\hat{\tilde{\rho}}^{\mathrm{IDM}}(t)=\operatorname{Tr}_{a}[\hat{\tilde{\rho}}(t)],  \tag{14a}\\
\hat{\tilde{\rho}}=|\Psi(t)\rangle\langle\Psi(t)|, \tag{14b}
\end{gather*}
$$

where $\operatorname{Tr}_{a}$ stands for the trace over all virtual orbitals $a$ [cf. Eq. (16a)] and $\hat{\tilde{\rho}}^{\mathrm{IDM}}(t)$ symbolizes the ion density matrix. Since the virtual orbitals do not obey the Hermitian orthogonality relations [see Eqs. (10) and (11)], we have to be careful to define the trace in Eq. (14a). The explicit form of the density matrix can be derived from the norm $\|\Psi(t)\|^{2}$,

$$
\begin{align*}
\langle\Psi(t) \mid \Psi(t)\rangle & \left.=\sum_{I}\langle\Psi(t)| \Phi_{I}\right)\left(\Phi_{I}|\Psi(t)\rangle\right. \\
& =\sum_{I}\left(\Phi_{I}|\Psi(t)\rangle\langle\Psi(t)| \Phi_{I}\right)=\operatorname{Tr}[\hat{\tilde{\rho}}(t)] \tag{15}
\end{align*}
$$

where Tr stands for the trace over the entire configuration space $I$, i.e., all $1 \mathrm{p}-1 \mathrm{~h}$ excitations $\Phi_{i}^{a}$ and the HF ground state $\Phi_{0}$. Based on this, natural definitions of the traces over only occupied and only virtual orbitals in the $1 \mathrm{p}-1 \mathrm{~h}$-configuration space, which are symbolized by $\mathrm{Tr}_{i}$ and $\mathrm{Tr}_{a}$, respectively, are

$$
\begin{align*}
\left\{\operatorname{Tr}_{a}[\hat{\tilde{\rho}}(t)]\right\}_{i, j} & =\sum_{a}\left(\Phi_{i}^{a}|\Psi(t)\rangle\langle\Psi(t)| \Phi_{j}^{a}\right),  \tag{16a}\\
\left\{\operatorname{Tr}_{i}[\hat{\tilde{\rho}}(t)]\right\}_{a, b} & =\sum_{i}\left(\Phi_{i}^{a}|\Psi(t)\rangle\langle\Psi(t)| \Phi_{i}^{b}\right) \tag{16b}
\end{align*}
$$

Hence, the matrix elements of $\hat{\tilde{\rho}}^{\mathrm{IDM}}(t)$ have the form
$\tilde{\rho}_{i, j}^{\mathrm{IDM}}(t)=\sum_{a}\left(\Phi_{i}^{a}|\Psi(t)\rangle\langle\Psi(t)| \Phi_{j}^{a}\right)=\sum_{a, b} \alpha_{i}^{a}(t)\left[\alpha_{j}^{b}(t)\right]^{*} o_{b, a}$,
where we have used the explicit form of the wave function [cf. Eq. (1)]. To analyze the impact of the CAP on the dynamics of $\hat{\tilde{\rho}}(t)$ and $\hat{\tilde{\rho}}^{\mathrm{DM}}(t)$, it is convenient to go into the interaction picture (labeled $I$ )

$$
\begin{gather*}
\left|\Psi_{I}(t)\right\rangle=e^{i \hat{F} t}|\Psi(t)\rangle,  \tag{18a}\\
\hat{A}_{I}=e^{i \hat{F} t} \hat{A} e^{-i \hat{F} t}, \tag{18b}
\end{gather*}
$$

where $\hat{A}$ stands for any operator in the Schrödinger picture. The time evolution of $\left|\Psi_{I}(t)\right\rangle$ is given by
$i \frac{\partial}{\partial t}\left|\Psi_{I}(t)\right\rangle=\left(\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-E_{\mathrm{HF}}-\mathcal{E}(t) \hat{z}_{I}-i \eta \hat{W}_{I}\right)\left|\Psi_{I}(t)\right\rangle$.

Because of the CAP, the norm $\left\|\Psi_{I}(t)\right\|^{2}$ is not conserved. That affects the time evolution of the trace of the IDM

$$
\begin{align*}
\frac{\partial}{\partial t} \operatorname{Tr}_{i}\left[\hat{\tilde{\rho}}_{I}^{\mathrm{DM}}(t)\right]+\frac{\partial}{\partial t}\left|\alpha_{0}(t)\right|^{2} & =\frac{\partial}{\partial t}\left\langle\Psi_{I}(t) \mid \Psi_{I}(t)\right\rangle \\
& =-2 \eta \operatorname{Tr}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right] \tag{20}
\end{align*}
$$

where $\hat{\tilde{\rho}}_{I}(t)=\left|\Psi_{I}(t)\right\rangle\left\langle\Psi_{I}(t)\right|$. Since the probability that there is no hole $\left(\left|\alpha_{0}(t)\right|^{2}\right)$ and the probability that there is a hole $\left(\operatorname{Tr}_{i}\left[\hat{\tilde{\rho}}_{I}^{\mathrm{IDM}}(t)\right]\right)$ should add up to one, we must correct $\hat{\tilde{\rho}}_{I}^{\mathrm{IDM}}(t)$ for the loss of norm.

In order to understand how to construct a corrected IDM, $\hat{\rho}_{I}^{\mathrm{IDM}}(t)$, that does not lose norm over time and describes the full interaction dynamics of the electrons, we have to analyze the equations of motion (von Neumann equations) of $\hat{\tilde{\rho}}_{I}(t)$ and $\hat{\tilde{\rho}}_{I}^{\mathrm{DMM}}(t)$
$\frac{\partial}{\partial t} \hat{\tilde{\rho}}_{I}(t)=-i\left[\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}_{I}(t)\right]-\eta\left\{\hat{\tilde{\rho}}_{I}(t), \hat{W}_{I}\right\}$,

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{\tilde{\rho}}_{I}^{\mathrm{DM}}(t)= & -i \operatorname{Tr}_{a}\left[\left[\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}_{I}(t)\right]\right]  \tag{21a}\\
& -2 \eta \operatorname{Tr}_{a}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right] \tag{21b}
\end{align*}
$$

where $\{\cdot, \cdot\}$ stands for the anticommutator. Equation (21a) can be derived by taking the time derivative of Eq. (14b) and using Eq. (19). In addition, we use the fact that

$$
\begin{gather*}
\operatorname{Tr}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right]=\operatorname{Tr}\left[\hat{\tilde{\rho}}_{I}(t) \hat{W}_{I}\right],  \tag{22a}\\
\operatorname{Tr}\left[\hat{W}_{I}\right]=\operatorname{Tr}_{a}\left[\hat{W}_{I}\right] . \tag{22b}
\end{gather*}
$$

Remember that $\hat{W}$ acts only on virtual orbitals. The first terms on the right-hand side of Eqs. (21) describe the dynamics of the system (imaginary prefactor), and the second terms are responsible for the norm decay of the density matrix (real prefactor).

In the case of no residual Coulomb interaction ( $\hat{V}_{C, I}-$ $\left.\hat{V}_{\mathrm{HF}, I}=0\right)$ and no electric field $[\mathcal{E}(t)=0]$, the correct density matrix has to be constant in time. The density matrix $\hat{\tilde{\rho}}_{I}(t)$ does not fulfill this requirement due to the CAP. Hence, the equation of motion in Eq. (21a) has to be corrected such that no term violates the norm conservation. The corresponding von Neumann equations of the corrected density matrix and the corrected IDM are

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{\rho}_{I}(t) & =\frac{\partial}{\partial t} \hat{\tilde{\rho}}_{I}(t)+\eta\left\{\hat{\tilde{\rho}}_{I}(t), \hat{W}_{I}\right\} \\
& =-i\left[\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}_{I}(t)\right]  \tag{23a}\\
\frac{\partial}{\partial t} \hat{\rho}_{I}^{\mathrm{IDM}}(t) & =\frac{\partial}{\partial t} \hat{\tilde{\rho}}_{I}^{\mathrm{IDM}}(t)+2 \eta \operatorname{Tr}_{a}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right] \\
& =-i \operatorname{Tr}_{a}\left[\left[\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}_{I}(t)\right] \mathbf{l}\right. \tag{23b}
\end{align*}
$$

The corrected density matrices, as defined in Eqs. (23), experience no damping. The norm of $\hat{\rho}_{I}(t)$ is conserved, which can be seen by taking the trace of Eq. (23a). By just taking the trace over all 1p-1h excitations, Eq. (23a) reduces to

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\operatorname{Tr}_{i}\left[\hat{\rho}_{I}^{\mathrm{DDM}}(t)\right]\right) & =-i \operatorname{Tr}_{i} \operatorname{Tr}_{a}\left[\left[\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}-\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}_{I}(t)\right]\right] \\
& =-i\left\langle\Phi_{0}\right|\left[\mathcal{E}(t) \hat{z}_{I}, \hat{\tilde{\rho}}^{I}(t)\right]\left|\Phi_{0}\right\rangle \\
& =-\frac{\partial}{\partial t}\left|\alpha_{0}(t)\right|^{2} \tag{24}
\end{align*}
$$

In the second step in Eq. (24), we used

$$
\begin{align*}
\left(\Phi_{i}^{a}\left|\hat{V}_{C, I}-\hat{V}_{\mathrm{HF}, I}\right| \Phi_{0}\right) & =\left(\Phi_{i}^{a}\left|\hat{z}_{I}\right| \Phi_{i}^{a}\right) \\
& =\left(\Phi_{0}\left|\hat{z}_{I}\right| \Phi_{0}\right)=0, \quad \forall a, i \tag{25}
\end{align*}
$$

Hence, we can conclude that after the pulse $\mathcal{E}(t)=0$, where $\frac{\partial}{\partial t}\left|\alpha_{0}(t)\right|^{2}=0$, the trace of $\hat{\rho}_{I}^{\mathrm{IDM}}(t)$ is constant in time. In addition, $\hat{\rho}_{I}(t)$ fulfills the requirement [see Eq. (24)] that the probability of leaving the atom in its ground state $\left(\left|\alpha_{0}(t)\right|^{2}\right)$
and the probability to create $1 \mathrm{p}-1 \mathrm{~h}$ excitations $\left(\operatorname{Tr}_{i}\left[\hat{\rho}_{I}^{\mathrm{IDM}}(t)\right]\right)$ add up to one at all times.

Since $\hat{\tilde{\rho}}^{\mathrm{IDM}}(t)$ can be calculated quite efficiently from the solutions of Eqs. (5a) and (5b), it is sufficient to calculate the correction matrix

$$
\begin{equation*}
\delta \hat{\rho}_{I}^{\mathrm{IDM}}(t)=\hat{\rho}_{I}^{\mathrm{IDM}}(t)-\hat{\tilde{\rho}}_{I}^{\mathrm{IDM}}(t) \tag{26}
\end{equation*}
$$

The equation of motion of $\delta \hat{\rho}_{I}^{\mathrm{IDM}}(t)$ can be derived from Eqs. (23b) and (26),

$$
\begin{align*}
\frac{\partial}{\partial t} \delta \hat{\rho}_{I}^{\mathrm{IDM}}(t) & =2 \eta \operatorname{Tr}_{a}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right] \\
& =-i \operatorname{Tr}_{a}\left[\left[-i \eta \hat{W}_{I}, \delta \hat{\rho}_{I}(t)\right] \mathbf{]}+2 \eta \operatorname{Tr}_{a}\left[\hat{W}_{I} \hat{\tilde{\rho}}_{I}(t)\right]\right. \tag{27}
\end{align*}
$$

where we used Eqs. (22) to insert a commutator that includes the CAP. In the Schrödinger picture, Eq. (27) transforms into
$\frac{\partial}{\partial t} \delta \rho_{i, j}^{\mathrm{IDM}}(t)=i\left(\varepsilon_{i}-\varepsilon_{j}\right) \delta \rho_{i, j}^{\mathrm{IDM}}(t)+2 \eta \sum_{a, b} w_{b, a} \alpha_{i}^{a}(t)\left[\alpha_{j}^{b}(t)\right]^{*}$.

Here, it was exploited that $\sum_{c} o_{b, c} w_{(c, a)}=\left\langle\varphi_{b}\right| \hat{W}\left|\varphi_{a}\right\rangle=w_{b, a}$. The solution to Eq. (28) is

$$
\begin{align*}
\delta \rho_{i, j}^{\mathrm{IDM}}(t)= & 2 \eta e^{i\left(\varepsilon_{i}-\varepsilon_{j}\right) t} \int_{-\infty}^{t} d t^{\prime} \sum_{a, b} w_{b, a} \alpha_{i}^{a}\left(t^{\prime}\right) \\
& \times\left[\alpha_{j}^{b}\left(t^{\prime}\right)\right]^{*} e^{-i\left(\varepsilon_{i}-\varepsilon_{j}\right) t^{\prime}} \tag{29}
\end{align*}
$$

and hence, we have found an expression for the corrected IDM,

$$
\begin{align*}
\rho_{i, j}^{\mathrm{IDM}}(t)= & \tilde{\rho}_{i, j}^{\mathrm{IDM}}(t)+2 \eta e^{i\left(\varepsilon_{i}-\varepsilon_{j}\right) t} \int_{-\infty}^{t} d t^{\prime} \\
& \times \sum_{a, b} w_{b, a} \alpha_{i}^{a}\left(t^{\prime}\right)\left[\alpha_{j}^{b}\left(t^{\prime}\right)\right]^{*} e^{-i\left(\varepsilon_{i}-\varepsilon_{j}\right) t^{\prime}} \tag{30}
\end{align*}
$$

Equation (30) is identical to the definition of the IDM in Ref. [89], where the states $\left|\Phi_{i}^{a}\right\rangle$ are eigenstates of $\hat{F}$ rather than $\hat{F}_{\text {CAP }}$ and fulfill different orthogonality relations. Therefore, it was not obvious that both sets of basis states lead to a formally identical expression. In contrast to Ref. [89], the exact Coulomb interaction is considered in the current treatment. As a consequence of the Coulomb interaction between the excited electron and the ion, the IDM in the interaction picture is not necessarily constant after the laser pulse is over. However, since within the one-hole configuration space, the one-hole channel states are eigenstates of the exact, laser-free Hamiltonian, the IDM in the interaction picture becomes constant if the excited electron is unbound and drifts away from the ion.

## E. Atomic Hartree-Fock equations

The theory formulated in Secs. II A-II D holds for any electronic system where the Born-Oppenheimer approximation can be made. In the following, we focus our discussion on closed-shell atoms, where the total orbital and spin angular
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momenta of the ground state are 0 . The Fock operator for a closed-shell atom is given by [110]

$$
\begin{equation*}
\hat{F}=-\frac{1}{2} \nabla^{2}-\frac{Z}{r}+\sum_{i}\left(2 J_{i}-K_{i}\right) \tag{31}
\end{equation*}
$$

which consists of a kinetic part $\left(-\nabla^{2} / 2\right)$, a Coulomb potential due to the nucleus $(-Z / r)$, and direct $\left(2 J_{i}\right)$ and exchange ( $K_{i}$ ) Coulomb interactions between the electrons. The CAP used in this work (see Sec. II B) preserves the spherical symmetry of the atomic-structure problem, so that the one-electron eigenfunctions of $\hat{F}_{\mathrm{CAP}}=\hat{F}-i \eta \hat{W}$ may be written as a product of a (generally complex) radial function $u_{n, l}$ and a spherical harmonic $Y_{l, m}(\theta, \phi)$,

$$
\begin{equation*}
\left.\left\langle r, \theta, \phi \mid \varphi_{p}\right\rangle=\langle r, \theta, \phi| \varphi_{p}\right)=\varphi_{p}(r, \theta, \phi)=\frac{u_{n, l}(r)}{r} Y_{l, m}(\theta, \phi) . \tag{32}
\end{equation*}
$$

The $u_{n, l}$ satisfy the radial self-consistent-field equations,

$$
\begin{align*}
-\frac{1}{2} & \frac{d^{2} u_{n, l}(r)}{d r^{2}}+\left\{\frac{l(l+1)}{2 r^{2}}-\frac{Z}{r}-i \eta W(r)\right\} u_{n, l}(r) \\
& +\sum_{n_{o}, l_{o}}\left(4 l_{o}+2\right) v^{(0)}\left(n_{o}, l_{o} ; n_{o}, l_{o} ; r\right) u_{n, l}(r) \\
& -\sum_{n_{o}, l_{o}} \sum_{L=\left|l-l_{o}\right|}^{l+l_{o}} C\left(l, L, l_{o} ; 0,0,0\right)^{2} v^{(L)}\left(n_{o}, l_{o} ; n, l ; r\right) u_{n_{o}, l_{o}}(r) \\
= & \varepsilon_{n, l} u_{n, l}(r) \tag{33}
\end{align*}
$$

where

$$
\begin{gather*}
v^{(L)}\left(n, l ; n^{\prime}, l^{\prime} ; r_{1}\right)=\int_{0}^{\infty} d r_{2} \frac{r_{<}^{L}}{r_{>}^{L+1}} u_{n, l}\left(r_{2}\right) u_{n^{\prime}, l^{\prime}}\left(r_{2}\right),  \tag{34}\\
r_{<}=\min \left\{r_{1}, r_{2}\right\}, r_{>}=\max \left\{r_{1}, r_{2}\right\}, \tag{35}
\end{gather*}
$$

and $C\left(l_{1}, l_{2}, l_{3} ; m_{1}, m_{2}, m_{3}\right)$ is a Clebsch-Gordan coefficient [111]. The summation over $n_{o}, l_{o}$ in Eq. (33) extends over all subshells occupied in the Hartree-Fock ground state. In our calculations, the $u_{n, l}(r)$ are subject to the boundary conditions $u_{n, l}(0)=0$ and $u_{n, l}\left(r_{\max }\right)=0$. Here, $r_{\text {max }}$ stands for the end point of the numerical grid employed (see Sec. III).

The Hartree-Fock mean-field potential, $\sum_{i}\left(2 J_{i}-K_{i}\right)$, depends only on the occupied orbitals. However, all orbitalsoccupied and virtual-are influenced by the mean-field potential. On the other hand, since the CAP we have introduced in Sec. II B starts far away from the origin such that occupied orbitals are not affected, the Hartree-Fock mean field does not depend on the CAP. Therefore, the occupied orbitals $\varphi_{i}$ are eigenstates of both $\hat{F}$ and $\hat{F}_{\text {CAP }}$, and may be calculated by solving the self-consistent-field problem, Eq. (33), assuming $\eta=0$. After determining the $\varphi_{i}$, and thus fixing the HartreeFock mean field, a single diagonalization of $\hat{F}_{\mathrm{CAP}}$ for nonzero $\eta$ gives the virtual orbitals $\varphi_{a}$.

The dual wave function of $\left|\varphi_{p}\right\rangle$ is $\left(\varphi_{p} \mid\right.$ rather than $\left\langle\varphi_{p}\right|$, as discussed in Sec. II C. The matrix representation of Eq. (33) in a real basis gives rise to a complex symmetric eigenvalue problem [106] (see Sec. III B). From this and from Eq. (32), it follows that the spatial representation of ( $\varphi_{p} \mid$ is given by

$$
\begin{equation*}
\left(\varphi_{p}|r, \theta, \phi\rangle=Y_{l_{p}, m_{p}}^{*}(\theta, \phi) \frac{u_{n_{p}, l_{p}}(r)}{r} .\right. \tag{36}
\end{equation*}
$$
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The corresponding orthogonality relations were given in Sec. II C.

## III. NUMERICAL IMPLEMENTATION

In this section, we present our numerical method to implement the three-dimensional TDCIS. In Sec. III A, our choice of the pseudospectral grid for the radial degree of freedom is discussed. Then, the atomic Hartree-Fock equations on the numerical grid are shown in Sec. III B. In Secs. III D and III E we describe propagation schemes based on two different ways of partitioning the Hamiltonian in Eq. (4).

## A. Pseudospectral grid

Due to the nature of the strong-field problem, a grid is required with sufficient density near the atomic nucleus to describe the electronic structure of the atom, as well as far from the nucleus to describe the wave packet of the ejected electron. We have chosen a Gauss-Lobatto grid [112-115], which uses as its grid points the roots of the first derivative of the $N$ th-order Legendre polynomial $\left(P_{N}^{\prime}\right)$ as well as the selected end points of the grid ( $r=0$ and $r=r_{\text {max }}$ ). We map these roots, which lie on the interval $x \in[-1,1]$, onto the radial space of the atom [113] using

$$
\begin{equation*}
r(x)=L \frac{1+x}{1-x+\zeta} \tag{37}
\end{equation*}
$$

$L$ and $\zeta$ are parameters which control the extent of the grid and the density of the mapped points near the origin, respectively.

As described in Ref. [113], a wave function $\phi(x)$ may be approximated using a finite basis set of orthogonal polynomials. Using Legendre polynomials $P_{l}(x)$,

$$
\begin{equation*}
\phi(x) \approx \phi_{N}(x)=\sum_{l=0}^{N} a_{l} P_{l}(x), \tag{38}
\end{equation*}
$$

which may also be written in terms of cardinal functions $g_{k}(x)$,

$$
\begin{equation*}
\phi_{N}(x)=\sum_{k=0}^{N} g_{k}(x) \phi_{N}\left(x_{k}\right) \tag{39}
\end{equation*}
$$

Analytical functions of the wave function $\phi(x)$ can now be written in terms of analytical functions of the cardinal functions. For the Gauss-Lobatto grid points, the second derivative of $g_{k}(x)$, which is needed to calculate the radial kinetic energy, is (for grid points not at the edge of the grid, which we will not need)

$$
\begin{equation*}
g_{k}^{\prime \prime}\left(x_{k^{\prime}}\right)=d_{k, k^{\prime}}^{(2)} \frac{P_{N}\left(x_{k^{\prime}}\right)}{P_{N}\left(x_{k}\right)} \tag{40}
\end{equation*}
$$

where

$$
\begin{align*}
d_{k, k}^{(2)} & =-\frac{N(N+1)}{3\left(1-x_{k}^{2}\right)} \\
d_{k, k^{\prime}}^{(2)} & =-\frac{2}{\left(x_{k}-x_{k^{\prime}}\right)^{2}} \tag{41}
\end{align*}
$$
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B. Atomic Hartree-Fock equations in the Gauss-Lobatto grid

After employing the mapping of Eq. (37), the Hartree-Fock equations [Eq. (31)] read

$$
\begin{align*}
-\frac{1}{2} & \left(-\frac{r^{\prime \prime}(x)}{r^{\prime}(x)^{3}} \frac{d}{d x}+\frac{1}{r^{\prime}(x)^{2}} \frac{d^{2}}{d x^{2}}\right) u_{n, l}(x) \\
& +\left\{\frac{l(l+1)}{2 r(x)^{2}}-\frac{Z}{r(x)}-i \eta W(r(x))\right\} u_{n, l}(x) \\
& +\sum_{n_{o}, l_{o}}\left(4 l_{o}+2\right) v^{(0)}\left(n_{o}, l_{o} ; n_{o}, l_{o} ; r(x)\right) u_{n, l}(x) \\
& -\sum_{n_{o}, l_{o}} \sum_{L=\left|l-l_{o}\right|}^{l+l_{o}} C\left(l L l_{o} ; 000\right)^{2} v^{(L)}\left(n_{o}, l_{o} ; n, l ; r(x)\right) u_{n_{o}, l_{o}}(x) \\
& =\varepsilon_{n, l} u_{n, l}(x) \tag{42}
\end{align*}
$$

In order to symmetrize the Laplacian, the function $A(x)$ is introduced such that

$$
\begin{equation*}
A_{n, l}(x)=\sqrt{r^{\prime}(x)} u_{n, l}(x) \tag{43}
\end{equation*}
$$

After expanding $A(x)$ with Eq. (39), substituting the relation $g_{k}\left(x_{k^{\prime}}\right)=\delta_{k, k^{\prime}}$ and $A_{n, l}^{k}=A_{n, l}\left(x_{k}\right) / P_{N}\left(x_{k}\right)$ and using Eqs. (40) and (41), we obtain

$$
\begin{align*}
\sum_{k}\{ & \left.-\frac{1}{2} \frac{1}{r^{\prime}\left(x_{k^{\prime}}\right)} d_{k, k^{\prime}}^{(2)} \frac{1}{r^{\prime}\left(x_{k^{\prime}}\right)} A_{n, l}^{k}\right\} \\
& +\left\{\frac{l(l+1)}{2 r\left(x_{k^{\prime}}\right)^{2}}-\frac{Z}{r\left(x_{k^{\prime}}\right)}-i \eta W\left(r\left(x_{k^{\prime}}\right)\right)\right\} A_{n, l}^{k^{\prime}} \\
& +\sum_{n_{o}, l_{o}}\left(4 l_{o}+2\right) v^{(0)}\left(n_{o}, l_{o} ; n_{o}, l_{o} ; r\left(x_{k^{\prime}}\right)\right) A_{n, l}^{k^{\prime}} \\
& -\sum_{n_{o}, l_{o}} \sum_{L=\left|l-l_{o}\right|}^{l+l_{o}} C\left(l L l_{o} ; 000\right)^{2} v^{(L)}\left(n_{o}, l_{o} ; n, l ; r\left(x_{k^{\prime}}\right)\right) A_{n_{o}, l_{o}}^{k_{o}^{\prime}} \\
= & \varepsilon_{n, l} A_{n, l}^{k^{\prime}} . \tag{44}
\end{align*}
$$

The integrals of Eq. (34) can now be written using the quadrature

$$
\begin{equation*}
v^{(L)}\left(n, l ; n^{\prime}, l^{\prime} ; r\left(x_{k^{\prime}}\right)\right)=\sum_{k} \frac{r\left(k, k^{\prime}\right)_{<}^{L}}{r\left(k, k^{\prime}\right)_{>}^{L+1}} A_{n, l}^{k} A_{n^{\prime}, l^{\prime}}^{k} \frac{2}{N(N+1)}, \tag{45}
\end{equation*}
$$

where

$$
\begin{align*}
& r\left(k, k^{\prime}\right)_{<}=\min \left\{r\left(x_{k}\right), r\left(x_{k^{\prime}}\right)\right\}  \tag{46}\\
& r\left(k, k^{\prime}\right)_{>}=\max \left\{r\left(x_{k}\right), r\left(x_{k^{\prime}}\right)\right\}
\end{align*}
$$

Substituting this integral into Eq. (44), the atomic HartreeFock equations can be written as

$$
\begin{aligned}
\sum_{k}\{ & \left\{-\frac{1}{2} \frac{1}{r^{\prime}\left(x_{k^{\prime}}\right)} d_{k, k^{\prime}}^{(2)} \frac{1}{r^{\prime}\left(x_{k^{\prime}}\right)} A_{n, l}^{k}\right\} \\
& +\left\{\frac{l(l+1)}{2 r\left(x_{k^{\prime}}\right)^{2}}-\frac{Z}{r\left(x_{k^{\prime}}\right)}-i \eta W\left(r\left(x_{k^{\prime}}\right)\right)\right\} A_{n, l}^{k^{\prime}} \\
& +\sum_{k, n_{o}, l_{o}} \frac{2}{N(N+1)}\left(4 l_{o}+2\right)\left|A_{n_{o}, l_{o}}^{k}\right|^{2} \frac{1}{r\left(k, k^{\prime}\right)_{>}} A_{n, l}^{k^{\prime}}
\end{aligned}
$$
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$$
\begin{align*}
& -\sum_{k, n_{o}, l_{o}} \sum_{L=\left|l-l_{o}\right|}^{l+l_{o}} \frac{2}{N(N+1)} C\left(l L l_{o} ; 000\right)^{2} \\
& \times \frac{r\left(k, k^{\prime}\right)_{<}^{L}}{r\left(k, k^{\prime}\right)_{>}^{L+1}} A_{n_{o}, l_{o}}^{k^{\prime}} A_{n_{o}, l_{o}}^{k} A_{n, l}^{k}=\varepsilon_{n, l} A_{n, l}^{k^{\prime}} \tag{47}
\end{align*}
$$

which is a complex symmetric eigenvalue problem.

## C. Approximation for large angular-momentum Coulomb matrix elements

In the context of TDCIS, two types of Coulomb matrix elements of the form $v_{\left(a, i^{\prime}, i, a^{\prime}\right)}$ and $v_{\left(a, i^{\prime}, a^{\prime}, i\right)}$ are of interest. In the case that excited orbitals with large angular momenta are important, a substantial number of Coulomb matrix elements need to be computed. This computational task can be the bottleneck in solving the TDCIS equations.

To make this task manageable, we employ the approximations

$$
\begin{gather*}
v_{\left(a, i^{\prime}, i, a^{\prime}\right)}=0 \\
v_{\left(a, i^{\prime}, a^{\prime}, i\right)}=\delta_{i, i^{\prime}}\left(\varphi_{a}\left|\frac{1}{r}\right| \varphi_{a^{\prime}}\right), \tag{48}
\end{gather*}
$$

if either $l_{a}$ or $l_{a^{\prime}}$ is larger than a threshold value $L_{\text {coul }}$. These approximations are valid for an excited electron that is far away from the residual ion. We choose the value of $L_{\text {coul }}$ such that numerical convergence is reached.

## D. Numerical propagation scheme

In order to propagate the ground-state coefficient $\alpha_{0}$, we directly apply the second-order finite-differencing scheme [116] to Eq. (5a):

$$
\begin{equation*}
\alpha_{0}(t+d t)=\alpha_{0}(t-d t)+2 i d t \sqrt{2} \mathcal{E}(t) \sum_{i} \sum_{a} \alpha_{i}^{a}(t) z_{(i, a)} \tag{49}
\end{equation*}
$$

To propagate the coefficients $\alpha_{i}^{a}(t)$, we temporarily transform to the interaction picture,

$$
\begin{equation*}
\alpha_{i}^{a}(t)=e^{-i\left(\varepsilon_{a}-\varepsilon_{i}\right) t} \tilde{\alpha}_{i}^{a}(t) \tag{50}
\end{equation*}
$$

The propagation equation for $\tilde{\alpha}_{i}^{a}$ becomes

$$
\begin{equation*}
\dot{\tilde{\alpha}}_{i}^{a}(t)=-i e^{i\left(\varepsilon_{a}-\varepsilon_{i}\right) t} f_{i}^{a}(t) \tag{51}
\end{equation*}
$$

where

$$
\begin{align*}
f_{i}^{a}(t) \equiv & \sum_{i^{\prime}} \sum_{a^{\prime}} \alpha_{i^{\prime}}^{a^{\prime}}(t)\left(2 v_{\left(a, i^{\prime}, i, a^{\prime}\right)}-v_{\left(a, i^{\prime}, a^{\prime}, i\right)}\right) \\
& -\mathcal{E}(t)\left\{\sqrt{2} \alpha_{0}(t) z_{(a, i)}+\sum_{a^{\prime}} \alpha_{i}^{a^{\prime}}(t) z_{\left(a, a^{\prime}\right)}\right. \\
& \left.-\sum_{i^{\prime}} \alpha_{i^{\prime}}^{a}(t) z_{\left(i^{\prime}, i\right)}\right\} \tag{52}
\end{align*}
$$

Now we apply the second-order differencing scheme to Eq. (51),

$$
\begin{equation*}
\tilde{\alpha}_{i}^{a}(t+d t)=\tilde{\alpha}_{i}^{a}(t-d t)-2 i d t e^{i\left(\varepsilon_{a}-\varepsilon_{i}\right) t} f_{i}^{a}(t) \tag{53}
\end{equation*}
$$

and then convert back to the Schrödinger picture,

$$
\begin{align*}
\alpha_{i}^{a}(t+d t) & =e^{-i\left(\varepsilon_{a}-\varepsilon_{i}\right)(t+d t)} \tilde{\alpha}_{i}^{a}(t+d t) \\
& =e^{-i\left(\varepsilon_{a}-\varepsilon_{i}\right)(t+d t)} \tilde{\alpha}_{i}^{a}(t-d t)-2 i d t e^{-i\left(\varepsilon_{a}-\varepsilon_{i}\right) d t} f_{i}^{a}(t) \\
& =e^{-2 i\left(\varepsilon_{a}-\varepsilon_{i}\right) d t} \alpha_{i}^{a}(t-d t)-2 i d t e^{-i\left(\varepsilon_{a}-\varepsilon_{i}\right) d t} f_{i}^{a}(t) . \tag{54}
\end{align*}
$$

Equations (49) and (54) are the equations used to propagate the coefficients.

## E. Complex-orbital versus real-orbital formulation of TDCIS

As shown in the previous section, the complex-orbital formulation of TDCIS is rather compact, because the CAP is chosen such that the occupied orbitals in the Hartree-Fock ground state remain unaffected. However, this complex-orbital formulation has the disadvantage that the usual physical interpretation of the virtual orbitals is lost. It is therefore natural to ask whether it is more advantageous to use a real-orbital formulation of TDCIS. Real radial wave functions $u_{n, l}(r)$ are obtained by diagonalizing $\hat{F}$ rather than $\hat{F}_{\text {CAP }}$. The full Hamiltonian, Eq. (4), is left unmodified. Using the real-orbital formulation, all integrals and orbital energies are real. However, there is a CAP-dependent term in the equations of motion for the wave-packet expansion coefficients [which is absent in the complex-orbital formulation of Eq. (5)]. In the following, we show that even though the real-orbital and complex-orbital formulations are equivalent, the implementation of the complex-orbital formulation is numerically more stable.

For simplicity, we performed the numerical comparison using hydrogen exposed to a laser electric field with a peak amplitude of $0.1 \mathrm{a} . \mathrm{u}$. and an angular frequency of $0.057 \mathrm{a} . \mathrm{u}$. In this case, the $\sqrt{2}$ factors, the Coulomb matrix elements, and the dipole matrix elements $z_{i, i^{\prime}}$ in Eq. (5) disappear since there is only one electron. In these tests, 800 radial grid points, $r_{\text {max }}=$ 130 (Sec. IIE), $r_{\text {abs }}=90$ (Sec. II B), $\zeta=0.4$ (Sec. III A), and $d t=0.004$ (Sec. III D) are employed. In order to accurately reflect the strong-field physics, it is important to note that the choice of CAP strength, which is characterized by $\eta$, is also important apart from these parameters. With $\eta=10^{-3}$, our calculation performed with the complex orbitals reproduces the hydrogen result obtained by Gordon and Kärtner [117]. This is not the case if a smaller value of $\eta$ is chosen. Figure 1 shows that the expectation value of the dipole acceleration obtained with $\eta=10^{-5}$ is noisier than that for $\eta=10^{-3}$. This is because the CAP with $\eta$ less than $10^{-3}$ is too weak to absorb completely the photoelectron wave packet reaching the end of the spatial grid, leading to reflections from the grid wall.

To compare the results obtained with the complex orbitals, we repeated the calculations using the real orbitals. We found that, depending on the value of $\eta$, the numerical propagation using the real-orbital formulation may not be stable. Figure 2 shows that the expectation values of the dipole acceleration obtained with the complex and real orbitals, respectively, agree with each other when $\eta=10^{-5}$. In this case, the two formulations are numerically equivalent. However, for $\eta=10^{-3}$, which is required for an accurate description of the


FIG. 1. (Color online) Effect of the CAP strength $\eta$ on the expectation value of the dipole acceleration calculated with the complex-orbital formulation of TDCIS.
dipole acceleration, the numerical propagation of the wave packet using the real orbitals diverges. The divergence persists even after reducing $d t$ by a factor of 10 .


FIG. 2. (Color online) The expectation value of the dipole acceleration calculated with both the real-orbital (dashed line) and complex-orbital (solid line) formulations of TDCIS using (a) $\eta=$ $10^{-5}$ and (b) $\eta=10^{-3}$.

## IV. RESULTS AND DISCUSSION

To demonstrate applications of our implementation of TDCIS, we performed calculations on argon. First, we carried out a convergence study with the $3 p_{0}$ orbital active and all other orbitals frozen. The laser field chosen was $\mathcal{E}(t)=$ $\mathcal{E}_{0} \sin (\omega t)$, with an $\mathcal{E}_{0}$ of 0.125 a.u. and an $\omega$ of 0.057 a.u. Classically, an electron that can recollide with its parent ion will travel $\sim \mathcal{E}_{0} / \omega^{2}=38.5$ a.u. before recollision. Therefore, to fully eliminate any CAP-induced perturbation of recolliding trajectories, we have put our absorbing potential at $r_{\text {abs }}=$ 90 a.u., and our grid wall at $r_{\max }=120$ a.u., with a $\zeta$ [Eq. (37)] of 0.5 . In general, the $\zeta$ parameter was chosen as $60 / r_{\text {max }}$.

The convergence of a number of different parameters is illustrated in Fig. 3. Figures 3(a) and 3(b) show the convergence with the CAP strength. Low $\eta$ 's produced successively greater oscillations due to reflections off the grid wall, while the large $\eta$ values did not have such obvious effects. However, close examination of large $\eta$ values such as the one shown in Fig. 3(b) showed that reflections from the CAP did affect the dipole acceleration by shifting the oscillations out toward times around 113 a.u. An $\eta$ of $5.0 \times 10^{-3}$ produced the least amount of reflections off of either the grid wall or the absorbing potential. It should be noted that this $\eta$ is in the region where the real-orbital formulation is numerically unstable. At a grid size of 500 grid points, the dependence of the dipole acceleration on the maximum angular-momentum
value allowed for the dipole $\left(L_{\max }\right)$ and Coulomb $\left(L_{\text {coul }}\right)$ integrals was determined [Fig. 3(c)]. An $L_{\text {max }}$ of 60 was determined to be necessary for convergence of the dipole acceleration, while for the Coulomb integrals an $L_{\text {coul }}$ of 4 was sufficient. For the angular-momentum quantum numbers between 5 and 60, the Coulomb interaction was approximated as a $\frac{1}{r}$ interaction (Sec. III C). Additionally, orbitals with Hartree-Fock energies higher than 50 a.u. (real part of the orbital energies) were determined to be unnecessary and were not included in the propagation calculations. Finally, the convergence of the size of the grid was found. Small grids led to extra oscillations in the dipole acceleration, as well as unphysical behaviors in the norms and density matrix elements. The argon system converged at a grid size of 750 grid points, although 1000 grid points were used for the following calculations.

Figure 4 shows the difference in the calculated dipole acceleration for the single-channel TDCIS method and the singlechannel Hartree-Slater method [39], which approximates the exchange correlation using a local function. The added effects of using the exact nonlocal exchange potential can be seen in the figure. At the peak of the dipole acceleration, the TDCIS method peaks slightly sooner than the Hartree-Slater method. The oscillation after the peak is shorter for the TDCIS method. Finally, there are a greater number of smaller oscillations after the trough of the TDCIS dipole acceleration than for the Hartree-Slater method.


FIG. 3. (Color online) The convergence of the dipole acceleration of argon with the $3 p_{0}$ orbital active. (a), (b) Convergence with the CAP strength. (c) Convergence with maximum angular momentum for the dipole ( $L_{\max }$ ) and Coulomb ( $L_{\text {coul }}$ ) integrals. (d) Convergence with the size of the pseudospectral grid. Convergence is reached at a CAP strength of $5 \times 10^{-3}$, an $L_{\max }$ of 60 , an $L_{\text {coul }}$ of 4 , and a grid size of 750 .


FIG. 4. (Color online) A comparison of the dipole acceleration of the single-channel TDCIS and Hartree-Slater methods. The nonlocal exchange effects are evident.

The multichannel capacity of the TDCIS framework was tested by performing calculations of the ion density matrix elements for argon with only the $3 p_{0}$ orbital active as well as with all $3 p$ orbitals active (see Fig. 5). For the case in which only the $3 p_{0}$ orbital is active, the population of the orbital increases in two steps corresponding to the two half-cycles of the driving potential. There are minor oscillations especially in the second half-cycle. When all $3 p$ orbitals are active, the population of the $3 p_{0}$ orbital follows a similar pattern but is smaller than the single-channel case. The oscillations of the $3 p_{0}$ population are slightly smaller as well for the three-channel case. Importantly, the combined populations of the $3 p_{1}$ and $3 p_{-1}$ orbitals are more than $10 \%$ of the $3 p_{0}$ population. This result conflicts with the models that ignore channel coupling and assume that these populations are sufficiently small.


FIG. 5. (Color online) The ion density matrix elements are compared for the single-channel case and the three-channel case. The $3 p_{1}$ element plus the $3 p_{-1}$ element comprises more than $10 \%$ of the $3 p_{0}$ element in the three-channel case.

## v. CONCLUSION

We have developed a time-dependent configurationinteraction singles formalism with a complex absorbing potential in order to describe strong-field atomic processes in the nonperturbative regime. Previous theoretical approaches have relied on a single active electron approach, while with TDCIS, multichannel processes can be investigated. Two-electron reduced density matrix (2-RDM) methods [118-122] may provide a framework in the future for examining laser-field interactions with the inclusion of explicit electron correlation and additional multireference states. The flexible pseudospectral grid allows us to calculate orbitals with sufficient density in each region of the space in order to describe weakly bound and ionized electrons as well as strongly bound atomic electrons. We have also shown that applying the CAP in the Hartree-Fock step is more numerically stable than applying it in the propagation step. This leads to a non-Hermitian modified Fock operator, as well as complex orbitals which are orthogonal with respect to a symmetric inner product. Using these complex orbitals, a reduced ion density matrix was formulated in order to determine the populations and coherences of the one-hole states. The dipole acceleration of argon was calculated as well, which requires overlap integrals between the complex orbitals.

The TDCIS dipole acceleration for argon with its $3 p_{0}$ orbital active was converged on the pseudospectral grid and then compared with the dipole acceleration calculated using the Hartree-Slater method. Local potential approximations are used in many theoretical treatments of strong-field processes. We determined that using the nonlocal exchange of the TDCIS method significantly affects the dipole acceleration. We then used the ion density matrix to compare the populations of the $3 p$ orbitals of argon in single-channel and multichannel calculations. In the single-channel calculations, only the $3 p_{0}$ orbital was allowed to be active. When all $3 p$ orbitals were open for excitation, the population of the $3 p_{0}$ orbital decreased as expected, although the time evolution was similar in shape. However, the combined $3 p_{1}$ and $3 p_{-1}$ populations were determined to be greater than $10 \%$ of the $3 p_{0}$ population. This is a significant occupation, and it shows that methods which assume a single channel do not take into account possibly important effects. The TDCIS method provides a multichannel approach for nonperturbative strong-field processes which can be used to study effects that previous theoretical methods did not take into account.
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## APPENDIX: CALCULATING INTEGRALS

Using the orbitals represented on a quadrature grid, we compute one- and two-body matrix elements, which are needed to solve the TDCIS equation of motion. For a general
one-electron operator $\hat{f}$, its matrix element defined by the symmetric inner product is given by

$$
\begin{align*}
f_{(p, q)}= & \int d r d \theta d \phi \sin \theta Y_{l_{p}, m_{p}}^{*}(\theta, \phi) u_{n_{p}, l_{p}}(r) f(r, \theta, \phi) \\
& \times Y_{l_{q}, m_{q}}(\theta, \phi) u_{n_{q}, l_{q}}(r) \tag{A1}
\end{align*}
$$

We perform the quadrature, such that

$$
\begin{align*}
f_{(p, q)}= & \frac{2}{N(N+1)} \int d \theta d \phi \sin \theta \sum_{k} A_{n_{p}, l_{p}}^{k} Y_{l_{p}, m_{p}}^{*}(\theta, \phi) \\
& \times f\left(r_{k}, \theta, \phi\right) A_{n_{q}, l_{q}}^{k} Y_{l_{q}, m_{q}}(\theta, \phi) \tag{A2}
\end{align*}
$$

To obtain $f_{p, q}$, which is defined by the conjugated inner product, we replace $A_{n_{p}, l_{p}}^{k}$ in Eq. (A2) with its complex conjugate.

Using Eq. (A2), all one-electron integrals can be constructed. For the overlap integrals, the angular part becomes a $\delta$ function, and we are left with

$$
\begin{equation*}
o_{p, q}=\delta_{l_{p}, l_{q}} \delta_{m_{p}, m_{q}} \sum_{k} \frac{2}{N(N+1)}\left(A_{n_{p}, l_{p}}^{k}\right)^{*} A_{n_{q}, l_{q}}^{k} \tag{A3}
\end{equation*}
$$

For the nonconjugated dipole integrals $(\hat{z}=r \cos \theta)$, we need for the propagation, using the relation $Y_{1,0}=\frac{4}{3 \pi} \cos \theta$ and the fact that the integral of three spherical harmonics can be written
using Clebsch-Gordan coefficients [111],

$$
\begin{align*}
z_{(p, q)}= & \sqrt{\frac{2 l_{q}+1}{2 l_{p}+1}} C\left(l_{q}, 1, l_{p} ; 0,0,0\right) C\left(l_{q}, 1, l_{p} ; m_{q}, 0, m_{p}\right) \\
& \times \sum_{k} \frac{2}{N(N+1)} A_{n_{p}, l_{p}}^{k} A_{n_{q}, l_{q}}^{k} r\left(x_{k}\right) . \tag{A4}
\end{align*}
$$

We also need the conjugated dipole acceleration integrals ( $\hat{a}=$ $Z \cos \theta / r^{2}$ ),

$$
\begin{align*}
a_{p, q}= & \sqrt{\frac{2 l_{q}+1}{2 l_{p}+1}} C\left(l_{q}, 1, l_{p} ; 0,0,0\right) C\left(l_{q}, 1, l_{p} ; m_{q}, 0, m_{p}\right) \\
& \times \sum_{k} \frac{2}{N(N+1)}\left(A_{n_{p}, l_{p}}^{k}\right)^{*} A_{n_{q}, l_{q}}^{k} \frac{Z}{r\left(x_{k}\right)^{2}} . \tag{A5}
\end{align*}
$$

The nonconjugated two-electron Coulomb integrals are also required for the propagation, and they are constructed using a two-index quadrature. The expansion

$$
\begin{equation*}
\frac{1}{r_{12}}=\sum_{L=0}^{\infty} \frac{4 \pi}{2 L+1} \frac{r_{<}^{L}}{r_{>}^{L+1}} \sum_{M=-L}^{L} Y_{L, M}^{*}\left(\theta_{1}, \phi_{1}\right) Y_{L, M}\left(\theta_{2}, \phi_{2}\right) \tag{A6}
\end{equation*}
$$

is used. Thus, the angular part of the Coulomb integrals reduce to Clebsch-Gordan coefficients, and the radial part becomes

$$
\begin{equation*}
v_{(p, q, s, t)} \Rightarrow \sum_{k, k^{\prime}} A_{n_{p}, l_{p}}^{k} A_{n_{q}, l_{q}}^{k^{\prime}} A_{n_{s}, l_{s}}^{k} A_{n_{t}, l_{t}}^{k_{t}^{\prime}} \frac{r\left(k, k^{\prime}\right)_{<}^{L}}{r\left(k, k^{\prime}\right)_{>}^{L+1}} . \tag{A7}
\end{equation*}
$$
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The creation of superpositions of hole states via single-photon ionization using attosecond extremeultraviolet pulses is studied with the time-dependent configuration-interaction singles (TDCIS) method. Specifically, the degree of coherence between hole states in atomic xenon is investigated. We find that interchannel coupling not only affects the hole populations, but it also enhances the entanglement between the photoelectron and the remaining ion, thereby reducing the coherence within the ion. As a consequence, even if the spectral bandwidth of the ionizing pulse exceeds the energy splittings among the hole states involved, perfectly coherent hole wave packets cannot be formed. For sufficiently large spectral bandwidth, the coherence can only be increased by increasing the mean photon energy.
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The typical time scale of electronic motion in atoms, molecules, and condensed matter systems ranges from a few attoseconds ( 1 as $=10^{-18} \mathrm{~s}$ ) to tens of femtoseconds $\left(1 \mathrm{fs}=10^{-15} \mathrm{~s}\right)[1-3]$. In the last decade the remarkable progress in high harmonic generation [4-8] made it possible to generate attosecond pulses as short as 80 as [9]. Attosecond pulses have opened the door to real-time observations of the most fundamental processes on the atomic scale $[1,10]$. For instance, the generation of attosecond pulses was utilized to determine spatial structures of molecular orbitals [11]; an interferometric technique using attosecond pulses was used to characterize attosecond electron wave packets [12]; and attosecond pulse trains [13] and isolated attosecond pulses [14], in combination with an intense few-cycle infrared pulse, enabled the control of electron localization in molecules. Attosecond technology demonstrated the ability to follow, on a subfemtosecond time scale, processes such as photoionization [15], Auger decay [16], and valence electron motion driven by relativistic spin-orbit coupling [17]. Furthermore, the availability of attosecond pulses fueled a broad interest in exploring charge transfer dynamics following photoexcitation or photoionization [14].

In this Letter, we analyze the creation of hole states via single-photon ionization using a single extreme-ultraviolet attosecond pulse. We investigate the impact of the freed photoelectron on the remaining ion and demonstrate that the interaction between the photoelectron and the ion cannot be neglected for currently available state-of-theart attosecond pulses. In particular, the interchannel coupling of the initially coherently excited hole states greatly enhances the entanglement between the photoelectron and the ionic states. Interchannel coupling is mediated by the photoelectron and mixes different ionization channels, i.e., hole configurations, with each other.

Consequently, the degree of coherence among the ionic states is strongly reduced, making it impossible to describe the subsequent charge transfer in the ion with a pure quantum mechanical state. Experiments on photosynthetic systems [18-21] have revealed a correlation between highly efficient energy transport and coherent dynamics in molecules (nuclear and electronic dynamics in this case). Similarly, high degrees of coherence in nonstationary hole states may be necessary for efficient charge transport within molecules.
In the last decade, much work has been done in the realm of hole migration [22-24]. It was shown that electronic motion can be triggered solely by electron correlation [22]. Charge transfers mediated by electronic correlations typically take place in a few femtoseconds and are thus faster than electronic dynamics initiated by nuclear motion [25,26]. Recent experiments $[27,28]$ have demonstrated that electronically excited ionic states can modify siteselective reactivity within tens of femtoseconds, making hole migration processes a promising tool to control chemical reactions. Up to now, theoretical calculations [22,24] investigating hole migration phenomena have neglected the interaction between the parent ion and the photoelectron and assumed a perfectly coherent hole wave packet. As long as the photoelectron departs sufficiently rapidly from the parent ion, this assumption is appropriate [29]. However, for attosecond pulses with large spectral bandwidths, the enhanced production of slow photoelectrons will affect (mainly via interchannel coupling) both the final hole populations and the coherence among these hole states. Furthermore, recent results in high harmonic spectroscopy suggest that interchannel coupling may be the missing link to understanding hole dynamics occurring in high harmonic generation processes before the ejected electron recombines with the parent ion [30].
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We investigate the creation of hole states via attosecond photoionization using the implementation of the timedependent configuration-interaction singles (TDCIS) approach described in Ref. [31] (see also [32,33]). TDCIS allows us to study ionization dynamics beyond the singlechannel approximation and to understand systematically the relevance of interchannel coupling in the hole creation process. The TDCIS wave function for the entire system is

$$
\begin{equation*}
|\Psi(t)\rangle=\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{a, i} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle \tag{1}
\end{equation*}
$$

where $\left|\Phi_{0}\right\rangle$ is the Hartree-Fock ground state and $\left|\Phi_{i}^{a}\right\rangle=$ $\hat{c}_{a}^{\dagger} \hat{c}_{i}\left|\Phi_{0}\right\rangle$ is a one-particle-one-hole excitation $\left(\hat{c}_{a}^{\dagger}\right.$ and $\hat{c}_{i}$ are creation and annihilation operators for an electron in orbitals $a$ and $i$, respectively). The corresponding coefficients $\alpha_{0}(t)$ and $\alpha_{i}^{a}(t)$, respectively, are functions of time and describe the dynamics of the system. Throughout, indices $i, j$, are used for occupied orbitals in $\left|\Phi_{0}\right\rangle$; indices $a, b$, stand for unoccupied orbitals. We focus our discussion on the case where single-photon ionization is the dominant effect and higher order processes can be neglected. Our model system is atomic xenon. The corresponding Hamiltonian (neglecting spin-orbit coupling) is

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\hat{H}_{1}+E(t) \hat{z} \tag{2a}
\end{equation*}
$$

where $E(t)$ is the electric field, $\hat{z}$ the dipole operator, and $\hat{H}_{0}$ is the mean-field Fock operator, which is diagonal with respect to the basis used in Eq. (1). The residual Coulomb interaction,

$$
\begin{equation*}
\hat{H}_{1}=\hat{V}_{c}-\hat{V}_{\mathrm{MF}}, \tag{2b}
\end{equation*}
$$

is defined such that $\hat{H}_{0}+\hat{H}_{1}$ gives the exact nonrelativistic Hamiltonian for the electronic system in the absence of external fields ( $\hat{V}_{c}$ is the electron-electron interaction). We study the impact of different approximations for $\hat{H}_{1}$ on the hole state as follows. The Coulomb-free model, the simplest approximation, removes the residual Coulomb interaction $\left(\hat{H}_{1}=0\right)$ between the excited electron and the parent ion. In this approximation, the excited electron always sees a neutral atom via the $\hat{V}_{\mathrm{MF}}$ potential [34]. A more realistic approximation is the intrachannel model including direct and exchange contributions of the Coulomb interaction only within a given channel. In this second model, the excited electron can only interact with the occupied orbital from which it originates. Interactions between different occupied orbitals are neglected, i.e., we set $\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{j}^{b}\right\rangle=0$ for $i \neq j$. The third and final model describes the Coulomb interaction exactly within the TDCIS framework. We refer to this as the full model. Note that the exact nonrelativistic Hamiltonian $\hat{H}_{0}+\hat{H}_{1}$ is diagonal with respect to the ionic one-hole states $\left|\Phi_{i}\right\rangle=$ $\hat{c}_{i}\left|\Phi_{0}\right\rangle$. In the full model, the photoelectron can couple the hole states, as $\hat{H}_{1}$ in the particle-hole space is not diagonal with respect to the hole index (i.e., $\left\langle\Phi_{i}^{a}\right| \hat{H}_{1}\left|\Phi_{j}^{b}\right\rangle$ generally differs from zero). This type of photoelectron-mediated
interaction is called interchannel coupling [35]. As a consequence, in the full model the hole index is not a good quantum number, whereas in the Coulomb-free and intrachannel models, excited eigenstates of $\hat{H}_{0}+\hat{H}_{1}$ are characterized by a well-defined hole index. To describe the hole states of the remaining ion, we employ the ion density matrix [31]

$$
\begin{equation*}
\hat{\rho}_{i, j}^{\mathrm{IDM}}(t)=\operatorname{Tr}_{a}[|\Psi(t)\rangle\langle\Psi(t)|]_{i, j}=\sum_{a}\left\langle\Phi_{i}^{a} \mid \Psi(t)\right\rangle\left\langle\Psi(t) \mid \Phi_{j}^{a}\right\rangle, \tag{3}
\end{equation*}
$$

where $\operatorname{Tr}_{a}$ stands for the trace over the photoelectron. The properties of the ion density matrix can be measured using attosecond transient absorption spectroscopy [17]. A description of the cationic eigenstates in terms of one-hole configurations is a physically meaningful approximation for noble-gas atoms such as xenon [36].

In Fig. 1 the hole populations $\rho_{5 s, 5 s}^{\mathrm{IDM}}(t)$ and $\rho_{4 d_{0}, 4 d_{0}}^{\mathrm{IDPM}}(t)$ of the xenon $5 s$ and $4 d_{0}$ orbitals, respectively, are shown for all three interaction models ( $4 d_{0}$ stands for the $4 d$ orbital with $m=0$ ). The ionizing, Gaussian-shaped attosecond pulse is linearly polarized and has a peak field strength of $25 \mathrm{GV} / \mathrm{m}$, a pulse duration of $\tau=20$ as, and a (mean) photon energy of $\omega_{0}=136 \mathrm{eV}$. The hole dynamics of the Coulomb-free and intrachannel models are alike. In both cases, the populations are constant after the pulse, since the hole index is a good quantum number within these models. The extension to the exact Coulomb interaction changes the situation. Interchannel coupling causes the hole populations to remain nonstationary as long as the photoelectron remains close to the ion. As the distance between the photoelectron and the ion increases, the interchannel coupling weakens and the populations $\rho_{i, i}^{\mathrm{IDM}}(t)$ become


FIG. 1 (color online). The $4 d_{0}$ [panel (a)] and $5 s$ [panel (b)] hole populations of xenon as a function of time are shown for three different residual Coulomb interaction approximations: (1) the full model (red solid line), (2) the intrachannel model (green dotted line), and (3) the Coulomb-free model (blue dashdotted line). The attosecond pulse has a peak field strength of $25 \mathrm{GV} / \mathrm{m}$, a pulse duration of 20 as, a (mean) photon energy of 136 eV , and is centered at $t=0$ as.
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stationary (see Fig. 1). We confine our discussion to the first hundreds of attoseconds after the pulse, allowing us to neglect decay processes, which start to take place after a few femtoseconds.
As we will see in the following, interchannel coupling not only affects the hole populations but also the coherence between the created hole states. The degree of coherence between $\left|\Phi_{i}\right\rangle$ and $\left|\Phi_{j}\right\rangle$ is given by

$$
\begin{equation*}
g_{i, j}(t)=\frac{\left|\rho_{i, j}^{\mathrm{IDM}}(t)\right|}{\sqrt{\rho_{i, i}^{\mathrm{IDM}}(t) \rho_{j, j}^{\mathrm{IDM}}(t)}} . \tag{4}
\end{equation*}
$$

Totally incoherent statistical mixtures result in $g_{i, j}(t)=0$. The fact that the density matrix is positive semidefinite implies the Cauchy-Schwarz relations $\left|\rho_{i, j}^{\mathrm{IDM}}(t)\right|^{2} \leq$ $\rho_{i, i}^{\mathrm{IDM}}(t) \rho_{j, j}^{\mathrm{IDM}}(t)$, which bound the maximum achievable (perfect) coherence $\left[g_{i, j}(t)=1\right]$. To investigate the effect of interchannel coupling on the coherence between the orbitals $4 d_{0}$ and $5 s$ in xenon, we restrict the definition of the $4 d_{0}$ hole population to the events where the photoelectron has angular momentum $l=1$. The other possible angular momentum for the $4 d_{0}$ photoelectron, $l=3$, does not contribute to the coherence, since the photoelectron from $5 s$ can only have $l=1$. For a similar reason, it is impossible to create a coherent superposition of $5 p$ and $5 s$ (or $4 d$ ) hole states via one-photon absorption in the electric dipole approximation.

Figure 2 illustrates the time evolution of the coherence between $4 d_{0}$ and $5 s$ in xenon for different pulse durations and fixed photon energy $\left(\omega_{0}=136 \mathrm{eV}\right)$. Here, we use the full interaction model. Directly after the ionizing pulse is over, the initial degree of coherence (at $t \approx 0$ as) rises with decreasing pulse duration, i.e., increasing spectral bandwidth, and converges to a value close to unity. (The difference of the ionization potentials, $\varepsilon_{5 s}-\varepsilon_{4 d_{0}}$, is $\approx 50 \mathrm{eV}$.) At $t \approx 0$ as, the photoelectron is still in immediate contact with the parent ion. Therefore, the coherence properties of the system of interest-the parent ion-are affected by its interaction with the bath represented by the photoelectron. The system-bath interaction leads to a reduction in the coherence of the system [37], which can be seen by the rapid drops in all curves in Fig. 2 within tens of attoseconds after the pulse. With time, as the photoelectron departs from the ion, the Coulomb ("system-bath") interaction becomes less important and the coherence converges to a stationary value. The maximum for this stationary value is obtained with a 25 as pulse $\left(g_{4 d_{0}, 5 s} \approx 0.6\right)$. For pulses shorter than 25 as, oscillations in $g_{4 d_{0}, 5 s}$ occur that persist for hundreds of attoseconds, and the final degree of coherence reached falls below 0.6. The spin-orbit dynamics associated with the fine structure within the $4 d$ shell is slow in comparison to the time scale of the decoherence between $4 d_{0}$ and $5 s$, and is, therefore, not considered here.

We see in Fig. 3 that when holding the pulse duration fixed ( $\tau=20$ as), the degree of coherence rises with increasing $\omega_{0}$. The magnitude of the oscillations decreases as


FIG. 2 (color online). The time evolution of the coherence between the $4 d_{0}$ and $5 s$ hole states in xenon is shown for the full Coulomb interaction model. The photon energy is 136 eV and the pulse duration varies from 5-60 as.
the final coherence (at $t \approx 1 \mathrm{fs}$ ) increases. This trend indicates fewer system-bath interactions occur with higher photoelectron energies, keeping the degree of coherence among the hole states high.
In Fig. 4 we compare the impact of the different Coulomb approximations on the final coherence. The drops in coherence that occur for the full model for short pulses [Fig. 4(a)] and low photon energies [Fig. 4(b)] cannot be seen in the Coulomb-free and intrachannel models-which both neglect interchannel coupling. Hence, the decay of coherence is solely driven by the interchannel coupling due to the slow photoelectron. As a comparison to the Coulomb-free model shows, intrachannel coupling affects the coherence in an insignificant way. In the limit of long pulse durations (small spectral bandwidths), the coherence vanishes for all models, since photoelectrons from the $4 d_{0}$


FIG. 3 (color online). The time evolution of the coherence between the $4 d_{0}$ and $5 s$ hole states, calculated with the full Coulomb interaction model, is shown for different photon energies. The pulse duration is in all cases 20 as.
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FIG. 4 (color online). The dependence of the coherence between the $4 d_{0}$ and $5 s$ hole states as function of the pulse duration (a) and as function of the photon energy (b) are shown for all three interaction approximations.
and $5 s$ become energetically distinguishable and cannot contribute to a coherent statistical mixture of hole states. The slight drop in the coherence for the Coulomb-free and intrachannel models with increasing $\omega_{0}$ [Fig. 4(b)] is related to the reduced factorizability of the numerator of Eq. (4). In contrast, the trend in the full model for increasing $\omega_{0}$ is dominated by the gain in coherence due to higher photoelectron energy resulting in less system-bath interaction.
In conclusion, we demonstrated that the coherence of the ionic states produced via attosecond photoionization is not solely determined by the bandwidth of the ionizing pulse, but greatly depends on the kinetic energy of the photoelectron, which can be controlled by the (mean) photon energy. Interchannel coupling leads to an enhanced entanglement between the photoelectron and the parent ion resulting in a reduced coherence in the ionic states. This reduction can be mitigated with higher photon energies, thereby sacrificing high photon cross sections and the possibility of controlling independently the relative populations of the various hole states in the statistical mixture.

Our results have far-reaching consequences beyond the atomic case. Molecules will be even more strongly affected by interchannel coupling due to the reduced symmetry and smaller energy splittings between the cation many-electron eigenstates. Interchannel coupling is also likely to be significant for innervalence hole configurations in molecules, which show strong mixing to configurations outside the TDCIS model space. The present study suggests that interchannel coupling accompanying the hole creation process will affect attosecond experiments investigating charge transfer processes in photoionized systems. The control of decoherence requires widely tunable attosecond sources, thus offering a new opportunity for x-ray freeelectron lasers [38].
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I performed theoretical calculations based on our TDCIS approach, which is described in the SOM. Adrian Wirth, Eleftherios Goulielmakis, Robin Santra, and I discussed the interpretation of the experimental observations in light of the TDCIS results.
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## Synthesized Light Transients

A. Wirth, ${ }^{1}$ M. Th. Hassan ${ }^{1,2}$ I. Grguraš, ${ }^{1}$ J. Gagnon, ${ }^{1}$ A. Moulet, ${ }^{1}$ T. T. Luu, ${ }^{1}$
S. Pabst, ${ }^{3,4}$ R. Santra, ${ }^{3,4}$ Z. A. Alahmed, ${ }^{2}$ A. M. Azzeer, ${ }^{2}$ V. S. Yakovev, ${ }^{1,5}$
V. Pervak, ${ }^{5}$ F. Krausz, ${ }^{1,5}$ E. Goulielmakis ${ }^{1 *}$

Manipulation of electron dynamics calls for electromagnetic forces that can be confined to and controlled over sub-femtosecond time intervals. Tailored transients of light fields can provide these forces. We report on the generation of subcycle field transients spanning the infrared, visible, and ultraviolet frequency regimes with a 1.5-octave three-channel optical field synthesizer and their attosecond sampling. To demonstrate applicability, we field-ionized krypton atoms within a single wave crest and launched a valence-shell electron wavepacket with a well-defined initial phase. Half-cycle field excitation and attosecond probing revealed fine details of atomic-scale electron motion, such as the instantaneous rate of tunneling, the initial charge distribution of a valence-shell wavepacket, the attosecond dynamic shift (instantaneous ac Stark shift) of its energy levels, and its few-femtosecond coherent oscillations.

The generation and measurement (briefly, synthesis) of electric field transients permitted the characterization of electric cir-

Fig. 1. Apparatus for infrared-visible-ultraviole field synthesis. (A) Schematic representation of a prototypical three-channel light field synthesizer. (B) Spectrum of the coherent radiation at the exi of the hollow-core fiber (dashed line). Spectra exiting the individual channels (not to scale) are shown in red for $\mathrm{Ch}_{\text {NIR }}$ ( 700 to 1100 nm ), yellow for Ch vis $(500$ to 700 nm ), and blue for Ch $\mathrm{Chis-UV}$ (350 to 500 nm ). (C) Temporal intensity (solid lines) and phase profiles (dashed curves) of the respective pulses. The thin black lines depict the intensity profiles of the corresponding bandwidth limited pulses, with durations of $\tau_{\mathrm{Ch}(\mathrm{NIR})}=6.8 \mathrm{fs}$, $\tau_{\mathrm{Ch}(\mathrm{VIS})}=5 \mathrm{fs}$, and $\tau_{\mathrm{Ch}(\mathrm{VIS}-\mathrm{UV})}=4.5 \mathrm{fs}$. Insets show photos of the respective beam profiles taken at the exit of the apparatus.
cuits with sub-picosecond temporal resolution (1) and constitutes a base technology for advancing high-speed electronics and electron-based
information technologies. Electronic processes on the atomic scale typically evolve on a fewfemtosecond to sub-femtosecond time scale Time-domain access to these dynamics requires the extension of electric field control to optical frequencies.

As a first step to this end, measurement $(2,3)$ and control (4-9) of the phase of field oscillations relative to their envelope [carrier-envelope phase (CEP)] yielded reproducible few-cycle light waveforms (10). Attosecond metrology (11) was further advanced by the reproducible generation and measurement of isolated attosecond pulses
${ }^{1}$ Max-Planck-Institut für Quantenoptik (MPQ), Hans-Kopfermann Strasse 1, D-85748 Garching, Germany. ${ }^{2}$ Department of Physics and Astronomy, King Saud University, Riyadh 11451, Kingdom of Saudi Arabia. ${ }^{3}$ Center for Free-Electron Laser Science Deutsches Elektronen Synchrotron, Notkestrasse 85, 22607 Hamburg, Germany. 'Department of Physics, University of Ham burg, Jungiusstrasse 9, 20355 Hamburg, Germany. ${ }^{5}$ Depart ment für Physik, Ludwig-Maximilians-Universität (LMU), Am Coulombwall 1, D-85748 Garching, Germany
*To whom correspondence should be addressed. E-mail elgo@mpq.mpg.de


B
Wavelength (nm)



## RESEARCH ARTICLE

(12-14). Control (15) and real-time observation (16-21) of electronic processes would greatly benefit from sub-femtosecond sculpting and confinement of strong light fields. We are able to demonstrate this capability along with some of its consequences.

Tailoring light fields on the electronic time scale requires the coherent superposition and manipulation of frequencies over more than an octave in the visible and flanking spectral ranges. So far, this demand could only be met through the technique of molecular modulation (22-27). This approach recently allowed the subcycle shaping of optical fields via the superposition of quasi-monochromatic waves in the infraredvisible range (28). Although these periodic waveforms are highly relevant to advancing modern electronics, time-domain access to electronic phenomena calls for the temporal confinement of the sculpted waveform to a single cycle or just a few oscillation cycles. We refer to such super-octave optical waveforms as light transients. Recent experiments have paved the way toward the synthesis of light transients (29-33), but they have not yet achieved the goal of subcycle field shaping and measurement.

Here, we report on the shaping, confinement, and attosecond sampling of the fields of intense light transients within their carrier wave cycle ( $\sim 2.4 \mathrm{fs}$ ) over the frequency band of 0.3 to 0.9 PHz . A variety of on-demand waveforms with controlled subcycle field evolution, yielding sub-femtosecond rise times or subcycle confinement of instantaneous intensity, demonstrate the power of PHz field synthesis. As an application of enhanced atomic-scale electron con-
trol, we field-ionized atoms within a single wave crest and triggered valence electron motion on a sub-femtosecond scale. By providing a subfemtosecond optical field trigger and a robust attosecond probe, subcycle light transients establish sub-femtosecond pump-probe spectroscopy.
1.5-octave optical field synthesizer. We produced coherent supercontinua by propagating $\sim 0.8 \mathrm{~mJ}, \sim 25-\mathrm{fs}$ pulses carried at a wavelength of $\lambda_{0} \sim 780 \mathrm{~nm}$ in a hollow-core fiber filled with neon gas. Spectral broadening was enhanced with respect to previous experiments (34) by raising the gas pressure to $\sim 3.5 \mathrm{bar}$, resulting in a nearly uniform (to within 20 dB ) energy distribution over a bandwidth of $>0.6$ PHz (330 to 1100 nm ) (Fig. 1B). Manipulation of individual spectral components requires their spatial separation and subsequent recombination. The conventional approach, based on prisms and liquid crystal modulators (31), is hardly scalable for super-octave-spanning operation; therefore, we instead implemented chirped multilayer mirror technology, proposed in (34), which offers scalability to several octaves in the visible and nearby spectral regions. Our prototypical three-channel device (Fig. 1A) subdivides the aforementioned $\sim 0.6-\mathrm{PHz}$ spectral range into three bands of nearly equal width- $\mathrm{Ch}_{\text {NIR }}$, 700 to $1100 \mathrm{~nm} ; \mathrm{Ch}_{\mathrm{VIS}}, 500$ to 700 nm ; and $\mathrm{Ch}_{\text {VIS-UV, }} 350$ to 500 nm - with the help of dichroic beamsplitters $\mathrm{DBS}_{\text {VIS-NIR }}$ and $\mathrm{DBS}_{\text {UV-VIS }}$ (fig. S 1 ). Dispersive chirped mirrors $\mathrm{CM}_{\mathrm{VII} / \mathrm{UV}}$, $\mathrm{CM}_{\mathrm{VIS}}$, and $\mathrm{CM}_{\mathrm{NIR}}$ compensate for the chirp carried by the pulse as well as that introduced by the thin fused silica wedge pairs incorporated in each channel and the beamsplitters
near the edges of the spectral bands. As a result, the pulses in the individual channels are compressed close to their bandwidth-limited durations (Fig. 1C).

The chirp, the CEP, and the delay of the pulses formed in $\mathrm{Ch}_{\text {NIR }}, \mathrm{Ch}_{\text {VIS }}$, and $\mathrm{Ch}_{\text {VIS-UV }}$ can be precisely controlled by wedges and nanometerprecision delay stages, respectively. The adjustment of the beam size in each channel-via an iris-allows control of the pulse's energy [supporting online material (SOM) text, section 1]. These control knobs offer both subcycle shaping of the generated fields and compression close to their bandwidth limit. Owing to the high efficiency of the chirped multilayer optics used (fig. S2), the device transmits some $\sim 83 \%$ of the incident continuum beam (Fig. 1B, dotted line), resulting in a pulse energy of $\sim 0.3 \mathrm{~mJ} /$ pulse at the exit of the apparatus $\left(\mathrm{Ch}_{\text {NIR }} \sim 250 \mu \mathrm{~J}, \mathrm{Ch}_{\text {VIS }} \sim 35 \mu \mathrm{~J}\right.$, and $\mathrm{Ch}_{\text {VIS-UV }} \sim 15 \mu \mathrm{~J}$ ). The setup is assembled on a monolithic aluminum base plate, with active thermal and interferometric path-length stabilization (fig. S3).

By analogy with femtosecond electro-optic sampling of THz transients (1), we can use attosecond streaking $(12,35)$ for sampling the electric field of PHz transients. To this end, the PHz transients exiting our three-channel synthesizer were gently focused (to a peak intensity of $\sim 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ ) into a neon gas jet, where they generated broadband extreme ultraviolet (XUV) radiation (14) emitted in a near-diffraction-limited beam collinear with the driving radiation (SOM text, section 2). Bandpass filtering (width of $\sim 13 \mathrm{eV}$ centered at $\sim 85 \mathrm{eV}$ ) near the cut-off energy ( $\sim 90 \mathrm{eV}$ ), implemented with multilayer

Fig. 2. Synthesis of petahertz light field transients. (A to F) Attosecond streaking spectrograms composed of photoelectron spectra normalized to their integral (left) and the respective retrieved electric fields (middle) and instantaneous intensity (right). Relative intensities for the most intense field crestsnormalized to the maximum-are given in brackets. From (A) to (C), the delay of $\mathrm{Ch}_{\text {vis-uv }}$ is varied in steps of 200 as $(\sim \pi / 4)$. Dashed black lines in (B) and (C) show the field transients calculated from the reference waveform of (A). (D) Relative delays and CEPs of the individual channels are adjusted so as to create twin transients with a field minimum in between them. ( E ) $\mathrm{Ch}_{\text {NIR }}$ is delayed by 1.45 fs $(\sim \pi)$, resulting in a high-frequency leading transient followed by a low-frequency tail. The dashed line in (E) shows the field transients calculated from the reference waveform of (D). Transients in (A) to (C), (E), and (F) carry less than one cycle within the FWHM of their temporal intensity profile. (F) $\tau_{\text {FWHM }} \sim 2.1 \mathrm{fs}$, incorporating only $\sim 0.88$ field cycles at the carrier wavelength of $\lambda_{0} \sim 710 \mathrm{~nm}$.

optics and thin metal foils, isolated a single attosecond pulse (12, 14). Both pulses were then focused into a second neon gas jet placed near the entrance of a time-of-flight electron spectrometer (TOF) for measuring the XUV-induced, laser-field-streaked photoelectron spectra versus delay (an attosecond streaking spectrogram) (35).

Attosecond streaking spectrograms of subcycle waveforms synthesized from near-bandwidthlimited fields exiting $\mathrm{Ch}_{\text {NIR }}, \mathrm{Ch}_{\text {VIS }}$, and $\mathrm{Ch}_{\text {VIS-UV }}$ are shown in Fig. 2, left. The spectrograms are composed of a series of laser-field-streaked XUV photoelectron spectra recorded as a function of delay between the XUV pulse and the subcycle field. A delay step of 0.2 fs was used, which safely allows sampling up to the highest frequency components $(\sim 0.9 \mathrm{PHz})$ in the waveform. Remarkably, each spectrogram reveals an isolated $<200$-as XUV pulse. This is a direct consequence of the substantial subcycle variation of field amplitude (Fig. 2, right), which provides an efficient temporal gate-via ionization confinement and/or energy filtering-for isolating a single attosecond burst in the XUV radiation emitted by the ionizing atoms. The feasibility of generating a robust isolated attosecond probe for a wide range of waveforms not only is required for the sampling of the transients but is most important also for the interrogation of processes triggered and/or controlled by the optical field transients.

Any of the retrieved electric field waveforms (Fig. 2, middle) permits full character-
zation of the properties of the apparatus and subsequently on-demand synthesis of prescribed fields. To this end, we used the waveform in Fig. 2A as a reference and retrieved the values of the control parameters of the system such as the field amplitudes, phase delays, and the CEPs of the three channels through the numerical band-pass filtering of the measured output waveform within the spectral ranges defined by $\mathrm{Ch}_{\text {NIR }}$, $\mathrm{Ch}_{\text {VIS }}$, and $\mathrm{Ch}_{\text {VIS-UV }}$ The field transients shown in Fig. 2, B and C, were then synthesized by delaying $\mathrm{Ch}_{\text {VIS-UV }}$ in steps of $\pi / 4(\sim 200$ as $)$ with respect to the reference waveform. A more complex, nonsinusoidal transient, which is generated by delaying $\mathrm{Ch}_{\text {NIR }}$ so that the fields from the three channels cancel each other at the center of the waveform, is shown in Fig. 2D. The transient shown in Fig. 2E is generated via delay of $\mathrm{Ch}_{\text {NIR }}$ by $\sim \pi$ with respect to the waveform shown in Fig. 2D, resulting in a single intense field crest pointing in the opposite direction to the peak field in Fig. 2A. The full red and the dashed black lines in Fig. 2, middle, depict, respectively, waveforms measured or calculated from the constituent $\mathrm{Ch}_{\mathrm{NIR}}, \mathrm{Ch}_{\text {VIS }}$, and $\mathrm{Ch}_{\text {VIS-UV }}$ fields retrieved from the reference waveform (Fig. 2A), with control parameters changed by known amounts with respect to those of the reference waveform. The agreement between prediction and measurement demonstrates controlled sub-femtosecond shaping, complete characterization, and reproducibility (synthesis) of petahertz field transients.

The instantaneous intensity shown in Fig. 2, right, reveals substantial variations of the strength of consecutive wave crests upon these transformations. The reference waveform (Fig. 2A) exhibits half cycles with relative intensities of ( 0.64 , $1,0.46$ ) underpinning the subcycle character of the transient. Delaying $\mathrm{Ch}_{\text {VIS-UV }}$ gradually transforms the field into the highly asymmetric transient of Fig. 2C, with the temporal extension left almost unchanged. This transient carries its most intense field crest right at its leading edge, followed by half cycles of decreasing intensity $(1,0.89$, 0.57 ), resulting in a sub-femtosecond rise time of its instantaneous intensity. On the other hand, a transient with its two most intense field crests separated by $\sim 4.5 \mathrm{fs}$ and a half-cycle virtually annihilated in between is revealed in Fig. 2D. The transient with the largest degree of temporal energy confinement is shown in Fig. 2F, with field crest intensities of $(0.38,1,0.62)$ and with $\sim 35 \%$ of its energy carried in a single wave crest.

Field ionization and its real-time sampling. We used transients with a central field crest $\sim 1.7$ times more intense than the adjacent half cycles (Fig. 3B) to ionize Kr atoms enclosed in a quasi-static gas cell (length $l \approx 0.74 \mathrm{~mm}$ ) at a density of $\approx 5.6 \times 10^{18} \mathrm{~cm}^{-3}$. The gas cell was positioned at the laser focus, replacing the neon gas jet previously used for recording the streaking spectrograms shown in Fig. 3A (the experimental setup is shown in fig. S4). This procedure reveals the absolute timing of any process initiated or affected by the field transients with attosecond precision (SOM text, section 8).




Fig. 3. Ionization with a subcycle light field transient. (A) Streaking spectrogram and (B) retrieved electric field of the transient used for field ionization of Kr atoms. (C) Energy-level diagram and attosecond absorption spectrogram of Kr ions. The plotted absorbance is defined as $A(\hbar \omega, \tau)=-\ln \left[/(\hbar \omega, \tau) / \overline{I_{0}}(\hbar \omega)\right]$, where $\overline{I_{0}}(\hbar \omega)$ is the spectral density recorded with attosecond pulses averaged over delays between -20 and -5.7 fs (preceding the pump), and $I(\hbar \omega, \tau)$ is the spectral density recorded at a pump-probe delay $\tau$. The delay is varied in steps of 100 as in the range of ( $-3 \mathrm{fs}, 3 \mathrm{fs}$ ) and 300 as in the ranges of ( $-6 \mathrm{fs},-3 \mathrm{fs}$ ) and ( $3 \mathrm{fs}, 6 \mathrm{fs}$ ). (D) Absorption spectra for different delays. The dots and error bars represent the mean value and SE evaluated from 12 spectra recorded at each delay step.
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We increased the intensity with an iris to $\approx 4.8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and ionized $\sim 16 \%$ of Kr atoms in the gas cell. We then probed strongfield ionization with a time-delayed attosecond pulse by measuring transient absorption spectra (19). Krypton ions created in their $4 p_{j=3 / 2}^{-1}$ groundstate manifold and in the $4 p_{j=1 / 2}^{-1}$ excited-state manifold, comprising four ( $m_{j=3 / 2}=-3 / 2,-1 / 2$, $1 / 2,3 / 2$ ) and two $\left(m_{j=1 / 2}=-1 / 2,1 / 2\right)$ states, respectively, are promoted to the $3 d^{-1}$ corehole excited states by absorption of XUV photons from the attosecond pulse (Fig. 3C, leff) (36). The resulting spectra transmitted through the gas cell were recorded as a function of the delay between the attosecond probe (pulse duration of $\sim 200$ as, centered at $\sim 85 \mathrm{eV}$ ) and the ionizing field transient (pump), yielding the absorption spectrogram shown in Fig. 3C, right. The relevant transitions, $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}, 4 p_{1 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}$, and $4 p_{3 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}$, are indicated with arrows in the Fig. 3C level diagram. The absorption lines recorded at the leading edge of the ionizing field transient (Fig. 3D, i and ii, for example) have a characteristic profile revealing negative absorbance at photon energies below the resonances and positive absorbance above them (37). These transient line shapes gradually evolve to quasi-steady-state profiles toward the trailing edge of the ionizing field (Fig. 3D, iii).

State-selective sub-femtosecond tracing of field ionization. In order to relate the attosecond transient absorption spectra with ion population dynamics, we have performed numerical simulations by treating the generated Kr ions within a simplified, three-level model using the density matrix formalism (SOM text, section 3). The simulations reproduce well the experimental data (fig. S5) and demonstrate-in agreement with previous studies $(38,39)$-that the distortions of the transient absorption spectra are due to the synthesized pump field acting on the XUVinitiated, time-dependent ionic polarization response. Moreover, our simulations (based on an adiabatic tunnel-ionization calculation) suggest that-under the conditions of our experimentsthe emerging absorption lines coincide with the population dynamics of the relevant ionic states, permitting retrieval of their transient evolution from the peak absorbances with good ( $\sim 10 \%$ ) accuracy (fig. S9). Figure 4A shows the subfemtosecond evolution of the effective transient population in the ground state manifold $4 p_{j=3 / 2}^{-1}$ (black dots), defined as $\rho_{3 / 2,3 / 2}^{\text {eff }}(t)=\rho_{3 / 2,3 / 2}^{( \pm 1 / 2)}(t)+$ $a \rho_{3 / 2,3 / 2}^{( \pm 3 / 2)}(t)$, where $a=2 / 3$ reflects the higher transition cross-section for the ( $m_{j}= \pm 1 / 2$ ) transitions between $4 p_{j=3 / 2}^{-1}$ and $3 d_{5 / 2}^{-1}$ states; the $4 p_{j=1 / 2}^{-1}$ manifold population $\rho_{1 / 2,1 / 2}^{( \pm 1 / 2)}(t)$ is represented by black diamonds. These populations are retrieved from the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ and $4 p_{1 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}$ absorbances versus pump-probe delay, respectively. Because attosecond streaking is performed
in the same apparatus, this evolution can be directly timed and contrasted with the evolution of the ionizing field $\left[\left|E_{L}(t)\right|^{2}\right.$, shown by the dashed line].

The buildup of the retrieved ionic populations exhibits steps that are in synchrony with the field crests of the transient. This becomes even more evident from the population rates obtained by taking the time-derivative of the ionic populations in Fig. 4A. The ionization rate, which is estimated as $\frac{d}{d t} \rho_{3 / 2,3 / 2}^{\text {eff }}(t)$ and shown in Fig. 4B (dots and red line), exhibits three main features at the crests of the ionizing field. The main ionization burst is responsible for approximately $80 \%$ of the ion population and has a full width at half maximum (FWHM) of $<0.7 \mathrm{fs}$, indicating a sub-
femtosecond confinement of field ionization. It is this confinement to a single field crest that allows quantitative evaluation of the time-dependent rate of optical field ionization and state-selective population dynamics. For the populations depicted, we evaluate a peak production rate for $\rho_{3 / 2,3 / 2}^{\text {eff }}(t)$ of $\Gamma_{\text {peak }}=(0.12 \pm 0.01) \mathrm{fs}^{-1}$ and for $\rho_{1 / 2,1 / 2}^{( \pm 1 / 2)}(t)$ of
$\Gamma_{\text {peak }}=(0.059 \pm 0.009) \mathrm{fs}^{-1}$, which is in excellent agreement with results obtained by numerically integrating the Schrödinger equation of a single-active electron model in three dimensions (SOM text, section 6), yielding $\Gamma_{\text {peak }}\left(\rho_{3 / 2,3 / 2}^{\text {eff }}\right)=0.13 \mathrm{fs}^{-1}$ and $\Gamma_{\text {peak }}\left(\rho_{1 / 2,1 / 2}^{( \pm 1 / 2)}\right)=0.059 \mathrm{fs}^{-1}$, which also well reproduces details of the temporal evolution


Fig. 4. Attosecond ionization and Stark effect dynamics in $\mathrm{Kr}^{+}$. (A) Population dynamics in the groundstate $4 p_{j=3 / 2}^{-1}$ manifold (dots), $\rho_{3 / 2,3 / 2}^{\text {eff }}(t)$, and in the excited-state $4 p_{j=1 / 2}^{-1}$ manifold (diamonds), $\rho_{1 / 2,1 / 2}^{( \pm 1 / 2)}(t)$, retrieved from the absorption spectrogram of Fig. 3C and contrasted with the instantaneous intensity (dashed line) as well as with the prediction of numerical simulations convolved with the XUV probe pulse duration (green and purple lines). (B) Ionization (population) rate $d \rho_{3 / 2,3 / 2}^{\text {eff }}(t) / d t$ evaluated from the data in (A) (dots and red line) in comparison with the theoretical prediction (green line). (C) Shift of the central energy of the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ transition evaluated by fitting a Lorentzian profile to the attosecond transient absorption spectra shown in Fig. 3C. Red curves in (A) to (C) and magenta curve in (A) are guides to the eye obtained by three adjacent point fast Fourier transform-smoothing.
of the ionic populations (Fig. 4A, green and purple lines, and B, green line)

Observation of the instantaneous optical Stark shift. The shift $\Delta E$ of quantum energy levels of atoms, molecules, or solids induced by an optical field $E_{L}(t)$-the ac Stark shift (40)-plays a central role in fundamental dynamical processes. So far, only cycle-averaged Stark effects have been accessible to experiments (41). If the laser frequency $\omega_{L}$ is much smaller than atomic resonance frequencies, the Stark shift of a nondegenerate atomic level is expected to instantly follow variations of the laser field: $\Delta E(t)=$ $-1 / 2 \mu E_{L}^{2}(t)$, where $\mu=\mu\left(\omega_{L}\right)$ is the atomic polarizability (42). When an XUV pulse creates a coherent superposition of two states with a difference in their respective polarizabilities $\Delta \mu\left(\omega_{L}\right)$, the induced polarization oscillations experience a phase shift, which is approximately given by

$$
\begin{equation*}
\Delta \varphi_{\text {dipole }}(t) \approx-\frac{\Delta \mu}{2 \hbar} \int_{t_{0}}^{t} E_{L}^{2}\left(t^{\prime}\right) d t^{\prime} \tag{1}
\end{equation*}
$$

where $t_{0}$ denotes the moment of arrival of the attosecond XUV pulse (with $\tau_{\mathrm{XUV}}<2 \pi / \omega_{L}$ ). The instantaneous Stark shift detunes the energy at which the atom most efficiently absorbs photons from the XUV probe pulse-in our case, by the $3 d \rightarrow 4 p$ transition in $\mathrm{Kr}^{+}$ions- and mod-
ulates the frequency of the respective coherent dipole emission. Because the decay of the emission lasts several field cycles ( $\tau=\tau_{3 d} \sim 7.5 \mathrm{fs}$ ), the Stark effect does not merely shift but also reshapes the transient absorption lines shown in Fig. 3D, i and ii. Thanks to the nearly instantaneous triggering of the polarization oscillations and their subsequent rapid decay, signatures of the instantaneous ac Stark shift come to light in our transient absorption spectra (Fig. 4C), which is in agreement with our simulations (figs. S8 and S9).

Valence wavepacket with well-defined quantum phase. Attosecond probing of few-cycledriven field ionization of Kr atoms has revealed the emergence of a valence electron wavepacket in the $4 p$ subshell of the $\mathrm{Kr}^{+}$ensemble-as a consequence of liberation of electrons from the $4 p_{j=3 / 2}$ as well as the $4 p_{j=1 / 2}$ manifolds-separated in energy by spin-orbit coupling in the Kr atoms (19). By repeating this attosecond absorption spectroscopic experiment with our subcycle transient shown in Fig. 3B, and supplementing it with attosecond streaking, we can now launch a valence wavepacket within a sub-femtosecond interval and with sub-femtosecond absolute timing accuracy.

From the recorded absorption spectrogram (Fig. 5A), we retrieve (SOM text, section 4) the fractional populations of the six ionic states, in


Fig. 5. Initial quantum phase and density distribution of a valence electron wavepacket. (A) Attosecond XUV transient absorption spectrogram of Kr atoms field-ionized by a subcycle field transient shown by the blue line in (B). Linear extrapolation of the retrieved quantum phase $\phi(t)$ [shown by the red line in (B)] to time zero as determined through attosecond streaking, allows access to the initial quantum phase $\phi\left(t_{0}\right)=(0.99 \pm 0.04) \pi$ of the valence electron wavepacket. (C) Ensemble-averaged initial hole density distribution in the valence shell at the instant of ionization and its subsequent evolution, as evaluated from (A).
the form of the diagonal matrix elements $\rho_{j, j^{\prime}=j}^{\left(m_{j}\right)}$ of the reduced density matrix $-\rho_{3 / 2,3 / 2}^{(3 / 2)}+\rho_{3 / 2,3 / 2}^{(-3 / 2)}=$ $0.315 \pm 0.024, \rho_{3 / 2,3 / 2}^{(1 / 2)}+\rho_{3 / 2,3 / 2}^{(-1 / 2)}=0.400 \pm 0.024$, $\rho_{1 / 2,1 / 2}^{(1 / 2)}+\rho_{1 / 2,1 / 2}^{(-1 / 2)}=0.285 \pm 0.004$-and a degree of coherence of $g=0.85 \pm 0.06$, which exceeds that measured in the previous experiment (19) by $\sim 1.4$ times and is unparalleled for long-lived ( $>1 \mathrm{fs}$ ) coherences in the valence shell. Our simulations [based on a state-of-the-art three-dimensional time-dependent configurationinteraction singles approach (43) that includes correlation dynamics between the field-generated hole and the photoelectron and has been extended to include spin-orbit interaction (44)] well predict the measured coherence as well as fractional populations in the $4 p_{j=1 / 2}^{-1}$ and $4 p_{j=3 / 2}^{-1}$ manifolds (SOM text, section 7).

The nearly perfect coherence is, once again, a direct consequence of the sub-femtosecond width of the ionization gate. This confinement, along with sub-femtosecond absolute timing information from streaking, has far-reaching consequences. The former allows launching of the wavepacket with a well-defined initial phase, whereas the latter permits reliable determination of this initial quantum phase. The retrieved phase $\phi(t)$ [equation 2 in (19)] of the quantum superposition is shown in Fig. 5, B and C, along with representative snapshots of the generated ensemble-averaged hole density distributions, as evaluated from our data in Fig. 5A. Linear extrapolation of $\phi(t)$ to "time zero," the birth of the hole at the peak of the ionizing field transient (Fig. 5B, blue line), yields $\phi\left(t_{0}\right)=(0.99 \pm$ $0.04) \pi$, which is in very good agreement with the prediction of our configuration-interactionbased simulations: $\phi\left(t_{0}\right)=1.06 \pi$. This initial quantum phase implies an elongated initial holedensity distribution aligned with the ionizing field vector, which is commensurate with our intuitive expectation.

Outlook. Subcycle engineering of optical field transients opens new prospects for steering the atomic-scale motion of electrons (15) with the electric force of light and for driving complex valence-shell dynamics in molecules (45). As a simple manifestation of enhanced control over valence shell dynamics, they al low sub-femtosecond temporal confinement of ionization and precise associated triggering of a wealth of subsequent electronic phenomena They also provide an isolated attosecond pho ton probe for interrogating the unfolding electronic and - in molecules - nuclear motions by means of attosecond absorption and/or photoelectron spectroscopy, as well as an isolated electron probe for tracing these dynamics via electron diffraction (46) or high-harmonic interferometry (47). This constitutes a substantial extension of the repertoire of attosecond science, which was previously restricted to either triggering or probing electronic processes within a sub-femtosecond time window. The feasibility
of sub-femtosecond pump-probe interrogation of strong-field phenomena opens exciting research prospects. Real-time insight into multiple ionization in multi- to single-cycle laser fields, or into strong-field-induced electron correlations in atoms, molecules, or solids $(48,49)$, are but a few examples.
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## Observation of Correlated Particle-Hole Pairs and String Order in Low-Dimensional Mott Insulators

M. Endres, ${ }^{1 *}$ M. Cheneau, ${ }^{1}$ T. Fukuhara, ${ }^{1}$ C. Weitenberg, ${ }^{1}$ P. Schauß, ${ }^{1}$ C. Gross, ${ }^{1}$ L. Mazza, ${ }^{1}$ M. C. Bañuls, ${ }^{1}$ L. Pollet, ${ }^{2}$ I. Bloch, ${ }^{1,3}$ S. Kuhr ${ }^{1,4}$

Quantum phases of matter are characterized by the underlying correlations of the many-body system. Although this is typically captured by a local order parameter, it has been shown that a broad class of many-body systems possesses a hidden nonlocal order. In the case of bosonic Mott insulators, the ground state properties are governed by quantum fluctuations in the form of correlated particle-hole pairs that lead to the emergence of a nonlocal string order in one dimension. By using high-resolution imaging of low-dimensional quantum gases in an optical lattice, we directly detect these pairs with single-site and single-particle sensitivity and observe string order in the one-dimensional case.

T
he realization of strongly correlated quantum many-body systems using ultracold atoms has enabled the direct observation and control of fundamental quantum effects (1-3). A prominent example is the transition from a superfluid (SF) to a Mott insulator (MI), occurring when interactions between bosonic particles on a lattice dominate over their kinetic energy (4-8). At zero temperature and in the limit where the ratio of kinetic energy over
interaction energy vanishes, particle fluctuations are completely suppressed and the lattice sites are occupied by an integer number of particles. However, at a finite tunnel coupling but still in the Mott insulating regime, quantum fluctuations create correlated particle-hole pairs on top of this fixed-density background, which can be understood as virtual excitations. These particle-hole pairs fundamentally determine the properties of the MI, such as its residual phase
coherence (9), and lie at the heart of superexchangemediated spin interactions that form the basis of quantum magnetism in multicomponent quantum gas mixtures (10-12).

In a one-dimensional system, the appearanc of correlated particle-hole pairs at the transition point from a SF to a MI is intimately connected to the emergence of a hidden string-order parameter $\mathcal{O}_{\mathrm{P}}(13,14)$ :

$$
\begin{equation*}
\mathcal{O}_{\mathrm{P}}^{2}=\lim _{l \rightarrow \infty} \mathcal{O}_{\mathrm{P}}^{2}(l)=\lim _{l \rightarrow \infty}\left|\prod_{k \leq j \leq k+l} e^{i \pi \delta \hat{n}_{j}}\right\rangle \tag{1}
\end{equation*}
$$

Here, $\delta \hat{n}_{j}=\hat{n}_{j}-\bar{n}$ denotes the deviation in occupation of the $j$ th lattice site from the average background density, and $k$ is an arbitrary position along the chain. In the simplest case of a MI with unity filling $(\bar{n}=1)$, relevan to our experiments, each factor in the product of operators in Eq. 1 yields -1 instead of +1 when a single-particle fluctuation from the unit back-
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1. Optical properties of the light field synthesizer


Fig. S1
Simulated reflectivity of the dichroic beamsplitters (DBS).


Fig. S2
Simulated total transmission of the individual channels of the optical field synthesizer. Blue (orange) line includes the reflectivity of two $\mathrm{DBS}_{\mathrm{UV}-\mathrm{VIS}}\left(\mathrm{DBS}_{\mathrm{VIS} \text {-NIR }}\right.$ ) and six chirped mirrors (50) $\mathrm{CM}_{\mathrm{VIS} / \mathrm{UV}}\left(\mathrm{CM}_{\mathrm{VIS}}\right)$, whereas the red curve shows the calculated transmission based on six $\mathrm{CM}_{\text {NIR }}$.


Fig. S3
Photograph of the field synthesizer in operation. Beams have been visualized by nitrogen vapor.

## Intensity control with adjustable apertures

To control the relative intensities between pulses in different channels of the light field synthesizer, apertures with controllable diameters were installed into the beam path of each channel.

Despite the fact that for the experiments presented in the main text this kind of control has not been utilized, we can conveniently tune the intensity in the focus of each channel by a factor of $\sim 10$. Due to this type of intensity control, spatial chirps may set in when pulses of various channels have slightly different beam diameter. However, these effects are not very critical for our experiments thanks to the extreme nonlinearity of the processes involved or studied.
For example, XUV pulse generation (or high harmonic generation in general) is confined to within a tiny fraction of the focused synthesized transient where the intensity is the highest and where all fields of the channels necessarily overlap. Moreover, at the probing stage of the light field or in a strong field experiment as reported here, the XUV attosecond pulse is focused onto a spot size that is more than 3 times smaller than that of the synthesized field, guaranteeing that the probed system is exposed to a spatially uniform field formed along the propagation axis, thereby rendering the measurement insensitive to a spatial chirp introduced by the variable apertures.
2. Attosecond Streaking and Transient Absorption experimental setup


Fig. S4
Schematic diagram of the experimental setup for the characterization and application of synthesized light transients.

Light transients, synthesized by the apparatus shown in Fig. S3, are focused into a quasistatic gas cell filled with Ne (target), to generate XUV radiation by means of high order harmonic generation. The emerging, highly collimated XUV pulses are transmitted through a disk-like Zirconium ( Zr ) foil ( 150 nm ) which is mounted on a thin pellicle (15 $\mu \mathrm{m}$ ), while the residual visible pulses, which are also making their way through the Ne cell, are transmitted around the margins of the Zr disk to create an annular beam (see Fig. S4). A module comprised of a concave, multilayer coated inner mirror and an aluminumcoated concave annular sector (outer mirror) (34), is used to focus XUV and light transients respectively into a second gas jet or quasi static cell for either streaking or transient absorption experiments.
The inner mirror is mounted on a piezoelectric stage that allows the introduction of a delay between the light field transient and the XUV attosecond pulse along the propagation axis with nanometric precision.

A controllable iris is used to adjust the energy transported by the beam of the light transients from few microjoules (streaking) to several tens of microjoules (Transient absorption).
For streaking measurements a time of flight spectrometer is used to record electron spectra generated by photoionization of Ne atoms (35), while for transient absorption studies, spectra of the transmitted through the cell attosecond pulse are recorded by a high-resolution XUV spectrometer installed downstream the gas cell.

## 3. Modeling the absorption of XUV pulses in $\mathrm{Kr}^{+}$in the presence of a strong NIRfield.

Femtosecond transient absorption dynamics, probed by a weak probe pulse in the presence of a pump pulse which affects the polarization response of the absorbing medium, have been at the center of various studies $(38,51)$.
To explore these effects in the XUV, we model $\mathrm{Kr}^{+}$ions as a simplified three-level system depicted in Fig. S5. The first two states, hereafter referred to as $|1\rangle$ and $|2\rangle$, represent the ground $4 p_{3 / 2}^{-1}$ and the excited $3 d_{5 / 2}^{-1}$ states of the ion, respectively, i.e. the states associated with the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ transition.
To introduce the polarizability of state $|1\rangle$ of the $\mathrm{Kr}^{+}$ion, a third state $|3\rangle$ is included in the present considerations. The energy spacing between the states $|1\rangle$ and $|3\rangle$ is set to 13.5 eV and the corresponding transition matrix element to $\mu=1.87 \cdot 10^{-29} \mathrm{C} \cdot \mathrm{m}$. Both values are calculated via the COWAN atomic structure code (52) and they describe the coupling between the $4 p_{3 / 2}^{-1}$ and the $4 s_{1 / 2}^{-1}$ ( $4 s 4 p^{6}$ electron configuration). The unperturbed transition energy $\hbar \omega_{12}$ equals 79.95 eV , i.e. that of the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ absorption resonance. $E_{L}, E_{X U V}, \omega_{L}$ and $\omega_{X U V}$ denote the electric fields and the central frequencies of the light transient and that of the attosecond XUV pulse, respectively, while $\tau$ stands for their relative delay. The decay rate of state $|2\rangle$ is assumed to be $\Gamma_{A} \approx 1 / 7.5 \mathrm{fs}^{-1}$, which corresponds to an Auger decay time of the 3d hole of 7.5 fs (53). Strong-field ionization $(\mathrm{SFI})$ in the Bloch model is introduced via an electric field dependent feeding rate $\Gamma_{S F I}(t)$ of the ground state, which is indicated schematically in Fig. S5. The ionization rate has been calculated from a fit of static field extracted values (54).

In all simulations, the field of the transient is the one evaluated by the streaking measurements (see Fig. 3B of the main publication) with the peak intensity adjusted to $\sim 4.8 \cdot 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. Similarly, the duration of the XUV pulse is set to 200 as and is spectrally centered at 80 eV .


Fig. S5
Schematic diagram of the three-level system for modeling resonant XUV absorption of $\mathrm{Kr}^{+}$.

Due to the presence of the additional state $|3\rangle$, the ground state $|1\rangle$ is more susceptible to the light transient, which translates into a significant periodic variation of its energy (ac Stark effect), thereby rendering the probed transition frequency $\omega_{12}$ time dependent:
$\omega_{12}(t)=\omega_{12}-\Delta \omega_{1}(t)$, where $\Delta \omega_{1}(t)=\sqrt{\left(\omega_{13}-\omega_{L}\right)^{2}+4 \Omega_{13, L}(t)^{2}}+\left(\omega_{L}-\omega_{13}\right)$ and
$\Omega_{13, L}(t)=\frac{\mu_{13} E_{L}(t)}{\hbar}$ denotes the instantaneous Rabi frequency between the states $|1\rangle$ and $|3\rangle$.
To calculate the absorption cross-section $\sigma(\omega, \tau)$ of the $|1\rangle \rightarrow|2\rangle$ transition, we numerically integrate the von Neumann equation:
$i \hbar \frac{d \rho}{d t}=\left[H_{0}, \rho\right]-\left[\mu \cdot E_{I R}(t), \rho\right]-\left[\mu \cdot E_{\text {XUV }}(t-\tau), \rho\right]+\left.i \hbar \frac{d \rho}{d t}\right|_{S F I}+\left.i \hbar \frac{d \rho}{d t}\right|_{\text {Relax }}$
with the unperturbed Hamiltonian $H_{0}$, the dipole operator $\mu$ in the dipole approximation and the density matrix $\rho$ :
$H_{0}=\hbar\left(\begin{array}{ccc}\omega_{13} & 0 & 0 \\ 0 & \omega_{12} & 0 \\ 0 & 0 & 0\end{array}\right) ; \quad \mu=\left(\begin{array}{ccc}0 & 0 & \mu_{31} \\ 0 & 0 & \mu_{21} \\ \mu_{13} & \mu_{12} & 0\end{array}\right) ; \quad \rho=\left(\begin{array}{ccc}\rho_{33} & \rho_{32} & \rho_{31} \\ \rho_{23} & \rho_{22} & \rho_{21} \\ \rho_{13} & \rho_{12} & \rho_{11}\end{array}\right)$.
The term $\left.\frac{d \rho}{d t}\right|_{S F I}$ phenomenologically describes the population rate of the ionic ground state $|1\rangle$ via strong-field ionization of the neutral atom. The decay rate $\Gamma_{A}$ of the exited state as well as the spontaneous emission from level $|3\rangle$-which is assumed to be
infinitely long compared to characteristic scales of this experiment-is considered in the term $\left.\frac{d \rho}{d t}\right|_{\text {Relax }}$.
The radiating dipole is obtained through the equation of motion of the matrix elements as:
$d(t, \tau)=\operatorname{Tr}(\mu \rho(t))=2 \operatorname{Re}\left(\mu_{12} \rho_{12}(t, \tau)+\mu_{13} \rho_{13}(t, \tau)\right)$.
Hence, the absorption cross-section can be written as $\sigma(\omega, \tau)=\frac{\omega}{c \varepsilon_{0}} \operatorname{Im}\left[\frac{d(\omega, \tau)}{E_{\text {XUV }}(\omega)}\right]$.
Results 1: Distortion of the resonant XUV absorption line
Using our model, we explore the effects of spectral distortion of the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ absorption resonance due to the pump-induced perturbations to the generated ions by our light field transients.

Fig. S6 shows simulated transient dynamics encoded in the spectra corresponding to the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ transition for delays chosen to match those as in Fig. 3Di)-iii) of the main text.
The calculated absorption cross-sections are convolved with a Gaussian function ( $\sim 300$ meV FWHM) to account for the finite spectrometer resolution. The good reproduction of essential features, i.e. the negative absorbance at lower energies as well as positive absorbance at higher energies with respect to the main resonance, and the dynamic evolution of the absorption line as a function of the delay, validate the approach of modeling krypton ions with a simplified three-level system and confirm that the Stark effect is the key phenomenon behind the observed time-dependent spectral features.


Fig. S6
Simulated absorbance spectra for the $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$ transition at three different delay instances, showing a good agreement with the corresponding experimental observation presented in Figs. 3D i)-iii). The finite spectrometer resolution is taken into account.


Fig. S7
Simulated transient absorbance spectra for an electric field dependent ionization rate $\Gamma_{S F I}(t)(\mathbf{A})$ and the underlying time dependent population of the ground state $|1\rangle$ (solid line) as well as the instantaneous intensity (dashed line) of the NIR laser pulse (B).

The false-color plot of Fig. S7A shows the calculated absorbance as a function of the pump-probe delay, while panel B depicts how the NIR field populates state $|1\rangle$ as a function of the delay, including the instantaneous intensity of the light transient.

In order to study how the lifetime of state $|2\rangle$ influences the distortion of the absorption in the presence of the NIR light field transient, the three-level system has been solved numerically for several lifetimes $\tau_{\mathrm{A}}$. Fig. S8 displays a series of absorbance spectrograms as a function of the pump-probe delay for a constant population $\left(\left.\frac{d \rho}{d t}\right|_{\text {SFII }}=0\right)$, where the lifetime $\tau_{\mathrm{A}}$ was varied from 0.1 fs (panel A) to $\tau_{3 d}=7.5 \mathrm{fs}$ (panel E), the latter being the theoretical Auger lifetime of the $\mathrm{Kr}^{+} 3 \mathrm{~d}^{-1}$ states (panel E).
For lifetimes significantly shorter than the half-period of the strong field, the emitting dipole undergoes (from (A) to (C)) a linear phase shift which is manifested by the characteristic modulation of its central energy at the double frequency of the pump field and corresponds to the (ac) Stark shift of state $|1\rangle$.


Fig. $\mathbf{S 8}$
The absorbance related to the $|1\rangle \rightarrow|2\rangle$ transition of $\mathrm{Kr}^{+}$ions computed as a function of the pump-probe delay for various settings of the lifetime $\tau_{\mathrm{A}}$ of the excited state, as indicated in the upper left corner of each panel (assuming a static population). Graph (E) displays the simulated result for a lifetime equal to the $3 \mathrm{~d}^{-1}$ hole decay time of $\mathrm{Kr}^{+}$.

For significantly longer lifetimes ((D) and (E)), the phase introduced to the emitting dipole encompasses the action of several field cycles and results in a line distortion rather than a pure shift of its central energy. Due to the steep leading edge of the XUV polarization-induced by our attosecond pulse-some signatures of the instantaneous Stark effect are expected to survive despite the effects introduced by the integration over the few fs long lifetime. This is demonstrated in Fig. S9, where the central energy of the resonance in the data shown in Fig. S8E has been evaluated by fitting a Lorentzian profile.


Fig. S9
Energy shift of the transition energy $\hbar \omega_{12}$ of the simulated absorption spectrogram as displayed in Fig. S8E (solid line) being analyzed by evaluating the central displacement of a fitted Lorentzian lineshape as a function of the delay $\tau$. The blue dashed line shows the instantaneous intensity of the pump field.

Results 2: Strong-field ionization dynamics in the presence of pump polarization
Next, within our model, we attempt to accurately retrieve the population dynamics of the generated ions from an absorption spectrogram sampled under the conditions of our experiments.
Fig. S10 compares the ground state population of state $|1\rangle, \rho_{11}(t)$ (red curve), with that obtained by analyzing the simulated absorption spectra using the procedure described in section S4 of the SOM, which tracks the peak of the absorption line. The blue and green curves represent the retrieved populations based on our simulations with a 50 as and a 200 as XUV pulse, respectively. Note that the populations shown in Fig. S9 are based on an adiabatic tunnel-ionization model and therefore do not display the oscillatory behavior known from nonadiabatic calculations. The small "dip" in $\rho_{11}(t)$ at $t=0.8 \mathrm{fs}$ is due to the coupling between states $|1\rangle$ and $|3\rangle$. For the shorter XUV pulse (blue line), the groundstate population, estimated by tracking the peak of the absorption line, is significantly closer to $\rho_{11}(t)$. Since our experimental XUV probe pulse duration amounts to $\sim 200$ as, the present approach suggests that the technique of tracking the peak of the absorption
offers a possibility to recover the underlying population dynamics with an accuracy better than 10 \%.


Fig. S10
Ground state population $\rho_{11}(t)$ derived by our model (red) and populations reconstructed by tracking the peak of the absorption line fitted with a Lorenzian profile. Blue (green) curve displays the retrieved population dynamics for an XUV probe pulse duration of 50 as (200 as).

## 4. Reconstruction of electron motion and determination of fractional ionization

## Preparation of data prior to fitting

The absorbance spectrogram shown in Fig. 5A (in the main publication) was obtained by averaging over 12 consecutive scans, all taken under the same experimental conditions. All XUV spectra of the combined spectrogram were normalized in the spectral range from 83.0-86.7 eV (i.e. the high energy side next to the $\mathrm{Kr}^{+}$absorption lines) to reduce noise originating from flux variations of the XUV probe pulse. For calculating the absorbance $A(\omega, \tau)$, the mean spectral density in the time interval prior to ionization ( -20.25 to -6.25 fs ) has been used as a reference spectrum.

## Fitting procedure

To reconstruct the $\mathrm{Kr}^{+}$quantum state distribution, the coherence of the spin-orbit wavepacket motion as well as the quantum phase, a fit of the experimental data shown in Fig. 5 A is performed using the model equation

$$
\begin{equation*}
A(\omega, \tau)=-\ln \left[\exp \left[-n_{0} \sigma(\omega, \tau) L\right] * G(\omega)\right]+A_{0} \tag{S1}
\end{equation*}
$$

applied to the spectrogram. Here, $\sigma(\omega, \tau)$ is an analytical description of the cross-section of the three absorption lines of $\mathrm{Kr}^{+}$based on eq. (35) in (55) where the reported reduced transition matrix elements are employed. Furthermore, $\tau$ indicates the time of probing, $n_{0}=5.75 \cdot 10^{18} \mathrm{~cm}^{-3}$ the initial number density of neutral atoms, $L=0.74 \mathrm{~mm}$ the length of the target cell and $G(\omega)$ an area-normalized Gaussian convolution function with $\Delta$ being the FWHM value characterizing the finite spectrometer resolution and $A_{0}$ a constant offset. The coherence term in $\sigma(\omega, \tau)$ is described by
$\rho_{3 / 2,1 / 2}^{(1 / 2)}(\tau)=\left|\rho_{3 / 2,1 / 2}^{(1 / 2)}\right| \exp (i \phi(\tau))=\left|\rho_{3 / 2,1 / 2}^{(1 / 2)}\right| \exp \left(i \Delta E_{s o} \tau+i \delta\right)$, where $\Delta E_{\text {so }}$ is the spin-orbit wavepacket splitting and $\delta$ is a phase offset which depends on the choice of the time origin $\tau=0$ (atomic units $\hbar=e=m_{e}=a_{0}=1$ are used throughout this section). We chose $\tau=0$ such that it coincides with the maximum of the instantaneous intensity of the synthesized light field transient. Hence, for a sufficiently short pump pulse, the quantity $\delta$ equals the initial quantum phase.

We fit the data set by employing the Levenberg-Marquardt optimization algorithm in the range $78.5-82 \mathrm{eV}$ and for the delays 2.75 to 29.75 fs , avoiding the fit in the presence of the strong single-cycle initiation pulse since the model function (eq. (S1)) is not valid for describing XUV absorption under strong field influence. The fit parameters were the populations $\left(\rho_{1 / 2,1 / 2}^{(1 / 2)}, \rho_{3 / 2,3 / 2}^{(1 / 2)}, \rho_{3 / 2,3 / 2}^{(3 / 2)}\right)$, the terms describing the coherence
$\left(\left|\rho_{3 / 2,1 / 2}^{(1 / 2)}\right|, \Delta E_{S O}, \delta\right)$, the three central energies of the XUV transitions $\left(E_{3 d_{s / 2}}-E_{4 p_{3 / 2}}\right.$,
$\left.E_{3 d_{3 / 2}}-E_{4 p_{3 / 2}}, E_{3 d_{3 / 2}}-E_{4 p_{1 / 2}}\right)$, as well as the spectrometer resolution $\Delta$ and the constant offset $A_{0}$.
The sum of populations permits evaluation of the fractional ionization. The populations provided in the main publication are scaled to $100 \%$ fractional ionization.

## Error analysis

Error bars of the fit quantities, reported in the main document, represent the standard error of fit results obtained by applying the described fitting approach to six consecutive pairs of the 12 delay scans. Besides the standard error, we have also calculated the standard deviations of the distributions, which on average yield values $\sim 1.9$ times larger than the standard error.

## 5. Retrieval of population during strong-field perturbation

Similar to the approach of fitting the absorption spectrogram after the NIR pump pulse, the formation of the population in the presence of the pump pulse has been addressed by fitting the transient absorption spectrogram using the model

$$
A_{p}(\omega, \tau)=-\ln [\exp [-c(\omega, \tau)] * G(\omega)]+A_{0}(\tau)
$$

where $G(\omega)$ and $A_{0}(\tau)$ are introduced above, and $c(\omega, \tau)$ describes the absorption lines by three Lorentzian lineshape functions:

$$
c(\omega, \tau) \propto \frac{1}{2 \pi} \sum_{i=1}^{3} n_{i}(\tau) \frac{\Gamma}{\left(\omega-\omega_{i}(\tau)\right)^{2}+(\Gamma / 2)^{2}} .
$$

Here, the $n_{i}(\tau)$ denote the effective population and $\omega_{i}(\tau)$ represents the central frequency of the $i^{\text {th }}$ absorption line.

For the experimental parameters, this approach has been proven to allow the retrieval of the population to within an accuracy of $\sim 10 \%$ (see section S3).

The fit was carried out for the delay range of -20.25 to 29.75 fs and within the spectral window extending from 77.9 to 83 eV , where the results obtained in the range 2.75 to 29.75 fs served to scale the effective populations according to the determined population by utilizing eq. (S1).

All error bars in the main document depict standard errors (see section S3, Error analysis).

## 6. Numerical 3D-TDSE propagation

Theoretical modeling of strong-field ionization of the $4 p$ sub-shell was done by numerically propagating the three-dimensional time-dependent Schrödinger equation (3D-TDSE) for a single active electron in the length gauge on a grid, using a standard technique (56). Assuming a spherically symmetric potential $V(r)$, and the experimental laser field $F(t)$ as shown in Fig. 3B polarized along the $z$-axis, the 3D-TDSE reads (in atomic units (a.u.): $\hbar=e=m_{e}=a_{0}=1$ ),
$-\frac{1}{2} \Delta \psi(\vec{r}, t)+(V(|\vec{r}|)+F(t) z) \psi(\vec{r}, t)=i \frac{\partial}{\partial t} \psi(\vec{r}, t)$
where $\Delta$ is the Laplace operator, and $\psi(\vec{r}, t)$ is the electron's wave function in coordinate space. Expanding the wave function in partial waves*,
$\psi(\vec{r}, t)=\sum_{l=0}^{L} \frac{w_{l}(r, t)}{r} \sum_{m=-1}^{1} Y_{l}^{m}(\theta, \varphi)$,

[^20]allows us to write eq. (S2) as a set of coupled 1D radial Schrödinger equations with respect to the reduced radial wave functions $w_{l}(r, t)$ :
\[

$$
\begin{align*}
& \left(-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+B(r)\right) \vec{w}(r, t)+A(r, t) \vec{w}(r, t)=i \frac{\partial}{\partial t} \vec{w}(r, t),  \tag{S4}\\
& \vec{w}(r, t)=\left[\begin{array}{c}
w_{1}(r, t) \\
w_{2}(r, t) \\
\vdots \\
w_{L}(r, t)
\end{array}\right],  \tag{S5}\\
& B_{l, l^{\prime}}(r)=\delta_{l, l^{\prime}}\left(\frac{l(l+1)}{2 r^{2}}+(2 l+1)\left(\begin{array}{ccc}
l & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & 0 & l \\
m & 0 & -m
\end{array}\right) V(r)\right),  \tag{S6}\\
& A_{l, l^{\prime}}(r, t)=\delta_{l \pm 1, l^{\prime}} \sqrt{(2 l+1)\left(2 l^{\prime}+1\right)}\left(\begin{array}{ccc}
l^{\prime} & 0 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l^{\prime} & 0 & l \\
m & 0 & -m
\end{array}\right) r F(t), \tag{S7}
\end{align*}
$$
\]

where the tabulated quantities in eq. (S6) and (S7) are Wigner-3j symbols-they arise naturally here by angularly integrating products of three spherical harmonics-and $\delta_{l, l}$ is the Kronecker symbol; $V(r)$ is a pseudopotential that reproduces the ionization energy of neutral Kr . Time-propagation of eq. (S4) was achieved using the following symmetric splitting scheme:

$$
\begin{align*}
\overrightarrow{\vec{w}}(r, t+\delta t) & =U(t, t+\delta t) \vec{w}(r, t) ;  \tag{S8}\\
U(t, t+\delta t) & =\left[1+i \frac{\delta t}{2}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+B(r)\right)\right]^{-1}\left[1+i \frac{\delta t}{2} A(r, t+\delta t / 2)\right]^{-1} \\
& \times\left[1-i \frac{\delta t}{2} A(r, t+\delta t / 2)\right]\left[1-i \frac{\delta t}{2}\left(-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}}+B(r)\right)\right] . \tag{S9}
\end{align*}
$$

Numerical convergence is more difficult to achieve in the length gauge than in the velocity gauge due to (i) a larger number of partial waves components required to represent the wave function in the laser field and (ii) because the phases of the wave function's components at large radial distances change rapidly, requiring a finer time step to accurately propagate these. Nevertheless, we achieved numerical convergence using an angular momentum grid up to $L=100$, and time and radial grid steps of 0.007 a.u. and 0.03 a.u., respectively, with a radial grid extending to 1000 a.u.. We also included a radial absorbing potential starting at $r=750$ a.u. to delete any unphysical reflections from the wave functions at confines of the finite simulation box.
The amount of ionization at some time $t$ due to the strong infrared field can be defined as (57)

$$
\begin{equation*}
P(t)=1-\sum_{n}\left|\left\langle\phi_{n} \mid \psi(t)\right\rangle\right|^{2}, \tag{S10}
\end{equation*}
$$

where the sum ranges over all bound states $\left\langle\phi_{n}\right|$ of the atom. However, calculations based on the atomic structure code (COWAN) (52) suggest that, excited neutrals would absorb XUV photons at approximately the same energy as $\mathrm{Kr}^{+}$ions. To account for this fact, we
limit the range of the summation in eq. (S10) to a sufficient number of bound states to ensure numerical convergence. In this way, Kr atoms excited to their Rydberg electronic states are considered as ions.

Now, since the numerical propagation of the 3D-TDSE was performed in the decoupled spin-orbit basis $\left|(l s) m_{l} m_{s}\right\rangle=\left|\left(1 \frac{1}{2}\right) m_{l} m_{s}\right\rangle:=\left|m_{l} m_{s}\right\rangle$, while the measured absorption lines resolve populations in the coupled spin-orbit basis
$|(I s) J M\rangle=|(11 / 2) J M\rangle:=|J M\rangle-J(J+1)$ being the eigenvalue of $J^{2}=(\vec{L}+\vec{S})^{2}-$ we evaluate $P(t)$ as
$P(t)=1-\sum_{n, l, m_{l}, m_{s}}\left|\left\langle m_{l} m_{s} \mid J M\right\rangle \int_{0}^{\infty} d r \phi_{n l}(r) w_{l}(r, t)\right|^{2}$,
where $\left\langle m_{l} m_{s} \mid J M\right\rangle$ is a Clebsch-Gordan coefficient and $\phi_{n l}(r)$ is the reduced radial wave function of a bound state with principal quantum number $n$ and orbital quantum number $l$, obtained by solving the time-independent radial Schrödinger equation
$-\frac{1}{2} \frac{\partial^{2}}{\partial r^{2}} \phi_{n l}(r)+\left(\frac{l(l+1)}{2 r^{2}}+V(r)\right) \phi_{n l}(r)=\varepsilon_{n} \phi_{n l}(r)$.

## 7. TDCIS simulations and predictions for the valence electron dynamics of $\mathbf{K r}^{+}$

We model the strong-field ionized ensemble of krypton ions by utilizing our pioneering 3D time-dependent configuration-interaction singles (TDCIS) approach (43), which systematically captures correlations in photoionization processes.
Within the TDCIS approach, the Coulomb interaction between the NIR-generated hole state and the NIR-generated photoelectron is treated exactly. This interaction leads subsequently to correlation and to an entangled state between the parent ion and the photoelectron (58).

In this work, we extended our TDCIS approach (43) to account for spin-orbit interaction and spin-orbit driven valence electron wavepacket motion (44). To be able to simulate the strong-field ionization processes, a large range of the continuum spectrum must be covered with the need to cover angular momentum states up to $\mathrm{L}=60$. To account for the multi-electron dynamics that can originate from several orbitals, we consider 18 spin orbitals ranging from $3 d_{3 / 2}$ to $4 p_{3 / 2}$. The total number of electronic configurations lies above 250000 , which is computationally a very challenging task.

The results of our simulations for the condition of the experiment yield the populations: $\rho_{3 / 2,3 / 2}^{(3 / 2)}+\rho_{3 / 2,3 / 2}^{(-3 / 2)}=0.06, \rho_{3 / 2,3 / 2}^{(1 / 2)}+\rho_{3 / 2,3 / 2}^{(-1 / 2)}=0.74, \rho_{1 / 2,1 / 2}^{(1 / 2)}+\rho_{1 / 2,1 / 2}^{(-1 / 2)}=0.20$ (scaled to $100 \%$ fractional ionization) and a degree of coherence of $g=0.72$, which are in good agreement with the experimental observations. Propagation effects of the EUV pulse in the medium can lead to modifications in the observed spectrum resulting in an apparent
ion density matrix that differs from the actual ion density matrix. In particular, the offdiagonal elements and, hence, the apparent hole coherence are affected by propagation effects. Based on previous theoretical work (54), we find that the apparent degree of coherence can be overestimated by up to $14 \%$. Applying this result to our theoretical prediction, we would expect an apparent degree of coherence of 0.82 , which is in remarkable agreement with $g=0.85 \pm 0.06$ retrieved from the experiment. The only open question that remains, is the discrepancy between the relative populations of the $m_{j}= \pm 3 / 2$ and $m_{j}= \pm 1 / 2$ states in the $j=3 / 2$ manifold. This might indicate the need to include correlation effects that cannot be described by the TDCIS approach.

## 8. Delay correction between streaking and transient absorption spectrograms

Strong-field ionization, as studied in our attosecond transient absorption experiments, requires field intensities on the order of $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and beyond. In contrast, streaking measurements of the light waveforms require intensities on the order of $10^{12} \mathrm{~W} / \mathrm{cm}^{2}$. In our experiments, the intensity of the laser beam is varied by adjusting its size with an adjustable aperture placed before the focusing mirror. The $>10$-fold increase of the illuminated area of the mirror between a streaking and a transient absorption (TA) measurement can be responsible for spatiotemporal effects, particularly a delay between the weak (streaking) and the strong (TA) pulse, which must be corrected before comparing the streaking and transient absorption measurements with respect to one and the same delay axis.


Fig. S11
Variation of the focal point intensity in a cross-correlation measurement obtained under streaking (red dashed curve) and transient absorption (blue solid line) intensity settings. An evaluation of the delay yields $(280 \pm 50)$ as.

This effect has been investigated by removing the metallic filter of the pellicle used in the experiments and recording the linear cross-correlation trace between the central part of the NIR beam, and the portion reflected off the outer mirror for two different radii of
illumination, corresponding to those of the streaking and TA measurements accordingly. Fig. S11 shows the variation of the intensity at the focal point of the beams imaged on a CCD camera (averaged over $5 \times 5$ pixels covering the central part of the beam) as a function of the delay between inner and outer mirror.

The delay between the two traces is evaluated by a linear fit of the spectral phases of both signals and amounts to $(280 \pm 50)$ as. This apparent delay, which is taken into account for the synchronous display of fields, can be attributed to simple geometrical effects introduced by spherical aberrations. The geometrical delay, evaluated at the focal plane, in the time of arrival between two pulses traveling along off-axis rays at a distance $r$ from the mirror axis and on-axis pulses, for a spherical mirror of radius $R$ (59), is given by

$$
\Delta T(r)=\frac{3}{4} \frac{R}{c}\left(\frac{r}{R}\right)^{4}
$$

For a pulse reflected by an annular portion of a spherical mirror situated between radii $r_{1}$ and $r_{2}$, the introduced delay (assuming a constant spatial intensity distribution) can be expressed as:

$$
\begin{aligned}
r_{r_{1}} \\
\Delta
\end{aligned} t=\frac{\frac{3}{4} \frac{R}{c} \int_{0}^{2 \pi} \int_{r_{1}}^{r_{2}}\left(\frac{r}{R}\right)^{4} r d r d \theta}{\int_{0}^{2 \pi} \int_{r_{1}}^{r_{2}} r d r d \theta} .
$$

For a mirror with $R=250 \mathrm{~mm}$, an inner mirror radius $r_{1} \approx 1.5 \mathrm{~mm}$ and a streaking (TA) beam radius of $r_{2} \approx 2.5 \mathrm{~mm}\left(r_{2} \approx 8.1 \mathrm{~mm}\right)$, the latter expression yields an effective delay between the streaking and transient absorption spectrograms of 240 as, which is in excellent agreement with the delay evaluated from the data shown in Fig. S11.
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#### Abstract

We investigate the relevance of multiple-orbital and multipole effects during high-harmonic generation (HHG). The time-dependent configuration interaction singles (TDCIS) approach is used to study the impact of the detailed description of the residual electron-ion interaction on the HHG spectrum. We find that the shape and position of the Cooper minimum in the HHG spectrum of argon changes significantly whether or not interchannel interactions are taken into account. The HHG yield can be underestimated by up to 2 orders of magnitude in the energy region of $30-50 \mathrm{eV}$. We show that the argument of low ionization probability is not sufficient to justify ignoring multiple-orbital contributions. Additionally, we find the HHG yield is sensitive to the nonspherical multipole character of the electron-ion interaction.
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## I. INTRODUCTION

High-harmonic generation (HHG) is the key physical process underlying the generation of single attosecond pulses [1-3] and attosecond pulse trains [4-6], which are at the heart of attosecond science $[7,8]$. In recent years, the rapid progress in HHG has led to applications ranging from atomic systems [9-11] over molecular systems [12,13] to solid-state systems [14]. HHG has opened a new door to probe structural information $[12,15]$ as well as electronic and nuclear dynamics [16-19] on fundamental time scales.

The mechanism behind HHG is well captured in the three-step model [20], where in the first step the electron is tunnel-ionized by a strong-field laser pulse, in the second step the electron is accelerated in the oscillating laser field, and finally in the last step the electron recollides with the parent ion and converts its excess energy into radiation energy in the extreme ultraviolet range [21,22]. The maximum photon energy is given by the cutoff law, $1.32 I_{p}+3.17 U_{p}$, where $I_{p}$ is the ionization potential of the system and $U_{p}$ is the ponderomotive potential created by the intense laser field [20]. As a result, the heavier noble-gas atoms have lower cutoff energies than the lighter ones, whereas the HHG yield does increase with the atomic number [23,24]. Previous works have shown that the recombination step can be directly related to photoionization [25,26], enabling the retrieval of the electronic structure of the system [12,25,27,28]. A strong focus has been, in particular, on molecular systems [29-32].

The two most common theoretical approaches for describing HHG are the semiclassical strong-field approximation (SFA) [20], which has been extended to include Coulombinteraction corrections [25,33-35], and the single-activeelectron (SAE) approximation [36-39], where the electron-ion interaction for many-electron systems is described by a model

[^21]PACS number(s): $32.80 . \mathrm{Rm}, 42.65 . \mathrm{Re}, 31.15 . \mathrm{A}-$
potential [37]. The SAE approach is computationally more demanding than the SFA approach, and, therefore, has been limited to atoms and systems like $\mathrm{H}_{2}^{+}$. In the literature [25], the SAE approximation has often been referred to as solving the time-dependent Schrödinger equation (TDSE). The SAE approach has some limitations. For example, it ignores contributions from multiple orbitals. Intensive studies have been performed to understand the impact of multiple-orbital contributions in molecular systems, which are essential to understand the HHG spectrum and subsequently to extract electronic-structure information [40,41]. Recently, it has been shown that even in atomic systems it is crucial to consider multiple-orbital effects [42].

In this paper, we investigate the importance of multipleorbital (multichannel) contributions and multipole effects in the residual electron-ion interaction on the Cooper minimum in the HHG spectrum of argon $[37,43,44]$. Both aspects are commonly ignored in SFA and SAE calculations. Multichannel interactions [45] go beyond the independent-particle picture and cannot be captured in the language of SFA and SAE, whereas multipole effects could, in principle, arise even in a single-channel model such as SAE. However, in atomic SAE calculations, it is common to model the electron-ion interaction by a spherically symmetric potential [37]. The interaction of the liberated electron with the hole state (channel), from which it originates, is called intrachannel interaction and leads for large electron-ion distances to the $1 / r$ behavior of the Coulomb potential. If the liberated electron is influenced by other orbitals the interaction is called interchannel coupling [45]. The importance of interchannel coupling for HHG has been shown for xenon, where a clear signature of the giant dipole resonance of the $4 d$ subshell [45] known from photoionization studies has been directly observed in the HHG spectrum of xenon [42]. The theoretical model we are utilizing to capture these aspects is based on a time-dependent configuration-interaction singles (TDCIS) approach [46,47]. We have demonstrated in previous works that this TDCIS approach is ideal to study systematically multichannel effects in situations involving ionization $[48,49]$.

The paper is organized as follows. In Sec. II, we give an overview of our theoretical method, which we use to
systematically study the influence of various approximations of the residual electron-ion interaction on the HHG spectrum. In Sec. III, we explain the system parameters used in our calculations. The results are discussed in detail in Sec. IV. Atomic units [50] are employed throughout, unless otherwise noted.

## II. THEORETICAL METHODS

The time-dependent Schrödinger equation of an $N$-electron system exposed to a linearly polarized external electric field is given by

$$
\begin{align*}
& i \frac{\partial}{\partial t}|\Psi(t)\rangle=\hat{H}(t)|\Psi(t)\rangle  \tag{1a}\\
& \hat{H}(t)=\hat{H}_{0}+\hat{H}_{1}-E(t) \hat{z} \tag{1b}
\end{align*}
$$

where $|\Psi(t)\rangle$ is the full $N$-electron wave function and $\hat{H}(t)$ is the exact $N$-body Hamiltonian, which can be partitioned into three main parts: (1) $\hat{H}_{0}=\hat{F}-i \eta \hat{W}$ is the sum of the time-independent Fock operator $\hat{F}$ and a complex absorbing potential (CAP), where $\langle\mathbf{x}| \hat{W}\left|\mathbf{x}^{\prime}\right\rangle=\left[r-r_{\mathrm{CAP}}\right]^{2} \Theta(r-$ $\left.r_{\mathrm{CAP}}\right) \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)$ and $\Theta(r)$ is the Heaviside step function; (2) the electron-electron interactions that cannot be described by the mean-field potential in $\hat{H}_{0}$ are captured by $\hat{H}_{1}$ (= $\hat{V}_{C}-\hat{V}_{\mathrm{HF}}-E_{\mathrm{HF}}$; for a detailed description of these quantities, see Ref. [47]); (3) the term $E(t) \hat{z}$ is the laser-matter interaction in the electric dipole approximation. The CAP serves a purely numerical purpose. It prevents artificial reflections of the ionized photoelectron from the radial grid boundary and is located far away from the atom. This is controlled by the parameter $r_{\text {CAP }}$.

Solving numerically the full $N$-electron system is currently out of reach without making any approximations to the Hamiltonian or the wave function. In strong-field processes such as HHG, Eq. (1a) is commonly reduced to an effective one-electron system, where only one electron of the outermost valence shell is allowed to respond to the electric field and all other electrons are frozen or completely neglected. Here, we take an alternative way, by describing the full N -electron wave function and making no approximations to the Hamiltonian. Specifically, we use the configuration-interaction language, where we assume the field-free ground state is well captured by the Hartree-Fock ground state $\left|\Phi_{0}\right\rangle$. We consider only singly excited 1-particle-1-hole configurations ( $1 p 1 h$ configurations) $\left|\Phi_{i}^{a}\right\rangle$. The corresponding TDCIS $N$-electron wave function reads

$$
\begin{align*}
|\Psi(t)\rangle & =\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{i, a} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle,  \tag{2a}\\
\left|\Phi_{i}^{a}\right\rangle & =\frac{1}{\sqrt{2}}\left(\hat{c}_{a, \uparrow}^{\dagger} \hat{c}_{i, \uparrow}+\hat{c}_{a, \downarrow}^{\dagger} \hat{c}_{i, \downarrow}\right)\left|\Phi_{0}\right\rangle, \tag{2b}
\end{align*}
$$

where $i, j$, and $a, b$ refer to occupied orbitals and unoccupied (virtual) orbitals, respectively, in the Hartree-Fock ground state $\left|\Phi_{0}\right\rangle$. The operators $\hat{c}_{a, \sigma}^{\dagger}$ and $\hat{c}_{a, \sigma}$ create and annihilate, respectively, an electron in the orbital $a$ with spin $\sigma$. By restricting our wave function to $1 p 1 h$ configurations, the interaction captured
by $\hat{H}_{1}$ is the residual electron-ion interaction. The equations of motion for the expansion coefficients $\alpha_{0}(t)$ and $\alpha_{i}^{a}(t)$ read

$$
\begin{align*}
i \dot{\alpha}_{0}(t)= & -E(t) \sum_{i, a}\left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right) \alpha_{i}^{a}(t),  \tag{3a}\\
i \dot{\alpha}_{i}^{a}(t)= & \left(\epsilon_{a}-\epsilon_{i}\right) \alpha_{i}^{a}(t)+\sum_{b, j}\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right) \alpha_{j}^{b}(t)  \tag{3b}\\
& -E(t)\left(\left(\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right) \alpha_{0}(t)+\sum_{b, j}\left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right) \alpha_{j}^{b}(t)\right),
\end{align*}
$$

where $\epsilon_{p}$ are the orbital energies of the orbitals $\left|\varphi_{p}\right\rangle$, which are eigenstates of the time-independent Fock operator (i.e., $\hat{H}_{0}\left|\varphi_{p}\right\rangle=\epsilon_{p}\left|\varphi_{p}\right\rangle$ ). The expression ( $\mid$ stands for a dual vector with respect to the symmetric inner product [i.e., $\left(\varphi_{p} \mid \varphi_{q}\right)=$ $\delta_{p, q}$ ], which differs from the Hermitian inner product. A detailed description of our implementation of the TDCIS method can be found in Ref. [47].

The exact treatment of the residual electron-ion interaction is numerically very demanding. In order to be able to treat the full electron-ion interaction, we are exploiting as much symmetry as possible. We have already used one symmetry with Eq. (2b) [i.e., the total spin of the system $(S=0)$ is conserved]. The second symmetry we are exploiting arises from the restriction to linearly polarized pulses and benefits us in two ways. Firstly, the orbital-angular-momentum projection $m_{a}$ of the excited electron and the orbital-angular-momentum projection $m_{i}$ of the hole state must be the same for each $\left|\Phi_{i}^{a}\right\rangle$. Secondly, the coefficients $\alpha_{i}^{a}(t)$ are the same whether an electron with orbital-angular-momentum projection $m$ or $-m$ is excited. As a result, only the gerade parity configurations $\left|\Phi_{i}^{a}\right\rangle_{g}$ need to be considered because ungerade parity configurations $\left|\Phi_{i}^{a}\right\rangle_{u}$ will not be populated due this symmetry. The gerade and ungerade parity configurations are defined as

$$
\begin{equation*}
\left|\Phi_{i}^{a}\right\rangle_{g / u}:=\frac{1}{\sqrt{2}}\left(\left|\Phi_{+i}^{+a}\right\rangle \pm\left|\Phi_{-i}^{-a}\right\rangle\right) \tag{4}
\end{equation*}
$$

where the orbital indices $\pm a$ and $\pm i$ stand for triplets of quantum numbers $(n, l, \pm m)$ with $n$ being the radial quantum number, $l$ being the orbital angular momentum, and $\pm m$ being the orbital-angular-momentum projection. The configuration $\left|\Phi_{i}^{a}\right\rangle$ with $m_{i}=m_{a}=0$ is a special case and has gerade parity. Since, as already mentioned, for linearly polarized light $\left|\Phi_{i}^{a}\right\rangle_{u}$ will not be populated and only $\left|\Phi_{i}^{a}\right\rangle_{g}$ needs to be considered, we drop the index $g$ such that $\left|\Phi_{i}^{a}\right\rangle$ refers to gerade parity configurations from now on. The matrix elements for the gerade parity configurations as they appear in Eq. (3) are given by

$$
\begin{align*}
& \left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right)=z_{(+a,+b)} \delta_{i, j}-z_{(+j,+i)} \delta_{a, b},  \tag{5a}\\
& \left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right)=z_{(+i,+a)} \begin{cases}\sqrt{2}, & m_{a}=m_{i}=0 \\
2, & m_{a}=m_{i} \neq 0 \\
0, & m_{a} \neq m_{i},\end{cases} \tag{5b}
\end{align*}
$$

$$
\begin{align*}
& \left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right) \\
& \quad=\left(4 v_{(+a,+j ;+i,+b)}-v_{(+a,+j ;+b,+i)}-v_{(+a,-j ;-b ;+i)}\right) \\
& \quad \times \begin{cases}1, & m_{i} \neq 0 \neq m_{j} \\
\frac{1}{2}, & m_{i}=0=m_{j} \\
\sqrt{2}^{-1}, & \text { otherwise }\end{cases} \tag{5c}
\end{align*}
$$

where we made use of the symmetries $z_{(+a,+i)}=$ $z_{(-a,-i)}, v_{+a,+j ;+b,+i}=v_{-a,-j ;-b,-i}$ and $v_{+a,+j ;+i,+b}=$ $v_{-a,-j ;-i,-b}=v_{+a,-j ;+i,-b}$. In the last equation the relations $m_{a}=m_{i}$ and $m_{b}=m_{j}$ are used, which holds only in the case of linearly polarized light. The round parentheses in the indices of the matrix elements indicate the symmetric inner product mentioned above [47].

In the following, we study in detail three scenarios for $\hat{H}_{1}:(1)$ no approximation is made and the residual Coulomb interaction is treated exactly within the CIS configuration space, (2) only intrachannel interactions $\left[\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right)=0\right.$ if $i \neq j]$ are considered, (3) a symmetrized version of the intrachannel interaction is used such that the angular momentum of the excited electron cannot be changed, thus simulating a spherically symmetric ion potential. When only intrachannel interactions are allowed, different orbitals will behave almost independently. Only via the ground-state depopulation can they indirectly influence each other. The symmetrization in model (3) is done by averaging over all hole states within each $(n, l)$ subshell such that the excited electron sees only a spherically symmetric ion. The symmetrized matrix elements read

$$
\begin{align*}
v_{(a, i ; b, i)}^{\mathrm{symm}} & :=\frac{1}{2 l_{i}+1} \sum_{m_{i}} v_{(a, i ; b, i)}  \tag{6a}\\
v_{(a, i ; i, b)}^{\mathrm{symm}} & :=\frac{1}{2 l_{i}+1} \sum_{m_{i}} v_{(a, i ; i, b)} \tag{6b}
\end{align*}
$$

where in Eq. (6b) we additionally set $m_{a}=m_{i}=m_{b}$ before we perform the sum. This step can be justified, since we are using linearly polarized light and our model can only have 1-particle-1-hole configurations with $m_{a}=m_{i}$. In both cases, one finds that the symmetrized matrix elements are proportional to $\delta_{l_{a}, l_{b}}$ and $\delta_{m_{a}, m_{b}}$.

The HHG spectrum, which is calculated via the expectation value of the electric dipole moment $\langle z\rangle(t)$, reads [51,52]

$$
\begin{equation*}
S(\omega)=\frac{1}{20} \frac{1}{3 \pi c^{3}}\left|\int_{-\infty}^{\infty} d t\left[\frac{d^{2}}{d t^{2}}\langle z\rangle(t)\right] e^{-i \omega t}\right|^{2} \tag{7}
\end{equation*}
$$

Next to the HHG spectrum, we will focus our discussion also on the hole populations $\rho_{i}(t)$ generated during the HHG process. These populations are calculated with the help of the ion density matrix, which is described in detail in Ref. [47]. The ground-state population is given by $\rho_{0}(t)=\left|\alpha_{0}(t)\right|^{2}$.


FIG. 1. (Color online) The HHG spectra (a) and the depopulations of the ground state (b) of argon are compared for the intrachannel approximation (red solid line) and for the symmetrized intrachannel approximation (green dashed line). In both cases only $3 p_{0}$ (singlechannel) is active. The intensity profile of the pulse is shown in (b). The pulse parameters are as follows: $E_{\max }=0.085, \omega=$ $0.057(\approx 800 \mathrm{~nm})$, and $\tau=413(\approx 10 \mathrm{fs})$.

## III. NUMERICAL DISCUSSION

All presented results were calculated with the XCID package, ${ }^{1}$ which makes explicit use of the symmetries discussed in Sec. II. All argon calculations presented in Sec. IV were done for a laser pulse with a peak field strength of $E_{\max }=0.085$, a carrier frequency $\omega=0.057(\approx 800 \mathrm{~nm})$, and a full width at half maximum (FWHM) pulse duration of $\tau=413(\approx 10 \mathrm{fs})$. The classical turning radius of the electron for such a pulse is $r_{\mathrm{HHG}}=E_{\max } / \omega^{2} \approx 26$. As described in Ref. [47], we use a nonuniform grid with the mapping function,

$$
\begin{equation*}
r(x)=r_{\max } \frac{\zeta}{2} \frac{1+x}{1-x+\zeta}, \quad x \in[-1,1] . \tag{8}
\end{equation*}
$$

[^22]All calculations were done with a radial grid radius $r_{\text {max }}=120$, 480 radial grid points, and mapping parameter $\zeta=1.0$. The CAP starts at a radius $r_{\mathrm{CAP}}=100$ and has a strength $\eta=0.01$. The maximum angular momentum employed was $l_{\max }=80$. Furthermore, we find that for excited electrons with an orbital angular momentum $l>6$ the multipole terms with $L_{c}>0$ are negligibly small and the dominant $\hat{H}_{1}$ contribution comes from the monopole term. It is, therefore, a good approximation to consider only the monopole term of $H_{1}$ when any orbital angular momentum of the involved orbitals is larger than 6 [for details see Ref. [47]].

## IV. RESULTS

We begin our discussion with the single-channel model by allowing only the $3 p_{0}$ orbital to be active. In Fig. 1, we compare the HHG spectra and the depopulations of the ground state of argon for a spherically symmetric electron-ion interaction (labeled symmetric) with the exact electron-ion interaction (labeled intrachannel). Note, interchannel contributions do not exist in a single-channel model. The spherically symmetric $\hat{H}_{1}$ has no tensorial multipole moments besides a monopole term, since the angular momentum of the electron cannot be changed. In the intrachannel and interchannel models all multipole contributions are included in $\hat{H}_{1}$. The depopulations [shown in Fig. 1(b)] show only small deviations during and after the pulse. The final depopulation probabilities are almost identical. Similarly, the HHG spectra [see Fig. 1(a)] show only small differences in the energy region of $30-50 \mathrm{eV}$,
where also the photoionization cross sections (not shown) differ by up to $30 \%$ from each other. The Cooper minimum in the HHG spectra can be reproduced and lies between 40 and 50 eV . The low curvature of the shape of the Cooper minimum prevents a more precise localization of the minimum.

Due to the costly treatment of the residual electron-ion interaction it is common to reduce an HHG calculation to a one-electron calculation, where the electron moves in a local, spherically symmetric model potential, which describes the correct behavior for short and long distances of the electron-ion interaction and reproduces the ionization potential. This is the SAE approach, which is in spirit very close to our singlechannel model with a spherically symmetric $\hat{H}_{1}$ (green dashed line in Fig. 1). However, there exists one major difference to typical SAE calculations. In the SAE approach one only describes one electron, which can move freely everywhere on the pseudopotential surface, and does not fulfill the Pauli principle, meaning there is no mechanism in this approach that can prevent the electron to move into orbitals that are already occupied by the $N-1$ frozen electrons. Enforcing the Pauli principle is critical for the one-electron reduced density matrix to be $N$-representable, that is, to represent a realistic $N$-electron system [53,54]. In our theory, we describe always the entire $N$ electron wave function and due to the anticommutator relation of the creation and annihilation operators in Eq. (2b) the Pauli principle is ensured at all times. Recent works for molecular systems have pointed out the importance of the Pauli principle particularly for tomographic purposes [55,56].


FIG. 2. (Color online) The HHG spectra (a) and (c) and the depopulations of the ground state (b) and (d) of argon are shown for $3 s$ and all $3 p$ orbitals active. In (a) and (b) the interchannel and in (c) and (d) the intrachannel approximation is compared with the symmetrized intrachannel approximation. The pulse parameters are the same as in Fig. 1.


FIG. 3. (Color online) The HHG spectra [(a) and (c)] and the depopulations of the ground state [(b) and (d)] of argon are shown. The single-channel (only $3 p_{0}$ active) calculation is compared with the multichannel calculation ( $3 s$ and all $3 p$ active). No approximation [(a) and (b)] and the symmetrized intrachannel approximation [(c) and (d)] are made to the electron-ion interaction. The pulse parameters are the same as in Fig. 1.

Now we consider the impact of the approximation of the residual electron-ion interaction in the multichannel scenario, where we allow also $3 p_{ \pm 1}$ electrons and the $3 s$ electrons to get ionized. All differences seen in Figs. 2, 3, and 4 originate solely from physics within the $3 p$ manifold. The impact of the $3 s$ orbital is rather small on the HHG spectra as well as on the depopulation of the ground state. That is not a surprise due to the high $3 s$ ionization potential, which is around 18 eV higher than the ionization potential of the $3 p$ orbitals. The hole population of $3 s$ (not shown) is over 100 times smaller than the hole populations in the $3 p$ shell.

In Fig. 2 the HHG spectra and depopulations are shown for different approximations of $\hat{H}_{1}$. The simplification to a spherically symmetric potential [see Figs. 2(a) and 2(b)] underestimates the HHG spectrum by up to two orders of magnitude in the energy region of $30-50 \mathrm{eV}$. In addition, the shape of the Cooper minimum has now drastically changed. The position of the Cooper minimum is much more clearly defined in the interchannel case and lies slightly above 50 eV as found in recent experiments [37,43,44]. For the symmetrized intrachannel approximation, the Cooper minimum lies between 40 and 50 eV , similar to the single-channel results. The depopulation dynamics is not affected by the approximation of the electron-ion interaction. In Figs. 2(c) and 2(d) the results of the intrachannel calculation are compared with the results obtained from the symmetrized intrachannel approximation. The relative differences between these two models never
exceed a factor larger than 2 and are confined to the energy region of $30-50 \mathrm{eV}$. The origin of these differences is the lack of multipole effects in the symmetrized intrachannel model. In comparison to the interchannel results, the multipole effects are much smaller than the interchannel effects seen in Fig. 2(a).

The photon energy range of $30-50 \mathrm{eV}$ corresponds to a recollision electron energy range of $15-35 \mathrm{eV}$ and a de Broglie wavelength of $2-3 \AA$. It seems that electrons with these wavelengths are most sensitive to the exact residual ion-electron interaction and, therefore, simplifications of the interaction become most evident in the corresponding photon energy regime. In the same energy region the photoionization cross section is most sensitive to the approximation made to the electron-ion interaction [45]. Our calculations (not shown) confirm that the differences in the cross sections between the intrachannel and symmetrized intrachannel model are quite small, whereas the differences to the interchannel model are up to one order of magnitude larger (and can reach values up to 20 Mb ). The fact that the photoionization cross sections and the HHG spectra behave similarly (for different approximations to the electron-ion interaction) supports the picture that HHG has a close connection to photoionization. In the limit that the electron de Broglie wavelength is much longer or shorter than the characteristic length scale of the residual electron-ion interaction, the results do not depend on the detailed structure of electron-ion interaction. This may explain why the HHG


FIG. 4. (Color online) The ratio of the hole populations $\rho_{3 p_{1}}+$ $\rho_{3 p_{-1}}$ and $\rho_{3 p_{0}}$ is shown for different approximations to the electronion interaction. The pulse parameters are the same as in Fig. 1.
spectrum does not alter significantly for photon energies smaller than 20 eV and photon energies close to the cutoff region.

We have seen that approximations to the electron-ion interaction can cause differences in the HHG yield, particularly, when multiple orbitals are considered. Not all electron-ion approximations make the HHG spectrum sensitive to whether a single orbital or multiple orbitals are active. In Fig. 3 we compare the HHG spectrum and the depopulation of the ground state for a single-channel (only $3 p_{0}$ active) and for a multichannel (all $3 p$ and $3 s$ are active) calculations. Figures 3(a) and 3(b) are calculated with the exact $\hat{H}_{1}$ term including interchannel and multipole effects in the residual electron-ion interaction. The HHG signal strength for the single-channel calculation is strongly reduced in the spectral range of $30-50 \mathrm{eV}$, whereas the signal is slightly enhanced in the cutoff region. When the symmetrized intrachannel approximation is made [see Figs. 3(c) and 3(d)], the HHG spectra are almost identical whether single-channel or multichannel calculations are performed. This stands in contrast to the interchannel results, where the interchannel coupling causes strong differences in the HHG yield. The depopulation is overestimated by $\approx 25 \%$ regardless of the approximation made to the electron-ion interaction.

We have seen the strong differences in the HHG spectra and in the depopulations depending on whether only $3 p_{0}$ or all $3 p$ electrons are active (the contributions from $3 s$ are negligible small). Does that also mean the ionization probabilities of $3 p_{ \pm 1}$ are comparable with $3 p_{0}$ ? The ratio $\left(\rho_{3 p_{1}}+\rho_{3 p_{-1}}\right) / \rho_{3 p_{0}}$ is shown in Fig. 4 for the different models. Note that for linearly polarized light $\rho_{3 p_{+1}}=\rho_{3 p_{-1}}$. Before the pulse, all ratios are close to 0.8 and drop to $\approx 0.1$ after the pulse. Both intrachannel models lead even to the same final ratio. The small ratios after the pulse show that, at least ultimately, mainly the $3 p_{0}$ orbital gets ionized, which is at the heart of the SAE approximation. The oscillations in the ratios during the pulse are in phase with the oscillations in the electric field. They are a direct consequence of the projection of the wave function onto the field-free states in the presence of the laser field. In contrast to
the HHG spectra (see Fig. 2), the effects of the intrachannel or symmetric approximation on the population dynamics are quite small.

## V. CONCLUSION

We have described the HHG process with a many-body approach, namely TDCIS, where we describe the entire N electron wave function. This allows us to fulfill the Pauli principle at all times. Our results show that multichannel effects in the residual electron-ion interaction, which is a combination of the bare nuclear potential and the electron-electron interaction for many-electron systems, have a significant influence on the HHG spectrum. They cannot generally be neglected for atoms and specifically not for molecules as recent experiments have shown $[40,41]$. We have demonstrated that orbitals, despite their relatively low ionization probability by the end of the pulse, can lead to surprisingly large modifications of up to 2 orders of magnitude in the HHG spectrum (especially in the energy region of $30-50 \mathrm{eV}$ ). While we confirm that after the end of the pulse, the populations of the $3 p_{ \pm 1}$ orbitals are relatively small, their contributions during the pulse are not small and have indirectly through interchannel coupling a significant impact on the HHG yield.

We saw that neglecting interchannel interactions leads to large changes in the HHG yield. Multipole effects influence the spectra but not as dramatically as interchannel effects do. All deviations in the HHG yield are in the $30-50 \mathrm{eV}$ energy region, which corresponds to a de Broglie wavelength of the recolliding electron between $2-3 \AA$. This coincides with the characteristic length scale on which the electron-ion interaction goes over into a pure long-range $1 / r$ potential. In contrast to the large disagreement in the HHG spectra between the single-channel and multichannel calculations including interchannel interactions we found that by using the symmetric interaction the HHG spectra look quite the same whether or not a single or multiple channels participate in the HHG process. This comparison directly shows that the population of an orbital does not map directly to its importance in the HHG mechanism.

All these observations demonstrate that many-body effects enter in the HHG spectrum and need to be understood in order to successfully use them for tomographic imaging [12]. The time-dependent configuration-interaction approach provides a clear pathway how these and higher-order effects can be taken into account. Recent works [57] have suggested that multielectron excitations are not a dominant factor. All essential multielectron effects can be captured by single-electron excitations including interchannel interactions. This makes the TDCIS approach perfectly suited for studying many-body effects in HHG.
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#### Abstract

We present a fully ab initio calculations for attosecond transient absorption spectroscopy of atomic krypton with overlapping pump and probe pulses. Within the time-dependent configuration interaction singles (TDCIS) approach, we describe the pump step (strong-field ionization using a near-infrared pulse) as well as the probe step (resonant electron excitation using an extreme-ultraviolet pulse) from first principles. We extend our TDCIS model and account for the spin-orbit splitting of the occupied orbitals. We discuss the spectral features seen in a recent attosecond transient absorption experiment [A. Wirth et al., Science 334, 195 (2011)]. Our results support the concept that the transient absorption signal can be directly related to the instantaneous hole population even during the ionizing pump pulse. Furthermore, we find strong deformations in the absorption lines when the overlap of pump and probe pulses is maximum. These deformations can be described by relative phase shifts in the oscillating ionic dipole. We discuss possible mechanisms contributing to these phase shifts. Our finding suggests that the nonperturbative laser dressing of the entire $N$-electron wave function is the main contributor.


## I. INTRODUCTION

The interaction of matter with light is a key process in physical systems on any length scale. The fundamentals of matter-light interaction can be best studied in atomic systems due to their relative simplicity. The absorption of light promotes electrons into excited states. If enough energy is absorbed by the system, one or more electrons can leave the atom (i.e., ionization takes place) [1-3]. The most common types of ionization are single-photon and few-photon ionizations [4-6], above-threshold ionization [7-11], and tunnel ionization [12-17].

Recently, high-order-harmonic generation (HHG) has become a major tool in attosecond physics, allowing one to generate ultrashort light pulses with broad spectral bandwidths [18,19]. From the ability to generate attosecond pulses [20], an entire new research area has emerged [21] focusing on electronic dynamics [22-28] and molecular motion [29-32] on their fundamental time scale. A particularly interesting aspect is the electron motion and the corresponding hole-creation dynamics during the ionization process [33-35]. The high pulse intensities used in these experiments distort significantly the potential of the electrons such that it is possible for the electron to tunnel through or even travel over the barrier out of the system (i.e., tunnel-ionization or barrier-suppression regime, respectively).

A well-known model to describe tunnel ionization in atomic systems is the Ammosov, Delone, and Krainov (ADK) model [36,37]. It applies to intense low-frequency fields, where a quasistatic approximation can be made, meaning electrons follow adiabatically the external field. In these kinds of fields, tunneling rates and final ion populations can be well reproduced by the ADK model [38]. Short, few-cycle pulses give access to instantaneous rather than cycle-averaged quantities and reveal the nonadiabatic behavior of the electronic motion. In this case, an explicit time-dependent treatment of the ionization process is advantageous. In combination with
a multichannel theory, the dynamics in the relative phases between generated ionic states can be captured; something that cannot be done by the ADK model. In the past, the state of the ion (after ionization) has not been of high interest, since it was not experimentally accessible.

Such a technique does now exist: attosecond transient absorption spectroscopy [39-42]. Transient absorption spectroscopy has been used for years to study chemical reactions on the femtosecond time scale [43]. However, just recently this technique has been extended to the attosecond regime [39], where it is possible to probe the diagonal and off-diagonal elements of the ion density matrix (IDM) of the generated ion. From the off-diagonal IDM elements, the relative phase and the degree of coherence between the ionic states can be extracted, which are highly sensitive to the multichannel interactions occurring during the ionization process [44]. Attosecond transient absorption spectroscopy has also been used to study the dynamics of autoionizing states [45-48] and to study the motion of an electron wave packet during ionization [49].

The rapid technical advances in synthesizing light pulses made it possible to generate subcycle near-infrared (NIR) pulses lasting no longer than a few femtoseconds and to reduce the jitter (time-delay fluctuation) between the NIR pump pulse and the extreme ultraviolet (XUV) probe pulse to tens of attoseconds [35]. This time delay stability allows one to reliably probe the NIR-driven tunnel ionization dynamics within an optical cycle (approx. 2 fs ) as a function of the pumpprobe delay. For nonoverlapping pump and probe pulses, transient absorption spectroscopy can be used to determine the instantaneous IDM at the time of the probe pulse [40].

The aim of this study is to investigate the ion population dynamics in krypton within the pump pulse. We show that the instantaneous ionic-state population can be well captured by the transient absorption spectrum even for overlapping pump and probe pulses. Furthermore, we observe strong
modifications of the absorption lines in the transient absorption spectroscopy when pump and probe pulses have the maximum overlap.

We show that these deformations can be understood by relative phase shifts in the ionic dipole. We identify that the highly nonperturbative dressing of the $N$-electron states (particularly with the neutral ground state) is responsible for the phase shift. Also the dressing of the ionic [( $N-1$ )electron] states, which leads to energy shifts in the ionic states, contributes to the phase shift. The latter, however, is much weaker than the first dressing mechanism. Note that these two dressing mechanisms are quite different in nature. The first mechanism dresses $N$-electron states and the second mechanism dresses $(N-1)$-electron states.

To capture these dressing mechanisms during ionization, a description of the entire $N$-electron system is required. We describe the dynamics of the full $N$-body wave function with a time-dependent configuration interaction singles (TDCIS) approach [50]. The description of the pump and the probe steps of Refs. [35,39] requires at least two active electrons, since the pump pulse ionizes an outer-valence electron and the probe pulse resonantly excites an inner-shell electron into the generated hole. Therefore, it is crucial to use a multichannel model, which goes beyond the single-active-electron (SAE) approximation, to describe the pump-probe process.

The paper is structured as follows: In Sec. II, we give an overview of our TDCIS method and describe the theory of attosecond transient absorption for overlapping pump and probe pulses. The results are discussed in detail in Sec. III. In Sec. IV we draw our conclusions. Atomic units [51] are employed throughout unless otherwise noted.

## II. THEORETICAL METHODS

## A. Equations of motion

The time-dependent Schrödinger equation of an $N$-electron system exposed to linearly polarized electric fields is given by

$$
\begin{align*}
i \frac{\partial}{\partial t}|\Psi(t)\rangle & =\hat{H}(t)|\Psi(t)\rangle  \tag{1a}\\
\hat{H}(t) & =\hat{H}_{0}+\hat{H}_{1}-E(t) \hat{z} \tag{1b}
\end{align*}
$$

where $|\Psi(t)\rangle$ is the full $N$-electron wave function and $\hat{H}(t)$ is the exact $N$-body Hamiltonian, which can be partitioned into three main parts: (1) $\hat{H}_{0}=\hat{F}-i \eta \hat{W}$ is the sum of the time-independent Fock operator $\hat{F}$ and a complex absorbing potential (CAP), which reads $W(r)=\left[r-r_{\mathrm{CAP}}\right]^{2} \Theta\left(r-r_{\mathrm{CAP}}\right)$, where $r$ is the radius, and $\Theta(r)$ is the Heaviside step function; (2) the electron-electron interactions that cannot be captured by the mean-field potential in $\hat{H}_{0}$ are captured by $\hat{H}_{1}\left(=\hat{V}_{C}-\hat{V}_{\mathrm{HF}}-E_{\mathrm{HF}}\right.$; for a detailed description of these quantities see Refs. [50,52]); and (3) the term $E(t) \hat{z}$ is the laser-matter interaction in the electric dipole approximation using the length form. The CAP within $\hat{H}_{0}$ prevents artificial reflections of the ionized photoelectron from the radial grid boundary and is located far from the atom such that all processes close to the atom are unaffected by the CAP. This is controlled by the parameter $r_{\text {CAP }}$.

By allowing only one electron to get excited or ionized out of the ground-state configuration, we strongly reduce the
complexity of solving Eq. (1a). A suitable way to achieve this goal is by exploiting the configuration interaction (CI) language and describing the $N$-body wave function in terms of the Hartree-Fock ground state $\left|\Phi_{0}\right\rangle$ and singly excited configurations $\left|\Phi_{i}^{a}\right\rangle$. This approximation is known as CI singles (CIS). The corresponding TDCIS $N$-electron wave function reads

$$
\begin{align*}
|\Psi(t)\rangle & =\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{i, a} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle  \tag{2a}\\
\left|\Phi_{i}^{a}\right\rangle & =\hat{c}_{a}^{\dagger} \hat{c}_{i}\left|\Phi_{0}\right\rangle \tag{2b}
\end{align*}
$$

where $i, j$ and $a, b$ refer to occupied orbitals and unoccupied (virtual) orbitals, respectively, in the Hartree-Fock ground state $\left|\Phi_{0}\right\rangle$. Indices $p, q$ are used when no distinction is made between occupied and virtual orbitals. The operators $\hat{c}_{p}^{\dagger}$ and $\hat{c}_{p}$ create and annihilate, respectively, an electron in the spin orbital $\left|\varphi_{p}\right\rangle$. The equations of motion (EOMs) for the expansion coefficients $\alpha_{0}(t)$ and $\alpha_{i}^{a}(t)$ read

$$
\begin{align*}
i \dot{\alpha}_{0}(t)= & -E(t) \sum_{i, a}\left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right) \alpha_{i}^{a}(t)  \tag{3a}\\
i \dot{\alpha}_{i}^{a}(t)= & \left(\varepsilon_{a}-\varepsilon_{i}\right) \alpha_{i}^{a}(t)+\sum_{b, j}\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right) \alpha_{j}^{b}(t) \\
& -E(t)\left(\left(\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right) \alpha_{0}(t)+\sum_{b, j}\left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right) \alpha_{j}^{b}(t)\right), \tag{3b}
\end{align*}
$$

where $\varepsilon_{p}$ are the orbital energies of the orbitals $\left|\varphi_{p}\right\rangle$, which are eigenstates of the modified, time-independent Fock operator (i.e., $\hat{H}_{0}\left|\varphi_{p}\right\rangle=\varepsilon_{p}\left|\varphi_{p}\right\rangle$ ). The operator $\hat{H}_{1}$ is the residual electron-electron interaction, which goes beyond the mean-field potential. The parentheses $\mid \cdot)$ and ( $\cdot \mid$ stand for the vector and dual vector with respect to the symmetric inner product required because of the non-Hermiticity of $\hat{H}_{0}$. The dipole interaction between singly excited configurations reduces to transitions between states of the excited electron and transitions between ionic states:

$$
\begin{equation*}
\left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right)=\left(\varphi_{a}|\hat{z}| \varphi_{b}\right) \delta_{i, j}-\left(\varphi_{j}|\hat{z}| \varphi_{i}\right) \delta_{a, b} \tag{4}
\end{equation*}
$$

A detailed description of our implementation of the TDCIS method can be found in Refs. [50,53].

From the full $N$-body wave function one can construct the ion density matrix (IDM) $\hat{\rho}^{\mathrm{DM}}(t)$ by tracing over the excited electron. The matrix elements are given by

$$
\begin{align*}
\rho_{i, j}^{\mathrm{IDM}}(t)= & \sum_{a, b}\left(\alpha_{i}^{a}(t)\left[\alpha_{j}^{b}(t)\right]^{*} o_{b, a}+2 \eta e^{i\left(\varepsilon_{i}-\varepsilon_{j}\right) t}\right. \\
& \left.\times \int_{-\infty}^{t} d t^{\prime} w_{b, a} \alpha_{i}^{a}\left(t^{\prime}\right)\left[\alpha_{j}^{b}\left(t^{\prime}\right)\right]^{*} e^{-i\left(\varepsilon_{i}-\varepsilon_{j}\right) t^{\prime}}\right), \tag{5}
\end{align*}
$$

where $w_{b, a}$ are the matrix elements of the CAP in the virtual orbital basis, and $o_{b, a}$ are the overlap matrix elements between virtual orbitals. The second term in Eq. (5) corrects the loss of norm in the IDM due to the absorption of the excited electron by the CAP. The CAP is placed far away from the atom such that an electron so far out does not affect the ion, specifically the ionic states. Therefore, the absorption of an electron by the CAP results only in an artificial loss of norm
that is compensated by the second term in Eq. (5). To keep the notation compact, we use the notation $\rho_{i}^{\mathrm{IDM}}(t):=\rho_{i, i}^{\mathrm{IDM}}(t)$ for ionic state populations.

## B. Spin-orbit splitting

In order to include the effect of spin-orbit splitting in the occupied orbitals, we follow the logic of Ref. [54], where we account for spin-orbit splitting with degenerate-state perturbation theory within the $(n, l)$ orbital manifold. The occupied orbital $i$ is, then, characterized by the quantum numbers $n_{i}, l_{i}, j_{i}, m_{i}^{J}$, where $n_{i}$ is the principal quantum number, $l_{i}$ is the orbital angular momentum, $j_{i}$ is the total angular momentum, and $m_{i}^{J}$ is the projection of the total angular momentum onto the polarization direction of the external laser field. The occupied spin orbitals read

$$
\left|\varphi_{i}\right\rangle=\left(\begin{array}{cc}
C_{l_{i}, m_{i}^{\prime}}^{j_{i}, \frac{1}{2}, s_{i}, \frac{1}{2}} & \left|n_{i}, l_{i}, m_{i}^{J}-\frac{1}{2}\right\rangle  \tag{6}\\
C_{l_{i}, m_{i}+\frac{1}{2} ; s_{i},-\frac{1}{2}}^{j_{i}, m_{2}^{J}} & \left|n_{i}, l_{i}, m_{i}^{J}+\frac{1}{2}\right\rangle
\end{array}\right),
$$

where the Clebsch-Gordan coefficient is given by $C_{l_{1}, m_{1} ; l_{2}, m_{2}}^{l_{3}, m_{3}}=$ $\left\langle l_{1}, m_{1} ; l_{2}, m_{2} \mid l_{3}, m_{3}\right\rangle, s_{i}=\frac{1}{2}$ is the spin of the electron, and $|n, l, m\rangle$ are the one-particle orbitals obtained from a nonrelativistic Hartree-Fock calculation. The orbital energies $\varepsilon_{i}$ are taken from experimental ionization potentials. For the virtual orbitals, we can neglect spin-orbital splitting and use the quantum numbers $n_{a}, l_{a}, \sigma_{a}, m_{a}^{L}$ to classify the orbitals, where $\sigma_{a}$ is the spin component in the laser polarization direction and $m_{a}^{L}$ is the projection of the orbital angular momentum onto the
laser polarization direction. The virtual orbitals read

$$
\begin{equation*}
\left|\varphi_{a}\right\rangle=\left|n_{a}, l_{a}, m_{a}^{L}\right\rangle\binom{\delta_{\sigma_{a}, \frac{1}{2}}}{\delta_{\sigma_{a},-\frac{1}{2}}} . \tag{7}
\end{equation*}
$$

The use of linearly polarized light leads to the condition $m_{i}^{J}=m_{a}^{L}+\sigma_{a}$ for each singly excited configuration $\left|\Phi_{i}^{a}\right\rangle$, which is conserved by $\hat{H}(t)$. After the introduction of spinorbit splitting for the occupied orbitals, we cannot make use of the $\sigma$ and $m^{L}$ symmetries independently to reduce the number of singly excited configurations, $\left|\Phi_{i}^{a}\right\rangle$, as done in Ref. [53]. However, not all symmetries are lost and we find that Eq. (3b) is (up to a global phase) invariant under the parity transformation $\left(m_{i}^{J}, m_{a}^{L}, \sigma_{a}\right) \rightarrow\left(-m_{i}^{J},-m_{a}^{L},-\sigma_{a}\right)$. The new parity-adapted, singly excited configurations $\left|\Phi_{i}^{a}\right\rangle_{\pi}$ read

$$
\begin{equation*}
\left|\Phi_{i}^{a}\right\rangle_{\pi}=\frac{1}{\sqrt{2}}\left[\left|\Phi_{i}^{a}\right\rangle_{+}+(-1)^{l_{i}+s_{i}-j_{i}+\pi}\left|\Phi_{i}^{a}\right\rangle_{-}\right] \tag{8}
\end{equation*}
$$

where the configurations $\left|\Phi_{i}^{a}\right\rangle_{ \pm}$stand for singly excited configurations with $m_{i}^{J} \gtrless 0$, respectively. States with $\pi=0$ are gerade parity state and $\pi=1$ states are ungerade parity state. All ungerade configurations $\left|\Phi_{i}^{a}\right\rangle_{\pi=1}$ will never get populated and we can exclude them from our further investigations. Note that the factor $(-1)^{l_{i}+s_{i}-j_{i}}$ comes from the symmetry $C_{l_{1}, m_{1} ; l_{2}, m_{2}}^{l_{3}, m_{3}}=(-1)^{l_{1}+l_{2}-l_{3}} C_{l_{1},-m_{1} ; l_{2},-m_{2}}^{l_{3},-m_{3}}$.

## C. Matrix elements

The matrix elements, which are needed for Eqs. (3), must be evaluated in the parity-adapted $\left|\Phi_{i}^{a}\right\rangle_{\pi}$ configuration basis. The dipole matrix elements with respect to the symmetric inner product read

$$
\begin{align*}
\pi_{1}\left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right)_{\pi_{2}} & =\left(\delta_{i, j} \delta_{\sigma_{a}, \sigma_{b}} z_{(A, B)}^{m_{a}^{L}}-\delta_{a, b} \delta_{m_{i}^{\prime}, m_{j}^{\prime}} \sum_{\sigma} z_{(J, l)}^{m_{i}^{\prime}-\sigma} C_{l_{i}, m_{i}^{\prime}-\sigma ; s_{i}, \sigma}^{j_{i}, m_{j}^{J}} C_{l_{j}, m_{j}^{J}-\sigma ; s_{j}, \sigma}^{j_{j}, m_{j}^{\prime}}\right) \delta_{\pi_{1}, \pi_{2}},  \tag{9a}\\
\left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right)_{\pi} & =\sqrt{2} \delta_{\pi, 0} \delta_{m_{i}^{\prime}, m_{a}^{L}+\sigma_{a}} z_{(A, l)}^{m_{a}^{L}} C_{l_{i}, m_{i}^{i}-\sigma_{a} ; s_{i}, \sigma_{a}}^{j_{i}, m_{j}^{\prime}}, \tag{9b}
\end{align*}
$$

where we used the notation $i=\left(I, j_{i}, m_{i}^{J}\right)$ with $I=\left(n_{i}, l_{i}\right)$ and $a=\left(A, m_{a}^{L}, \sigma_{a}\right)$ with $A=\left(n_{a}, l_{a}\right)$. The dipole matrix elements in the original, non-parity-adapted basis are given by $z_{(P, Q)}^{m}:=\left(n_{p}, l_{p}, m|\hat{z}| n_{p}, l_{q}, m\right)$. The matrix elements of $\hat{H}_{1}$ read

$$
\begin{align*}
\pi_{1}\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right)_{\pi_{2}}= & 2 \delta_{\pi_{1}, 0} \delta_{\pi_{2}, 0} C_{l_{i}, m_{i}^{J}-\sigma_{a} ; s_{i}, \sigma_{a}}^{j_{j}, m_{j}^{J}} C_{l_{j}, m_{j}^{J}-\sigma_{b} ; s_{j}, \sigma_{b}}^{j_{j}, m_{j}^{J}} v_{(A J I B)}^{M_{1}}-\delta_{\pi_{1}, \pi_{2}} \delta_{\sigma_{a}, \sigma_{b}} \sum_{\sigma} C_{l_{i}, m_{i}^{J}-\sigma ; s_{i}, \sigma}^{j_{i}, m_{i}^{J}} C_{l_{j}, m_{j}^{J}-\sigma ; s_{j}, \sigma}^{j_{j}, m_{j}^{J}} v_{(A J B I)}^{M_{i}^{\sigma}} \\
& -(-1)^{\pi_{1}} \delta_{\pi_{1}, \pi_{2}} \delta_{\sigma_{a},-\sigma_{b}} \sum_{\sigma} C_{l_{i}, m_{i}^{J}-\sigma ; s_{i}, \sigma}^{j_{i}, m_{i}^{J}} C_{l_{j}, m_{j}^{J}+\sigma ; s_{j},-\sigma}^{j_{j}, m_{j}^{J}} v_{(A J B I)}^{M_{2}^{\sigma}} \tag{10}
\end{align*}
$$

where $\quad M_{1}=\left(m_{a}^{L}, m_{b}^{L}, m_{a}^{L}, m_{b}^{L}\right), \quad M_{1}^{\sigma}=\left(m_{a}^{L}, m_{j}^{L}-\sigma, m_{b}^{L}\right.$, $\left.m_{i}^{J}-\sigma\right)$, and $M_{2}^{\sigma}=\left(m_{a}^{L},-m_{j}^{L}-\sigma,-m_{b}^{L}, m_{i}^{J}-\sigma\right)$. The Coulomb matrix elements in the non-parity-adapted basis read $v_{(P Q R S)}^{M}:=\left(n_{p}, l_{p}, m_{p} ; n_{q}, l_{q}, m_{q}\left|\hat{r}_{12}^{-1}\right| n_{r}, l_{r}, m_{r} ; n_{s}, l_{s}, m_{s}\right)$ with $M=\left(m_{p}, m_{q}, m_{r}, m_{s}\right)$.

## D. Transient absorption for overlapping pulses

The transient absorption signal is a direct measure of the cross section of the system. In Ref. [40] the transient absorption
signal was derived for the case of nonoverlapping pump and probe pulses. The probe pulse was treated in first-order perturbation theory such that it was possible to give an analytic expression for the transient absorption signal as a function of the instantaneous IDM $\hat{\rho}^{\mathrm{IDM}}(t)$. The pump pulse, usually a strong-field NIR pulse, which ionizes the atom by tunnel ionization, was treated nonperturbatively.

For overlapping pump and probe pulses, the influence of the probe pulse does not decouple from the impact of the pump pulse. Therefore, it is not clear to which extent $\hat{\rho}^{\mathrm{IDM}}(t)$
can be extracted from the transition absorption spectrum like for nonoverlapping pulses. In order to fully capture the overall effect of pump and probe pulses, both pulses are treated nonperturbatively, meaning the TDCIS equations of motion [see Eq. (3)] are solved for an electric field $E(t)=E_{\text {pump }}(t)+E_{\text {probe }}(t)$. Note that the probe step could also be treated perturbatively by introducing a two-time IDM, which depends on two different time arguments. In our nonperturbative approach only the one-time $\operatorname{IDM} \hat{\rho}^{\operatorname{IDM}}(t)$ needs to be constructed for each pump-probe configuration. From $\hat{\rho}^{\mathrm{IDM}}(t)$ the ionic dipole moment,

$$
\begin{equation*}
\langle z\rangle_{\mathrm{ion}}(t)=\operatorname{Tr}\left[\hat{z} \hat{\rho}^{\mathrm{IDM}}(t)\right] \tag{11}
\end{equation*}
$$

and the atomic cross section

$$
\begin{equation*}
\sigma_{a}(\omega)=4 \pi \frac{\omega}{c} \operatorname{Im}\left[\frac{\langle z\rangle_{\mathrm{ion}}(\omega)}{E_{\text {probe }}(\omega)}\right] \tag{12}
\end{equation*}
$$

can be calculated. By performing the trace over $\hat{\rho}^{\text {IDM }}(t)$ and not over the full $N$-body density matrix $\hat{\rho}(t)$, we consider only dipole transitions between ionic states. Transitions between virtual orbitals can be neglected, since the XUV probe pulse interacts only weakly with the excited electron. Transitions between occupied and virtual orbitals describe stimulated emission and photoionization processes. Both mechanism do not lead to sharp features in $\sigma_{a}(\omega)$ around the bound-bound transition energies. Therefore, we ignore these contributions, which lead to background signals we are not interested in.

The detector, where the transient absorption spectrum is measured, does not record the atomic response but rather a damped spectrum of the form

$$
\begin{equation*}
\left|E_{\text {probe }}(L, \omega)\right|^{2}=\left|E_{\text {probe }}(0, \omega)\right|^{2} e^{-L n_{\mathrm{AT}} \sigma_{a}(\omega)} \tag{13}
\end{equation*}
$$

where $E_{\text {probe }}(0, \omega)$ is the incoming probe electric field, $L$ is the length of the medium, $E_{\text {probe }}(L, \omega)$ is the probe electric field at the end of the medium, and $n_{\mathrm{AT}}$ is the atomic number density. In Eq. (13) Beer's law is used, which assumes a homogeneous medium and that the ratio $\langle z\rangle_{\text {ion }}(\omega) / E_{\text {probe }}(\omega)$ is independent of $E_{\text {probe }}(\omega):=E_{\text {probe }}(0, \omega)$. In Sec. III B the validity of Beer's law is discussed.

Due to the finite energy resolution of the detector, the transient absorption signal in Eq. (13) has to be convolved with a Gaussian mask function, where the full width at half maximum (FWHM) width is given by the energy resolution of the detector. The cross section $\sigma_{m}(\omega)$ measured at the detector can be related to the atomic cross section and is given by

$$
\begin{equation*}
\sigma_{m}(\omega)=-\frac{1}{n_{\mathrm{AT}} L} \ln \left(e^{-n_{\mathrm{AT}} L \sigma_{a}(\omega)} * G_{\delta E}(\omega)\right), \tag{14}
\end{equation*}
$$

where $G_{\delta E}(\omega)$ is the area-normalized Gaussian with the FWHM width of $\delta E$, and the symbol $*$ stands for the frequency convolution. The dependence on the pump-probe configuration, specifically the pump-probe delay $\tau$, enters parametrically in Eqs. (11)-(14) such that the atomic and the measured cross sections read $\sigma_{a}(\omega ; \tau)$ and $\sigma_{m}(\omega ; \tau)$, respectively.

## E. Oscillating dipole model

In the following, we develop a general expression for the transient absorption spectrum, which is based on a simple
model. Later in Sec. III we use this generalized expression to discuss the features of the transient absorption spectrum for overlapping pulses obtained from our TDCIS calculations described in Sec. II A-II C.

First, we reduce the description of the ion to a two-level system. The ground state $|g\rangle$ can only be accessed by the pump pulse via tunnel ionization and the excited state $|e\rangle$ can only be accessed by the probe pulse via resonant excitation out of $|g\rangle$. The probe pulse, which may be approximated by a delta pulse [i.e., $E_{\text {probe }}(t ; \tau)=E_{0} \delta(t-\tau)$ ], creates a coherent superposition $|\Psi(t>\tau)\rangle=a_{0}|g\rangle+a_{1} e^{-i\left(\omega_{0}-i \Gamma / 2\right)(t-\tau)}|e\rangle$, where $\omega_{0}$ is the positive energy difference between the two states, $1 / \Gamma$ is the lifetime of the excited state, and $a_{1}=$ $-i E_{0} a_{0}\langle e| z|g\rangle$ results from the excitation by the probe pulse. This superposition leads to an oscillating dipole

$$
\begin{align*}
\langle z\rangle_{\text {ion }}(t>\tau) & =\langle\Psi(t)| z|\Psi(t)\rangle \\
& \left.=-2 E_{0}|\langle e| z| g\right\rangle\left.\right|^{2}\left|a_{0}\right|^{2} \sin \left[\omega_{0}(t-\tau)\right] e^{-\frac{\Gamma}{2}(t-\tau)} . \tag{15}
\end{align*}
$$

Inserting Eq. (15) into Eq. (12) and using $E_{\text {probe }}(\omega ; \tau)=$ $E_{0} e^{-i \omega \tau}$, the final expression for the cross section reads

$$
\begin{equation*}
\sigma(\omega ; \tau)=\frac{4 \pi \omega}{c} z_{0} \frac{\Gamma / 2}{\left(\omega-\omega_{0}\right)^{2}+\frac{\Gamma^{2}}{4}} \tag{16}
\end{equation*}
$$

where $\left.z_{0}=\left|a_{0}\right|^{2}|\langle e| z| g\right\rangle\left.\right|^{2}$ determines the transition strength. We see that for a simple two-level system the cross section is purely Lorentzian and directly proportional to the ground-state population $\left|a_{0}\right|^{2}$ at the time of the probe step.

Adiabatic energy shifts in the ionic states during the intense NIR pulse result in a phase shift in the oscillating ionic dipole [i.e., $\left.\langle z\rangle_{\text {ion }} \propto \sin \left[\omega_{0}(t-\tau)+\phi(\tau)\right]\right]$. Here, we assume the ionic state and the dipole oscillation live for a long time after the NIR pulse is over such that the entire dipole dynamics can be approximated by a phase-shifted oscillation. The phase shift $\phi(\tau)$ has a dramatic influence on the shape of the transition line, which reads
$\sigma(\omega ; \tau)=\frac{4 \pi \omega}{c} z_{0} \frac{\frac{\Gamma}{2} \cos [\phi(\tau)]+\left(\omega-\omega_{0}\right) \sin [\phi(\tau)]}{\left(\omega-\omega_{0}\right)^{2}+\frac{\Gamma^{2}}{4}}$.
Note that the phase shift $\phi(\tau)$ affects only the shape of the transition but not the strength $z_{0}$.

In Fig. $1 \sigma(\omega ; \tau)$ is shown for specific values of $\phi$. The transition line is purely Lorentzian for $\phi=0$. In the case $\phi=\pi / 2$, the cross section shows a dispersive behavior and has equally negative and positive regions that lie symmetrically around the field-free transition energy $\omega_{0}(0)$. For all other phases, the cross section is a sum of these two scenarios and becomes asymmetric around $\omega_{0}$. A phase shift by $\pi$ changes the sign of the cross section. For $-\pi / 2 \leqslant \phi \leqslant \pi / 2$, the system shows an absorbing behavior whereas for $\pi / 2 \leqslant \phi \leqslant 3 / 2 \pi$ the system is rather emitting. A similar scenario has been discussed in atomic helium, where neutral excited states are dressed by an IR pulse leading to emitting and absorbing patterns depending on the pump-probe delay [55].

Similarly to the dressing of the ionic states, the influence of the excited electron on the ion via the residual Coulomb interaction and via the pump field can lead to additional phase shifts in the oscillating dipole (see Sec. IIF). Furthermore,


FIG. 1. (Color online) Cross section $\sigma(\omega)$ of Eq. (17) for several values of $\phi(\tau)$. The transition energy is $\omega_{0}=3$ a.u., $\Gamma=3.2 \times$ $10^{-3}$ a.u., and the transition strength is given by $z_{0}=0.01$.
corrections to the transition strength $z_{0}$ can occur, which may cause $z_{0}$ to be no longer directly proportional to the instantaneous hole population. In order to capture these effects, we parametrize not only the phase $\phi(\tau)$ but also the transition strengths $z_{0} \rightarrow z_{0}(\tau)$. Our generalized version of Eq. (17) for a multilevel ion reads

$$
\begin{align*}
& \sigma_{\text {dipole }}(\omega ; \tau) \\
& \quad=\frac{4 \pi \omega}{c} \sum_{T} z_{T}(\tau) \frac{\frac{\Gamma_{T}}{2} \cos \left[\phi_{T}(\tau)\right]+\left(\omega-\omega_{T}\right) \sin \left[\phi_{T}(\tau)\right]}{\left(\omega-\omega_{T}\right)^{2}+\frac{\Gamma_{T}^{2}}{4}}, \tag{18}
\end{align*}
$$

where we sum over all possible ionic transitions $T$. Note that Eq. (18) is designed to capture the influence of all these effects that go beyond our simple two-level model [see Eq. (16)]. However, Eq. (18) cannot explain why these changes occur and where they come from.

## F. Mechanisms leading to phase shift

As discussed in Sec. II E, the dressing of the ion can induce a phase shift in the ionic dipole. In the following, we discuss in the language of TDCIS how the dressing by the field and the coupling of the excited electron to the ionic subsystem can influence the phases $\phi_{T}(\tau)$ of Eq. (18). First, we analyze the scenario where the time evolutions of the excited electron ( $a$ index) and the ionic states ( $i$ index) are decoupled. This is the case when the terms $\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right)$ and $\left(\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right)$ are switched off in Eq. (3b). The resulting EOM can be written as

$$
\begin{equation*}
i \dot{\alpha}_{i}^{a}(t)=\sum_{b} H_{(a, b)}^{\mathrm{elec}}(t) \alpha_{i}^{b}(t)+\sum_{j} H_{(i, j)}^{\mathrm{ion}}(t) \alpha_{j}^{a}(t), \tag{19}
\end{equation*}
$$

where $H_{(a, b)}^{\text {elec }}(t):=\varepsilon_{b} \delta_{a, b}+E(t)\left(\varphi_{a}|\hat{z}| \varphi_{b}\right)$ affects only the excited electron, and $H_{(i, j)}^{\text {ion }}(t):=-\varepsilon_{j} \delta_{i, j}-E(t)\left(\varphi_{j}|\hat{z}| \varphi_{i}\right)$ affects only the ionic states. $\hat{H}^{\text {elec }}$ and $\hat{H}^{\text {ion }}$ can be viewed as Hamiltonians of the two subsystems. Note that the Hamiltonians of both subsystems commute; that is, $\left[\hat{H}^{\text {elec }}(t), \hat{H}^{\text {ion }}(t)\right]=0$. To confirm that Eq. (19) leads to decoupled EOMs for the excited electron and the ion, we make the product ansatz $\alpha_{i}^{a}(t)=$
$\chi_{a}(t) \kappa_{i}(t)$, where the EOMs of the separated electronic and ionic wave functions are given by

$$
\begin{align*}
i \dot{\chi}_{a}(t) & =\sum_{b} H_{(a, b)}^{\mathrm{elec}}(t) \chi_{b}(t),  \tag{20a}\\
i \dot{\kappa}_{i}(t) & =\sum_{j} H_{(i, j)}^{\mathrm{ion}}(t) \kappa_{j}(t) \tag{20b}
\end{align*}
$$

We find that the product ansatz with the decoupled EOMs of Eqs. (20) solves Eq. (19). This shows that Eq. (19) is the overall EOM of the full $N$-electron system, which consists of two totally separated subsystems. Note that the term $\left(\Phi_{i}^{a}|\hat{z}| \Phi_{j}^{b}\right)$ [cf. Eq. (4)] does affect the excited electron and the ion but it does not lead to interactions between the two. Enforcing a normalized electron wave function, we find from Eq. (20b) that the IDM is given by

$$
\begin{equation*}
\rho_{i, j}^{\mathrm{IDM}}(t)=\kappa_{j}^{*}(t) \kappa_{i}(t)=e^{i \omega_{T}(t-\tau)} \rho_{i, j}^{\mathrm{IDM}}(\tau) e^{i \phi_{T}^{\mathrm{ion}}(t, \tau)} \tag{21}
\end{equation*}
$$

where $T=i \rightarrow j$ denotes the ionic transition. If $E(t)=$ 0 for all times $t$, we find $\phi_{T}^{\mathrm{ion}}(t, \tau)=0$ for all $t$ and $\tau$. Hence, the additional phase $\phi_{T}^{\text {ion }}(t, \tau)$ enters only due to the term $-E(t)\left(\varphi_{j}|\hat{z}| \varphi_{i}\right)$ in $\hat{H}^{\text {ion }}$. This is exactly the field-driven dressing of the ionic system. After the pulse is over $[E(t)=0]$, the phase $\phi_{T}^{\text {ion }}(t, \tau)$ becomes independent of $t$ and depends only on the probe time $\tau$ [i.e., $\left.\phi_{T}^{\mathrm{ion}}(t, \tau) \rightarrow \phi_{T}^{\mathrm{ion}}(\tau)\right]$. In Sec. III D1, we show how the field-driven dressing of the ionic system can be analytically analyzed with the help of the polarizability of the ion. It is interesting to note that the influence of the electric field on the excited electron [i.e., $E(t)\left(\varphi_{a}|\hat{z}| \varphi_{b}\right)$ ] does not influence the IDM and subsequently the ionic dipole oscillation.

Additional phase shifts similar to $\phi_{T}^{\text {ion }}(\tau)$ can also occur due to the coupling between the ion and the excited electron. There exist two kinds of mechanism that can couple these two subsystems: (1) the residual Coulomb interaction [the $\left(\Phi_{i}^{a}\left|\hat{H}_{1}\right| \Phi_{j}^{b}\right)$ in Eq. (3b) are the corresponding matrix elements], and (2) the field-driven mixing of the excited $N$-electron states with the neutral ground state [the $\left(\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right)$ in Eq. (3b) are the corresponding matrix elements]. Both terms were ignored in Eq. (19), which led to two decoupled subsystems. To distinguish the phase shifts induced by the two different mechanisms, we introduce $\phi_{T}^{\text {residual }}(\tau)$ and $\phi_{T}^{\text {ground }}(\tau)$. The phase shift due to the residual Coulomb interaction is denoted by $\phi_{T}^{\text {residual }}(\tau)$, and $\phi_{T}^{\text {ground }}(\tau)$ denotes the phase shift due to the field-driven mixing to the neutral ground state.

Adding up all three phase shifts we find that the total phase shift for the transition $T$ is given by

$$
\begin{equation*}
\phi_{T}(\tau)=\phi_{T}^{\text {ion }}(\tau)+\phi_{T}^{\text {residual }}(\tau)+\phi_{T}^{\text {ground }}(\tau) \tag{22}
\end{equation*}
$$

In Sec. IIID we discuss which of the three phase shifts gives the dominant contribution.

## III. RESULTS

## A. System, pulse, and numerical parameters

All presented results were calculated with the XCID package [56]. All calculations were performed with 600 radial grid points, a maximum radius $r_{\text {max }}=150$, and a nonlinear grid


FIG. 2. (Color online) NIR pump (solid red line) and XUV probe pulses (green dashed line) used for transient absorption spectroscopy are shown separately. The peaks of both pulses are centered at $t=0$.
mapping parameter $\zeta=1.0$. The CAP starts at a radius $r_{\text {CAP }}=130$ and has a strength $\eta=0.003$. The maximum angular momentum employed was $l_{\max }=30$. Furthermore, if the orbital angular momentum of any one-particle orbital $\left|\varphi_{p}\right\rangle$ appearing in the matrix elements of $\hat{H}_{1}$ exceeded 4 , then only the monopole term of $\hat{H}_{1}$ was considered. With these parameters, our results are converged. A detailed explanation about the parameters of the grid, of the CAP, and of the residual Coulomb interaction can be found in Ref. [50].

The NIR pulse profile measured in Ref. [35] is used as the pump pulse in all the following results and is shown in Fig. 2. The pump pulse is approximately 2 fs long with one main peak and two side peaks. The maximum electric field strength of the pump pulse is $\approx 0.08$ a.u. (corresponding to an instantaneous intensity of $\left.4.8 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}\right)$. For the probe pulse (also shown in Fig. 2) a Gaussian pulse profile is used with a central frequency of 3 a.u. $(\approx 81 \mathrm{eV})$, a FWHM width of the intensity profile of 10 a.u. $(\approx 240$ as $)$, a carrier envelope phase of zero, and a maximum field strength of $10^{-2}$ a.u. $\left(\approx 3.4 \mathrm{TW} / \mathrm{cm}^{2}\right)$.

As in Refs. [35,39], we choose atomic krypton as our system of interest. The spin-orbit coupling within the occupied orbitals is accounted for in first-order perturbation theory, as described in Sec. II B. The energies of the singly ionized ionic states $\left[N L_{J}^{M}\right]^{-1}$ with respect to the Hartree-Fock ground-state energy are given by the negative orbital energies (i.e., Koopmans' theorem). Here, $N$ is the principal quantum number, $L$ is the orbital angular momentum, $J$ is the total angular momentum, and $M$ is the projection of $J$. Since we are using linearly polarized light, the values for $M$ and $-M$ states are always the same. Therefore, we refer always to a sum of both $|M|$ contributions (i.e., $\left[N L_{J}^{M}\right]^{-1}=\left[N L_{J}^{+M}\right]^{-1}+\left[N L_{J}^{-M}\right]^{-1}$ ).

The orbital energies of the $4 p$ orbitals are replaced by experimental values taken from Ref. [57] in order to match the experimental ionization potentials. The orbital energies of the $4 p$ shell are given by $\varepsilon_{4 p_{1 / 2}}=-0.5389(=-14.67 \mathrm{eV})$ and $\varepsilon_{4 p_{3 / 2}}=-0.5148(=-14.00 \mathrm{eV})$. The orbital energies of the $3 d$ shell are taken from Ref. [58]. In addition, we account for the finite lifetime of all $3 d^{-1}$ configurations of $7.5 \mathrm{fs}(\Gamma=$ 88 meV ) [39]. Hence, the $3 d$ orbital energies become complex
and read $\varepsilon_{3 d_{3 / 2}}=-3.5-i \Gamma / 2(=-95.24-i 0.044 \mathrm{eV})$ and $\varepsilon_{3 d_{5 / 2}}=-3.4525-i \Gamma / 2(=-93.95-i 0.044 \mathrm{eV})$.

## B. Transient absorption spectrum

In a recent experiment [35] attosecond transient absorption spectroscopy has been used to investigate the hole production dynamics in atomic krypton during a subcycle NIR pump pulse. The theory described in Ref. [40] was used to analyze the transient absorption spectrum and to connect the spectrum to the instantaneous IDM $\rho_{i, j}^{\mathrm{IDM}}(t)$. Propagation effects and the finite energy resolution of the detector were accounted for as described in Eq. (14). The macroscopic propagation is captured by Beer's law. Previous studies [40] have shown that Beer's law is valid for the pump-probe scenario investigated here. Similar conclusions have been found in Ref. [41] when the probe pulse is much shorter than the pump pulse (as in our case). For probe pulses longer than the pump pulse, the macroscopic propagation can quite strongly deviate from Beer's law.

The theory developed in Ref. [40] is, strictly speaking, only valid when pump and probe pulses do not overlap and the tunnel-ionized electron is far from the parent ion. In this case, the ionic subsystem [i.e., $\hat{\rho}^{\mathrm{IDM}}(t)$ ] reduces to a simple multilevel system without any kinds of interactions with the environment and between levels. Hence, the entire dynamics of the ion is analytically known and reads $\rho_{i, j}^{\mathrm{IDM}}(t)=$ $\rho_{i, j}^{\mathrm{IDM}}\left(t_{0}\right) e^{i\left(\varepsilon_{i}-\varepsilon_{j}\right)\left(t-t_{0}\right)}$. For overlapping pulses, the dynamics of $\hat{\rho}^{\mathrm{IDM}}(t)$ becomes more complex. Therefore, it is not clear to which extent the transient absorption spectrum for a given pump-probe delay can be related to $\rho_{i, j}^{\mathrm{IDM}}(t)$ when pump and probe pulses do overlap.

In Fig. 3 the calculated transient absorption spectrum $\sigma_{m}(\omega ; \tau)$ is shown as a function of photon energy $\omega$ and pump-probe delay $\tau$. The three main transition lines [i.e., $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}(79.95 \mathrm{eV}), 4 p_{1 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}(80.57 \mathrm{eV})$, and $\left.4 p_{3 / 2}^{-1} \rightarrow 3 d_{3 / 2}^{-1}(81.24 \mathrm{eV})\right]$ are clearly visible. To shorten the notation we refer to these three transition lines as $T_{1}, T_{2}$, and $T_{3}$, respectively.

The cross section shown in Fig. 3 is in agreement with experimental observations [35]. The transition strengths increase mainly around $\tau \approx 0$, when the krypton atom is being probed within the main peak of the pump pulse. It is also during this main peak of the pump pulse where the atom gets mainly


FIG. 3. (Color online) Attosecond XUV transient absorption spectrum $\sigma_{m}(\omega ; \tau)$ [see Eq. (14)] of krypton as a function of energy $\omega$ and pump-probe delay $\tau$.


FIG. 4. (Color online) Transient absorption spectra for the pumpprobe delay $\tau=0$ and $\tau=70(\approx 1.7 \mathrm{fs})$ are shown in panels (a) and (b), respectively. The atomic cross section $\sigma_{a}$ (solid red line), the measured cross section $\sigma_{m}$ (green dashed line), and $\sigma_{\text {dipole }}$ (blue dotted line) are shown for each $\tau$.
ionized. Simultaneously during the hole creation, the transition lines in the transient absorption spectrum change dramatically their shapes, resulting in negative cross sections for energies just below the field-free transition energies. Negative cross sections can be only seen here for the $T_{1}$ transition, because a detector resolution of $\approx 300 \mathrm{meV}$ let these features disappear for the transitions $T_{2}$ and $T_{3}$ (cf. Fig. 4).

Similar to $\tau \approx 0$, line deformations and negative cross sections do also occur at $\omega \approx 80 \mathrm{eV}$ for $\tau \approx \pm 1 \mathrm{fs}$, where the probe pulse coincide with the side peaks of the pump pulse (cf. Fig. 2). The side peaks of the pump pulse are strong enough to lead to tunnel ionization as well (cf. Fig. 5). In particular, the ionization and the deformation caused by the first side peak of the pump pulse ( $\tau \approx-1 \mathrm{fs}$ ) can be nicely seen in Fig. 3 for the transition line $T_{1}$. As will become clear in the discussion in


FIG. 5. (Color online) Instantaneous hole population $\rho_{\mathrm{eff}}^{\mathrm{IDM}}(\tau)$ (solid red line) together with reconstructed populations $\rho_{\text {eff }}^{\text {dipole }}(\tau)$ (blue dotted line) and $\rho_{\text {eff }}^{\text {fit }}$ (green dashed line). The experimental population (grey dashed line) is taken from Ref. [35]. The reconstructed and experimental populations are scaled such that all have the same value at $t=2.4 \mathrm{fs}$. The NIR pulse intensity is highlighted (gray area) in the background.

Sec. III D, the mechanism behind the deformations in all three cases ( $\tau \approx 0, \pm 1 \mathrm{fs}$ ) is the same.

For $\tau>2 \mathrm{fs}$, the dynamics of the hole populations is barely affected by the pump pulse and behaves as if they were fieldfree. At these time delays, the intensity of the pump pulse is also strongly reduced (by more than a factor 10) compared to the peak intensity at $\tau=0$, thus supporting the observation of field-free behavior for larger pump-probe delays. Field-free behavior means, for the main transition line $T_{1}$, that it becomes stationary and does not change anymore in shape and strength. The other two transition lines show interference effects from the coherent superposition of $4 p_{3 / 2}^{-1}$ and $4 p_{1 / 2}^{-1}[39,40]$.

Large negative time delays ( $\tau<-2 \mathrm{fs}$ ) are not of interest and, therefore, they are not shown in Fig. 3 for two reasons: First, the ionic cross section [see Eqs. (12) and (14)] is zero for large negative time delays because only neutral krypton atoms exist prior to the NIR pulse. Second, no electronic dynamics can be probed before the NIR pulse, since the neutral krypton atoms are in the electronic ground state.

In Fig. 4 the transient absorption spectra $\sigma_{a}(\omega ; \tau), \sigma_{m}(\omega ; \tau)$, and $\sigma_{\text {dipole }}(\omega ; \tau)$ are shown for $\tau=0$ and $\tau=70(\approx 1.7 \mathrm{fs})$. The transition lines in $\sigma_{m}(\omega ; \tau)$ are broadened with respect to the atomic cross section $\sigma_{a}(\omega ; \tau)$ due to the propagation effect and the finite detector resolution ( $\approx 300 \mathrm{meV}$ ), which is wider than the natural transition widths ( $\Gamma_{i}=88 \mathrm{meV}$ ). The cross section $\sigma_{\text {dipole }}(\omega ; \tau)$ is obtained by fitting Eq. (18) to $\sigma_{a}(\omega ; \tau)$ obtained from the TDCIS calculations. The energies $\omega_{T_{i}}$ and the natural widths $\Gamma_{T_{i}}$ of all transition lines $T_{i}$ are kept fixed (see Sec. III A) and only the magnitudes $z_{T_{i}}(\tau)$ and the phases $\phi_{T_{i}}(\tau)$ are fit to $\sigma_{a}(\omega ; \tau)$. The features of $\sigma_{a}(\omega ; \tau)$ are well captured by $\sigma_{\text {dipole }}(\omega ; \tau)$ for all $\tau$. At $\tau=70$, the two strongest transition lines are Lorentzian shaped as expected for nonoverlapping pump and probe pulses. The second $\left(T_{2}\right)$ and especially the third $\left(T_{3}\right)$ transition lines do not have a Lorentzian shape due to the coherent superposition of $4 p_{3 / 2}^{-1}$ and $4 p_{1 / 2}^{-1}$.

The success of $\sigma_{\text {dipole }}(\omega ; \tau)$ in capturing all features of $\sigma_{a}(\omega ; \tau)$ shows that the influence of all terms in Eq. (3), which go beyond a simple two-level model (see Sec. IIF), can be understood by phase shifts $\phi_{T_{i}}(\tau)$ and changes in the oscillating dipole strengths $z_{T_{i}}(\tau)$.

However, the oscillating dipole model cannot explain what is the physical origin of $\phi_{T_{i}}(\tau)$ or whether or not $z_{T_{i}}(\tau)$ can be related to $\rho^{\mathrm{IDM}}(\tau)$. The answers to these questions are discussed in the following.

## C. Population dynamics

First, we turn our focus to the population dynamics of the ionic states. In particular, we investigate the hole-creation dynamics in the $4 p_{3 / 2}$ orbitals during the pump pulse. In order to do so, we need to focus only on the main transition $T_{1}$. For nonoverlapping pulses, the transition strength is proportional to the instantaneous population

$$
\rho_{\mathrm{eff}}^{\mathrm{IDM}}(\tau):=\rho_{4 p_{3 / 2} / 2}^{\mathrm{IDM}}(\tau)+\frac{2}{3} \rho_{4 p_{3 / 2} / 2}^{\mathrm{IDM}}(\tau)
$$

where $\rho_{i}^{\mathrm{IDM}}(\tau)$ are the hole populations of the ionic states $i=\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}$ and $i=\left[4 p_{3 / 2}^{3 / 2}\right]^{-1}$ (for details on the notation see Sec. III A), respectively. In Fig. 5, we compare $\rho_{\text {eff }}^{\text {IDM }}(\tau)$ (solid red line) with the transition strength $\rho_{\text {eff }}^{\text {dipole }}:=z_{T_{1}}(\tau)$
(blue dotted line), with the reconstructed population $\rho_{\text {eff }}^{\text {fit }}$ (green dashed line) obtained by applying the same fitting procedure as in Ref. [35] to $\sigma_{m}(\omega ; \tau)$, and with the experimental data of Ref. [35].

In all three theoretical curves, oscillatory behavior can be seen during buildup of the hole populations. The features of $\rho_{\text {eff }}^{\mathrm{IDM}}(\tau)$ are well captured by $\rho_{\text {eff }}^{\text {dipole }}(\tau)$ and by $\rho_{\mathrm{eff}}^{\mathrm{fit}}(\tau)$. It shows that $\rho_{\text {eff }}^{\mathrm{IDM}}(\tau)$ can be quite well reconstructed from the transient absorption spectrum even though pump and probe pulses do strongly overlap. Note, however, that at the major peak ( $\tau \approx 0$ ) a delay of about $\approx 200$ as occurs in $\rho_{\text {eff }}^{\text {fit }}(\tau)$. The deviations from $\rho_{\mathrm{eff}}^{\mathrm{IDM}}(\tau)$ are a measure of the influence of the excited electron on the ionic states, since the adiabatic dressing of the ionic states does not affect the transition strength. As described in Sec. IIE, if the evolution of the excited electron decouples directly after the probe step from the evolution of the ion, $\rho_{\text {eff }}^{\text {dipole }}(\tau)$ coincides with $\rho_{\text {eff }}^{\mathrm{IDM}}(\tau)$.

In the experiment, this oscillatory behavior was not seen and the transition strengths increased monotonically with $\tau$. The reason for this discrepancy might lie in the strong restriction of the CIS space for the ionic degree of freedom. Within the CIS space generated from the neutral ground state of the atom, the ion is described exclusively by one-hole configurations.

## D. Line deformations and phase shifts

As we have seen in Sec. III B the oscillating dipole model is able to describe all features of the transient absorption spectra by only adjusting the strengths $z_{T}(\tau)$ and the phases $\phi_{T}(\tau)$ of the three transitions. The strengths $z_{T}(\tau)$ are in close connection to the instantaneous populations of the ionic states even for overlapping pulses [cf. Sec. III C]. The correct values of $\phi_{T}(\tau)$ are important to capture the shapes of the transition lines, which can change significantly during the pump pulse [cf. Fig. 4].

In Fig. $6, \phi_{T_{1}}(\tau)$ and $\phi_{T_{3}}(\tau)$ are shown. The phase $\phi_{T}(\tau)$ is chosen such that the strengths $z_{T}$ are always positive. The region $\tau<-1.5 \mathrm{fs}$ is not shown, since the strengths of the transitions are of the same order as the numerical background noise, which leads to large uncertainties in $\phi_{T}$. The last peak of the pump field at $\tau=1$ fs has only a small effect on $\phi_{T}$


FIG. 6. (Color online) Phase shift $\phi_{T_{1}}(\tau)$ of strongest transition line and phase shift $\phi_{T_{3}}(\tau)$ of weakest transition line.
whereas the first peak at $\tau=-1 \mathrm{fs}$ has a strong influence on the phases. This is an interesting observation, since both peaks have the same intensity.

As mentioned earlier, the coherent superposition of the ionic states $4 p_{1 / 2}^{-1}$ and $4 p_{3 / 2}^{-1}$ results in a phase shift $\left(\varepsilon_{4 p_{3 / 2}}-\right.$ $\left.\varepsilon_{4 p_{1 / 2}}\right) \tau$, which is particularly dominant in transition $T_{3}$ [40] and has been observed in previous experiments [39]. This coherence-induced phase shift is also visible in $\phi_{T_{3}}(\tau)$ for $\tau>$ 1 fs (see Fig. 6). The slope of $\phi_{T_{3}}(\tau)$ is approx. 0.023 a.u., which is in good agreement with $\varepsilon_{4 p_{3 / 2}}-\varepsilon_{4 p_{1 / 2}}=0.024$. The main transition line $T_{1}$ is not affected by this coherent superposition and, therefore, goes over into a Lorentzian shape (i.e., $\phi_{T_{1}}=0$ ) for large $\tau$ (cf. Fig. 6).

We have seen in Fig. 6 that the phase shift $\phi_{T}$ can be quite large. However, what has not been answered yet is the origin of $\phi_{T}$. As discussed in Sec. IIF, there are three main contributions to $\phi_{T}(\tau)$ [cf. Eq. (22)]: (1) $\phi_{T}^{\text {ion }}(\tau)$ induced by the NIR-driven dressing of the ionic system [the $\left(\varphi_{j}|\hat{z}| \varphi_{i}\right)$ are the corresponding matrix elements]; (2) $\phi_{T}^{\text {residual }}(\tau)$ induced by the residual Coulomb interaction; and (3) $\phi_{T}^{\text {ground }}(\tau)$ induced by the NIR-driven mixing of the excited $N$-electron system with the neutral ground state [the ( $\left.\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right)$ are the corresponding matrix elements]. Particularly, in order to account for $\phi_{T}^{\text {residual }}(\tau)$ and $\phi_{T}^{\text {ground }}(\tau)$, it is important to have a multielectron picture which can describe the degrees of freedom of the ionized electron and of the ion.

The strong line deformations, if only the positive part of the cross section is considered, appear as if the transition energies have moved. This energy shift we call apparent energy shift. In Fig. 7, we make a direct comparison between calculated (red and green lines) and experimentally obtained (blue dashed line) [35] energy shifts of the strongest transition line, $T_{1}$. In the calculations yielding the red line (with crosses), no approximation is made in the TDCIS calculations. For the green line (with asterisks), all couplings to the $4 s$ orbital are turned off. The procedure used to extract the apparent energy shift is described in Ref. [35].


FIG. 7. (Color online) Apparent energy shifts of strongest transition line $T_{1}$ for calculated cross sections with (red line with crosses) and without (green line with asterisks) the $4 s$ orbital active, and for the experimentally obtained cross sections (blue dotted line). The experimental values are taken from Ref. [35].

The magnitude of the apparent energy shifts are correctly reproduced by the calculations. Ignoring the $4 s$ orbitals makes no significant difference. Particularly in the theoretical results, the second pump peak is clearly visible. For $\tau>1.4 \mathrm{fs}$, the energy shifts go as expected to zero, indicating that influence of the pulse decreases and the krypton ion can be treated as a field-free ion. Negative pump-probe delays are not shown because the transition strengths are too weak to obtain reliable results.

In the following, we discuss each mechanism which can lead to the strong line deformations seen in Fig. 3. We discuss each mechanism in terms of $\phi_{T}(\tau)$, since the oscillating dipole model showed that these deformations can be fully understood by a phase shift.

## 1. Field dressing of ionic system and polarizability of $\mathrm{Kr}^{+}$

In the presence of a strong external field, the energies of the ionic state become modified [i.e., $\left.\varepsilon_{i} \rightarrow \varepsilon_{i}(E)\right]$. If the photon energy is much smaller than the ionization potential, the influence of the field on the ionic state can be described adiabatically. This is the case for $\mathrm{Kr}^{+}$, where the ionization potential is 24 eV [59] and the photon energy of the pump pulse is 1.4 eV and, therefore, far off-resonance with any ionic transition. Hence, the energy corrections $\Delta \varepsilon_{i}(E)=$ $\varepsilon_{i}(E)-\varepsilon_{i}(0)$ of the dressed ionic states $i$ are well captured by the quadratic Stark effect

$$
\begin{equation*}
\Delta \varepsilon_{i}\left[E_{\text {pump }}(t)\right]=\frac{\alpha(i)}{2} E_{\text {pump }}^{2}(t), \tag{23}
\end{equation*}
$$

where $\alpha(i)$ is the polarizability of the ionic state $i$, and the pump electric field is linearly polarized. Note that the energy of the ionic state $i$ is $-\varepsilon_{i}$. After the pulse is over, $\Delta \varepsilon_{i}(0)=0$ and the ion is back in its field-free state with the ionic energies $\varepsilon_{i}(0)$. If an oscillating dipole (coherent superposition of two states $i$ and $j$ ) is present while the energy of the ionic states get shifted, the dipole oscillates after the pulse with the field-free transition energy $\omega_{i \rightarrow j}(0)=\varepsilon_{i}(0)-\varepsilon_{j}(0)$ but phase shifted by [35]

$$
\begin{align*}
\phi_{i \rightarrow j}^{\mathrm{ion}}(t) & =\int_{t}^{\infty} d t^{\prime} \Delta \omega_{i \rightarrow j}\left[E_{\mathrm{pump}}\left(t^{\prime}\right)\right],  \tag{24a}\\
\Delta \omega_{i \rightarrow j}(E) & =\Delta \varepsilon_{i}(E)-\Delta \varepsilon_{j}(E)=\frac{\alpha(i)-\alpha(j)}{2} E^{2}, \tag{24b}
\end{align*}
$$

where $\Delta \omega_{i \rightarrow j}\left[E_{\text {pump }}(t)\right]$ is the instantaneous shift in the transition energy between the states $i$ and $j$. The phase shift $\phi_{i \rightarrow j}^{\mathrm{ion}}(t)$ is exactly the ionic phase shift $\phi_{T}^{\mathrm{ion}}(\tau)$ with $T=i \rightarrow j$, which originates from the field-dressing of the ionic system.

In order to estimate $\phi_{T}^{\text {ion }}(t)$ we use the quantum chemistry code DALTON [60] to calculate exact polarizabilities of the ionic states. Furthermore, we can clarify to which extent our TDCIS calculation can correctly describe the polarizability of the ion and subsequently $\phi_{i \rightarrow j}^{\text {ion }}(t)$. The polarizabilities were calculated with a complete active space self-consistent field (CASSCF) wave function and with a CIS wave function. Here, CIS means that $\mathrm{Kr}^{+}$is described in the space of one-hole configurations, which is consistent without TDCIS configuration space. In CASSCF calculations, spatial deformations of the ionic states are included that would require CISD and higher-order config-

TABLE I. Static dipole polarizabilities $\alpha_{x, x}=\alpha_{y, y}$ and $\alpha_{z, z}$ of several states of $\mathrm{Kr}^{+}$are shown. Polarizabilities obtained by the CIS and CASSCF methods are compared. The CIS and CASSCF calculations are done with dalton. All values are given in atomic units and with a precision up to the second digit.

|  | CIS |  |  | CASSCF |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | $\alpha_{x, x}$ | $\alpha_{z, z}$ |  | $\alpha_{x, x}$ | $\alpha_{z, z}$ |
| $\left[4 p_{3 / 2}^{3 / 2}\right]^{-1}$ | 1.57 | 0.01 |  | 10.62 | 10.77 |
| $\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}$ | 0.53 | 2.09 |  | 10.72 | 10.57 |
| $\left[4 p_{1 / 2}^{1 / 2}\right]^{-1}$ | 1.05 | 1.05 |  | 10.67 | 10.67 |
| $\left[3 d_{5 / 2}^{5 / 2}\right]^{-1}$ | -0.01 | 0.00 |  | 9.57 | 9.71 |
| $\left[3 d_{5 / 2}^{3 / 2}\right]^{-1}$ | 0.00 | 0.00 |  | 9.63 | 9.60 |
| $\left[3 d_{5 / 2}^{1 / 2}\right]^{-1}$ | 0.00 | -0.01 |  | 9.65 | 9.54 |
| $\left[3 d_{3 / 2}^{3 / 2}\right]^{-1}$ | 0.00 | 0.00 |  | 9.58 | 9.68 |
| $\left[3 d_{3 / 2}^{1 / 2}\right]^{-1}$ | 0.00 | -0.01 |  | 9.65 | 9.55 |

uration excitations with respect to the ground configuration of the neutral atom. These deformations are not included in CIS.

In Table I, we summarize the results of the static dipole polarizabilities for several states of $\mathrm{Kr}^{+}$with holes in the $4 p$ or the $3 d$ orbital manifolds. For more details about the polarizability calculations see Appendix. The CASSCF calculations are in good agreement ( $\pm 2 \%$ accuracy) with the static polarizabilities in Ref. [61]. Polarizabilities obtained with the CASSCF method are in very good agreement ( $<2 \%$ ) with experimental results $[62,63]$ for neutral krypton atoms. For ionic krypton the correlation effects are reduced in comparison to neutral krypton, thus making the CASSCF calculations even more accurate. Hence, we may assume that the CASSCF results for $\mathrm{Kr}^{+}$are practically exact.

The polarizabilities obtained with CASSCF have values around 10.7 for $4 p_{j}^{-1}$ ionic states and values around 9.6 for $3 d_{j}^{-1}$ ionic states. In both cases, the anisotropy $\left(\alpha_{z, z}-\alpha_{x, x}\right)$ is small. This stands in contrast to the CIS results, where a high anisotropy in the polarizabilities of $4 p^{-1}$ is found. Furthermore, the polarizabilities of the ionic states $3 d^{-1}$ are basically zero with the CIS basis set. The only contribution to $\alpha\left(3 d^{-1}\right)$ comes from the weak coupling between the $3 d$ and $4 p$ orbitals. Within CIS, the polarizabilities for $4 p^{-1}$ are determined by the coupling to the $4 s^{-1}$ state. Ionic states with two or more holes in the initially occupied orbitals do not exist in CIS and, therefore, cannot contribute to the polarizabilities. This restriction in the CIS space limits the ability of the ionic states to respond to the external field and leads to much smaller polarizabilities (as seen in Table I).

The quantity that determines $\phi_{T}^{\text {ion }}(t)$ is the difference in the polarizabilities, not the polarizabilities themselves [see Eq. (24)]. We are only interested in the $\alpha_{z z}$ component, since we use light linearly polarized along the $z$ axis. For the strongest transition line $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$, we need to look at the differences $\alpha\left(\left[4 p_{3 / 2}^{m}\right]^{-1}\right)-\alpha\left(\left[3 d_{5 / 2}^{m}\right]^{-1}\right)$ for the ionic states with $m=1 / 2$ and $m=3 / 2$.

In Table II theses differences are shown. The strong $m$ dependence of the CIS results is due to the high anisotropy of the polarizabilities. The accurate CASSCF results show almost
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TABLE II. Differences between static dipole polarizabilities $\alpha_{z, z}$ of states involved in the main transition line $4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}$. The values are given in atomic units.

| $\alpha\left(\left[4 p_{3 / 2}^{m}\right]^{-1}\right)-\alpha\left(\left[3 d_{5 / 2}^{m}\right]^{-1}\right)$ | CIS | CASSCF |
| :--- | :---: | :---: |
| $m=\frac{1}{2}$ | 2.10 | 1.03 |
| $m=\frac{3}{2}$ | 0.01 | 1.17 |

no dependence on $m$. Since the $\left[4 p_{3 / 2}^{m=3 / 2}\right]^{-1}$ population is, in our calculation, much smaller than the $\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}$ population, we focus only on the $m=\frac{1}{2}$ results. Contrary to the results of the polarizabilities, where the CIS approach underestimates the values, the difference $\alpha\left(\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}\right)-\alpha\left(\left[3 d_{5 / 2}^{1 / 2}\right]^{-1}\right)$ is overestimated by CIS. The maximum energy shifts in the transition for the given pump parameters [cf. Fig. 2] are 183 meV (CIS) and 102 meV (CASSCF), respectively. Assuming the maximum energy shifts persist over 2 fs , the resulting phase shifts are 0.56 rad (CIS) and 0.31 rad (CASSCF), respectively. This approximation can be nicely verified by a three-level Bloch model describing only the ( $N-1$ )-electron ionic states $3 d^{-1}, 4 s^{-1}$, and $4 p^{-1}$.

The phase shift $\phi_{T_{1}}^{\text {ion }}$ is, however, much smaller than $\phi_{T_{1}}$ [see Fig. 8]. Hence, $\phi_{T_{1}}^{\text {ion }}(t)$ cannot be the main contribution to $\phi_{T_{1}}(t)$. Furthermore, when the coupling to the $4 s^{-1}$ ionic state is switched off and $\alpha(i) \approx 0$ within TDCIS, the phase shift $\phi_{T_{1}}(t)$ is almost unchanged. Note that in this case, the ionic states cannot be dressed and $\phi_{T_{1}}^{\text {ion }}=0$.

## 2. Residual Coulomb interaction

Here, we discuss the influence of the residual Coulomb interaction-specifically $\phi_{T}^{\text {residual }}(\tau)$. First, we simplify the krypton atom to a two-level system with the states $\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}$ and $\left[3 d_{5 / 2}^{1 / 2}\right]^{-1}$ such that no dressing of the ionic states can


FIG. 8. (Color online) The phase shifts $\phi_{T_{1}}(\tau)$ of the transition line $T_{1}\left(4 p_{3 / 2}^{-1} \rightarrow 3 d_{5 / 2}^{-1}\right)$ are shown for TDCIS calculations with (solid red line) and without (green dashed line) the ionic state $4 s^{-1}$. Additionally, the phase shift $\phi_{T_{1}}^{\text {ion }}(\tau)$ (blue dotted line) is shown for a Bloch model describing three ionic states (see text for details). Here, $\phi_{T_{1}}^{\text {ion }}(\tau)$ originates solely from the dressing of the ionic state $\left[4 p_{3 / 2}^{1 / 2}\right]^{-1}$ through the coupling to $4 s^{-1}$.
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FIG. 9. (Color online) Phase shifts $\phi_{T_{1}}(\tau)$. The TDCIS calculations were done on the one side (solid red line) with the full electron-ion interaction and all $3 d^{-1}, 4 s^{-1}, 4 p^{-1}$ ionic states active, and on the other side (green dashed line) with a simplified two-level TDCIS model without residual Coulomb interaction ( $\hat{H}_{1}=0$ ).
occur $\left(\phi_{T}^{\text {ion }}=0\right)$. The total phase shift reads now $\phi_{T}(\tau)=$ $\phi_{T}^{\text {residual }}(\tau)+\phi_{T}^{\text {ground }}(\tau)$. Second, we also ignore $\hat{H}_{1}$ such that the ionized electron can have no influence on the remaining ion via $\hat{H}_{1}$-this means we set $\phi_{T}^{\text {residual }}=0$. In Fig. 9 , we compare $\phi_{T_{1}}(\tau)$ obtained from the full TDCIS model including $\hat{H}_{1}$ and all ionic states of $\mathrm{Kr}^{+}$(solid red line) and that obtained from the simplified two-channel TDCIS model (green dashed line) just described. Whether or not $\hat{H}_{1}$ is included makes no significant difference in the behavior of $\phi_{T_{1}}(\tau)$. Hence, residual Coulomb interaction between the ionized electron and the ion has almost no effect [i.e., $\phi_{T}^{\text {residual }}(\tau) \approx 0$ ].

## 3. Field-induced mixing with the neutral ground state

The discussions in Secs. III D1 and III D2 have shown that $\phi_{T}^{\text {ion }} \ll \phi_{T}$ and $\phi_{T}^{\text {residual }} \ll \phi_{T}$. Hence, we must conclude that the main reason for the phase shift comes from the field-driven mixing with neutral ground state [i.e., $\phi_{T}(\tau) \approx$ $\phi_{T}^{\text {ground }}(\tau)$; cf. Eq. (22)]. Remember that the mixing to the ground state is captured by the terms $\left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right),\left(\Phi_{i}^{a}|\hat{z}| \Phi_{0}\right)$ [cf. Eq. (3)]. These terms are also responsible for describing tunnel ionization. To verify that the field-induced mixing of the excited $N$-electron states $\Phi_{i}^{a}$ with $\Phi_{0}$ is indeed the main reason for the observed phase shift, we perform calculations where we once switch off the field-driven mixing to $\Phi_{0}$ after the probe step and once where we leave it on. The probe pulse is here delta like [i.e., $E_{\text {probe }}(t) \propto \delta(t-\tau)$ ]. We again reduce krypton to a two-level atom (excluding the $4 s$ orbital) as described in Sec. III D2. In this two-level system $\phi_{T}^{\text {ion }}(\tau)=\phi_{T}^{\text {residual }}(\tau)=0$ such that the only phase shift that can occur is $\phi_{T}^{\text {ground }}(\tau)$.

In Fig. 10, the phase $\phi_{T}(\tau)$ is shown with and without the mixing to the neutral ground state. If we set $\left(\Phi_{0}|\hat{z}| \Phi_{i}^{a}\right)=0$ (i.e., $\phi_{T}^{\text {ground }}=0$ ) after the probe step, the phase shift totally disappears for all pump-probe delays. When including the ground-state mixing, we obtain again the usual behavior of $\phi_{T}(\tau)$. Hence, we conclude that the main source of $\phi_{T}(\tau)$, which deforms the transition lines in the transient absorption spectrum (cf. Fig. 3), is the field-induced dressing of the entire


FIG. 10. (Color online) Phase shifts $\phi_{T}(\tau)$ for transition $T=$ $\left[4 p_{3 / 2}^{1 / 2}\right]^{-1} \rightarrow\left[3 d_{5 / 2}^{1 / 2}\right]^{-1}$. The TDCIS calculations were done once with (solid red line) and once without (green dashed line) field-driving mixing with the neutral ground state $\Phi_{0}$ after the probe pulse. In both cases, no dressing of the ionic states can occur (see text for details).
$N$-electron system—particularly the mixing with the neutral ground state.

## IV. CONCLUSION

We have described our theoretical model, namely a time-dependent configuration-interaction singles (TDCIS) approach, which has been implemented in the software package XCID. We extended our method and included spin-orbit splitting for the occupied orbitals. This extension leads to new symmetry classes and, therefore, new matrix elements. With the help of this multielectron approach, we are able to study attosecond transient absorption experiments for overlapping pump and probe pulses from first principles. The pump pulse as well as the probe pulse are treated nonperturbatively.

Transient absorption spectroscopy with overlapping pulses makes it possible to study the tunnel ionization dynamics with subcycle resolution. We find that the hole populations extracted from the transient absorption spectrum are in close connection to the instantaneous hole populations even though this relationship is, strictly speaking, only true for nonoverlapping pump and probe pulses.

The strong deformations in the transient absorption lines, which appear during the ionization process, can be fully understood by phase shifts in the induced ionic dipole oscillations. We find that the phase shift due to the dressing of the ion by the pump pulse is not sufficient to account for the observed line deformations. We also excluded the residual Coulomb interaction between the ionized electron and the remaining ion as a possible source.

The main contribution to the phase shift comes from field-induced mixing of the excited $N$-electron states with the neutral ground state, which is highly nonperturbative. This dressing mechanism creates a coupling between the ionized electron and the ion, which makes the ionic subsystem dependent on the state of the ionized electron and vice versa. This dressing mechanism is quite peculiar, since the ionized
electron was believed to be a spectator, since the probe pulse does only affect the ionic states.

The nonperturbative mixing to the neutral ground state affects also the phase relations between ionic states. These phase relations are particularly important for the hole dynamics in an atom or molecule [64]. By varying the pump-probe delay, the phases between ionic states can be influenced, and transient absorption spectroscopy provides a way to "read out" these phases.
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## APPENDIX: DIPOLE POLARIZABILITY

The dipole polarizability of a system that is in state $S$ can be obtained within perturbation theory and reads [65]

$$
\begin{equation*}
\alpha_{m, n}(S)=2 \sum_{I} \frac{\langle S| x_{m}|I\rangle\langle I| x_{n}|S\rangle}{E_{I}-E_{S}} \tag{A1}
\end{equation*}
$$

where $E_{S}$ and $E_{I}$ are the energies of the states $S$ and $I$, respectively, and $\sum_{I}$ stands for the sum over all intermediate states. If $S$ is an eigenstate with magnetic quantum number $M_{J}$, the polarizability entries $\alpha_{x, x}(S)$ and $\alpha_{y, y}(S)$ are equal $\left[\alpha_{x, x}(S)=\alpha_{y, y}(S)\right][66]$. The formulas for $\alpha_{x, x}(S)$ and $\alpha_{z, z}(S)$ read [66]

$$
\begin{align*}
\alpha_{x, x}(S)= & A_{J}\left[J(J-1)+M_{J}^{2}\right]+B_{J}\left[J(J+1)-M_{J}^{2}\right] \\
& +C_{J}\left[(J+1)(J+2)+M_{J}^{2}\right],  \tag{A2a}\\
\alpha_{z, z}(S)= & 2 A_{J}\left[J^{2}-M_{J}^{2}\right]+2 B_{J} M_{J}^{2}+2 C_{J}\left[(J+1)^{2}-M_{J}^{2}\right], \tag{A2b}
\end{align*}
$$

where the constants $A_{J}, B_{J}$, and $C_{J}$ stand for specific sums over intermediate states $I$ with $J_{I}=J_{S}-1, J_{I}=J_{S}$, and $J_{I}=J_{S}+1$, respectively.

For singly ionized atomic krypton, we are interested in the polarizabilities for ionic states with a hole in the $4 p$ or the $3 d$ orbital manifolds. Using DALTON, we calculated polarizabilities that do not include spin-orbit coupling. In order to obtain polarizabilities for the spin-orbit-coupled ionic states $\left[4 p_{j}^{m_{j}}\right]^{-1}$ and $\left[3 d_{j}^{m_{j}}\right]^{-1}$ we perform first-order perturbation theory for degenerate states. The diagonal polarizability entries of the spin-orbit-coupled ionic states $\left[N L_{J}^{M_{J}}\right]^{-1}$ expressed with the polarizabilities of the nonrelativistic states $\left[N L_{M_{L}}\right]^{-1}$

TABLE III. Static dipole polarizabilities $\alpha_{x, x}$ and $\alpha_{z, z}$ are shown for two $\mathrm{Kr}^{+}$states. All other polarizabilities can be deduced from these values. Polarizabilities obtained by the CIS and CASSCF methods are compared. All values are given in atomic units with a precision up to the second digit.

|  | CIS |  |  | CASSCF |  |
| :--- | :---: | :---: | :---: | :---: | ---: |
|  | $\alpha_{x, x}$ | $\alpha_{z, z}$ |  | $\alpha_{x, x}$ | $\alpha_{z, z}$ |
| $\left[4 p_{0}\right]^{-1}$ | 0.01 | 3.13 |  | 10.77 | 10.46 |
| $\left[3 d_{0}\right]^{-1}$ | 0.00 | 0.00 |  | 9.66 | 9.52 |

## read

$\alpha_{n, n}\left(\left[N L_{J}^{M_{J}}\right]^{-1}\right)=\sum_{\sigma, M_{L}}\left[C_{L, M_{L} ; 1 / 2, \sigma}^{J, M_{J}}\right]^{2} \alpha_{n, n}\left(\left[N L_{M_{L}}\right]^{-1}\right)$.
With the help of Eqs. (A2) and (A3) only two polarizability entries $\alpha_{n, n}(S), n \in\{x, y, z\}$ from states with the same $N$ and $L$ quantum numbers are needed and all other diagonal
polarizability entries of any state $S^{\prime}$ can be obtained as long as $S^{\prime}$ has the same $N$ and $L$ quantum numbers. In Table III the calculated polarizabilities are shown that are used to obtain all polarizabilities in Table I. For the CASSCF and CIS calculations we obtained converged results with the augmented correlation-consistent quintuple-zeta basis set including polarization functions (aug-cc-pV5Z) [67].
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We investigate the possible reasons for the discrepancy between the theoretical two-photon ionization cross section, $\sim 10^{-56} \mathrm{~cm}^{4} \mathrm{~s}$, of $\mathrm{Ne}^{8+}$ obtained within the perturbative nonrelativistic framework for monochromatic light [S. Novikov and A. Hopersky, J. Phys. B 34, 4857 (2001)] and the experimental value, $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$, reported in [G. Doumy et al., Phys. Rev. Lett. 106, 083002 (2011)] at a photon energy of 1110 eV . To this end, we consider $\mathrm{Ne}^{8+}$ exposed to deterministic and chaotic ensembles of intense x-ray pulses. The time-dependent configuration interaction singles (TDCIS) method is used to quantitatively describe nonlinear ionization of $\mathrm{Ne}^{8+}$ induced by coherent intense ultrashort x-ray laser pulses. The impact of the bandwidth of a chaotic ensemble of x-ray pulses on the effective two-photon ionization cross section is studied within the lowest nonvanishing order of perturbation theory. We find that, at a bandwidth of 11 eV , the effective two-photon ionization cross section of $\mathrm{Ne}^{8+}$ at a photon energy of 1110 eV amounts to $5 \times 10^{-57}$ and $1.6 \times 10^{-55} \mathrm{~cm}^{4} \mathrm{~s}$ for a deterministic ensemble and a chaotic ensemble, respectively. We show that the enhancement obtained for a chaotic ensemble of pulses originates from the presence of the one-photon $1 s^{2}-1 s 4 p$ resonance located at 1127 eV . Using the TDCIS approach, we also show that, for currently available radiation intensities, two-photon ionization of a $1 s$ electron in neutral neon remains less probable than one-photon ionization of a valence electron.

## I. INTRODUCTION

Modern highly intense x-ray free-electron lasers (XFELs), such as the Linac Coherent Light Source (LCLS) at SLAC National Accelerator Laboratory, Stanford, USA [1], and the SPring-8 Ångström Compact Free-Electron Laser (SACLA), Harima, Japan [2], deliver both soft and hard x-ray radiation. FLASH at DESY, Hamburg, Germany [3], operates in the VUV and soft x-ray regimes, and the European XFEL [4], which is under construction, is planned to deliver photon energies up to 12 keV . These facilities offer possibilities to explore inner-shell electron dynamics and nonlinear response of atoms and molecules to intense x-ray radiation (see, for example, Refs. [5-10]).

The present theoretical work is triggered by a recent experiment on nonlinear ionization of neon atoms performed at the LCLS [6]. The experiment utilized the capability of the LCLS to produce unprecedentedly intense x-ray beams, with up to $\sim 10^{12} \mathrm{x}$-ray photons in a $\sim 100$ fs pulse with a peak intensity of $\sim 10^{17} \mathrm{~W} / \mathrm{cm}^{2}$. Within a single pulse the initially neutral target absorbed multiple photons yielding a variety of ion species in different electronic configurations. At a photon energy of 1110 eV , which is below the $K$-shell threshold of $\mathrm{Ne}^{8+}$, Doumy et al. [6] observed production of hydrogenlike neon, $\mathrm{Ne}^{9+}$. The $\mathrm{Ne}^{9+} / \mathrm{Ne}^{8+}$ ratio was observed to depend quadratically on the peak intensity, which is consistent with nonlinear two-photon ionization of $\mathrm{Ne}^{8+}$. Nevertheless, the two-photon ionization cross section, deduced from this experimental observation with the help of a rate-equation model, is $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$, which is two orders of magnitude higher than the value obtained within perturbation theory [11,12].

[^23]In the present paper, we focus on the following points: (i) the discrepancy between the observed [6] and theoretically predicted [11] two-photon ionization cross-section values of $\mathrm{Ne}^{8+}$ and (ii) the possibility of two-photon ionization of a 1 s electron in neutral neon below the $K$-shell threshold of neon.

To describe the nonlinear interaction of $\mathrm{Ne}^{8+}$ and neutral neon with an intense coherent ultrashort x-ray pulse, we adopt the time-dependent configuration interaction singles (TDCIS) method-a nonperturbative ab initio multichannel approach [13-16]. TDCIS allows for pulses of arbitrary shape and peak intensity, and provides an intuitive picture of the electron dynamics induced by a light pulse of finite duration. Correlation effects between the ejected photoelectron and the remaining ion are included via exact treatment of the Coulomb interaction [15]. Going beyond the standard single-active electron approximation [13,17], the TDCIS model accounts for the coupling between different excitation (ionization) channels.

In our study, we employ the TDCIS method implemented in the XCID code [18]. To eliminate spurious reflections, which appear when the electronic wave packet reaches the boundary of the numerical grid, we apply absorbing boundaries through the inclusion of a complex absorbing potential (CAP) [19,20]. Implemented within the framework of TDCIS, the CAP provides a measure for the ionization probability for the outgoing electron. The ionization probability, given by the diagonal components of the reduced ion density matrix (IDM), is used in this work for calculating the generalized two-photon ionization cross section.

For nonlinear light-matter interaction the spectral and temporal shape of the pulse is a crucial factor [21,22]. The rate of simultaneous absorption of two photons depends on the statistics of the exciting field [23-25]. Present XFELs have a coherence time that is much shorter than the pulse duration and can be considered as chaotic [26,27]. For a chaotic ensemble of pulses [25] with a finite bandwidth and
a short coherence time [28], within the lowest nonvanishing order of perturbation theory (LOPT), the effective two-photon ionization cross section can be written as a convolution of the monochromatic two-photon cross section and the spectral distribution function. We investigate the effect of finite coherence time on the two-photon ionization cross section by using a Gaussian spectral distribution function. The monochromatic two-photon ionization cross section we calculate within the Hartree-Fock-Slater (HFS) model [29], implemented within the XATOM code [30,31]. The results to be presented here indicate that the treatment of XFEL radiation as a chaotic finite-bandwidth ensemble of pulses, rather than a deterministic ensemble of pulses, is likely to be capable of explaining the enhanced two-photon ionization cross section reported in Ref. [6].

The paper is organized as follows: we outline the theoretical approaches in Sec. II, present details on the numerical implementation and the obtained results in Sec. III, and draw conclusions in Sec. IV. Atomic units are used throughout, unless otherwise noted.

## II. THEORY

## A. Two-photon ionization cross section for a coherent finite pulse

A detailed description of our implementation of the TDCIS method can be found in Ref. [14]. Briefly, we construct the electronic wave packet in an atom as a linear combination of the Hartree-Fock ground state $\left|\Phi_{0}\right\rangle$ and one-particle-one-hole (1p-1h) excitations $\left|\Phi_{i}^{a}\right\rangle$,

$$
\begin{equation*}
|\Psi, t\rangle=\alpha_{0}(t)\left|\Phi_{0}\right\rangle+\sum_{i} \sum_{a} \alpha_{i}^{a}(t)\left|\Phi_{i}^{a}\right\rangle, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\Phi_{i}^{a}\right\rangle=\frac{1}{\sqrt{2}}\left\{\hat{c}_{a \uparrow}^{\dagger} \hat{c}_{i \uparrow}+\hat{c}_{a \downarrow}^{\dagger} \hat{c}_{i \downarrow}\right\}\left|\Phi_{0}\right\rangle . \tag{2}
\end{equation*}
$$

Here, $i, j, \ldots$ label orbitals occupied in $\left|\Phi_{0}\right\rangle$, whereas unoccupied (virtual) orbitals are marked by $a, b, \ldots$. The operators $\hat{c}_{p \sigma}^{\dagger}$ and $\hat{c}_{p \sigma}$ create and annihilate, respectively, electrons in a spin orbital of the modified Fock operator $\hat{F}_{\mathrm{CAP}}=\hat{F}-i \eta \hat{W}$, which consists of the Fock operator $\hat{F}$ and the CAP in the form $-i \eta \hat{W}$. The spin states are designated with $\sigma$. In the electric dipole approximation, the nonrelativistic Hamiltonian of the atom interacting with the x -ray field is given by

$$
\begin{equation*}
\hat{H}=\hat{F}_{\mathrm{CAP}}+\hat{V}_{C}-\hat{V}_{\mathrm{HF}}-E_{\mathrm{HF}}-\mathcal{E}(t) \hat{z}, \tag{3}
\end{equation*}
$$

where $\hat{V}_{C}$ stands for the electron-electron Coulomb interaction, $\hat{V}_{\mathrm{HF}}$ and $E_{\mathrm{HF}}$ are the Hartree-Fock mean-field potential and ground-state energy, respectively, $\hat{z}$ is the dipole operator, and $\mathcal{E}(t)$ is the electric field of the intense ultrashort laser pulse, which is assumed to be linearly polarized along the $z$ axis. By substituting the wave function given by Eq. (1) into the time-dependent Schrödinger equation, one gets a set of coupled ordinary differential equations for the coefficients $\alpha_{0}(t)$ and $\alpha_{i}^{a}(t)$.

Using the state $|\Psi, t\rangle$, we construct the reduced density matrix of the residual ion produced in the photoionization
process,

$$
\begin{gather*}
\hat{\rho}(t)=\operatorname{Tr}_{a}[|\Psi, t\rangle\langle\Psi, t|]  \tag{4}\\
\rho_{i j}(t)=\sum_{a, b} \alpha_{i}^{a}(t)\left[\alpha_{j}^{b}(t)\right]^{*} o_{a b} \tag{5}
\end{gather*}
$$

where $o_{a b}$ stands for the overlap between eigenfunctions of $\hat{F}_{\text {CAP }}$. The CAP is only active at large distances from the atom, and hence, affects only virtual orbitals. Application of the CAP is equivalent to attenuation of the wave packet when it reaches the boundary of the numerical grid [32]. Because of the CAP, the norm of the wave packet from Eq. (1) as well as the norm of the reduced ion density matrix (4), are not conserved and decrease as ionization proceeds. In order to compensate for this loss of norm in the IDM, one has to introduce a correction [14,33]:

$$
\begin{align*}
\delta \rho_{i j}(t)= & 2 \eta e^{i\left(\varepsilon_{i}-\varepsilon_{j}\right) t} \int_{-\infty}^{t} d t^{\prime} \sum_{a, b} w_{b a} \alpha_{i}^{a}\left(t^{\prime}\right)\left[\alpha_{j}^{b}\left(t^{\prime}\right)\right]^{*} \\
& \times e^{-i\left(\varepsilon_{i}-\varepsilon_{j}\right) t^{\prime}} \tag{6}
\end{align*}
$$

with $\varepsilon_{i}$ being the orbital energies and $w_{b a}$ the matrix elements of the CAP operator $\hat{W}$. In the limit $t \rightarrow \infty$, i.e., after the ionizing pulse is over, a diagonal component of the corrected IDM, $\rho_{i}+\delta \rho_{i}\left(\equiv \rho_{i i}+\delta \rho_{i i}\right)$, can be thought of as the excitation probability from an occupied orbital $i$. Under the conditions considered here, the uncorrected $\rho_{i}$ vanishes for a sufficiently long time after the pulse is over, indicating that the photoelectron is completely absorbed by the CAP. Conversely, the IDM correction $\delta \rho_{i}$ approaches a constant value at $t \rightarrow \infty$ and can be interpreted as the ionization probability of an electron from orbital $i$.

The ionization probability per unit time due to direct absorption of $N$ photons (in s${ }^{-1}$ ) is given by $\sigma^{(N)} J^{N}$, where $J$ is the photon flux in the number of photons $\mathrm{cm}^{-2} \mathrm{~s}^{-1}$. This allows for a definition of an effective two-photon ionization cross section for a coherent pulse centered at a mean photon energy $\omega_{\text {in }}$ with a bandwidth of $\Delta \omega_{\mathrm{p}}$,

$$
\begin{equation*}
\sigma_{\mathrm{coh}}^{(2)}\left(\omega_{\mathrm{in}}, \Delta \omega_{\mathrm{p}}\right)=\frac{\lim _{t \rightarrow \infty} \delta \rho_{i}(t)}{\int_{-\infty}^{\infty} d t J(t)^{2}} \tag{7}
\end{equation*}
$$

The quantities $\omega_{\text {in }}$ and $\Delta \omega_{p}$ enter the right-hand side of Eq. (7) implicitly through the IDM correction $\delta \rho_{i}$, obtained using the Hamiltonian from Eq. (3), and the flux $J(t)$. The definition of Eq. (7) is valid provided the ground state is not depleted, i.e., in the perturbative limit.

## B. Two-photon ionization cross section for chaotic fields

When defining the cross section in Eq. (7) we assume that the x-ray pulse is well defined (deterministic). In general, the radiation produced by an XFEL operating in the self-amplified spontaneous emission (SASE) regime is chaotic with respect to fluctuations in the electric field. The simplest way to account for the XFEL chaoticity is to recall that the $N$-photon ionization rate, within the LOPT, is proportional to $N!J^{N}$, which amounts to effective doubling (2!) of the cross-section value for two-photon ionization [21]. This factor of 2 cannot explain the discrepancy found in Ref. [6]. The most rigorous and accurate way to simulate the experimental situation would
be by introducing an appropriate stochastic model [34,35] for the radiation and solving the TDCIS equations many times using an ensemble of realistic pulses. Afterward one would have to average the results over all members of the ensemble. However, this approach is computationally very costly.

Here, we follow the result of Mollow [25] who showed that within the second-order perturbation theory for a field consisting of finite chaotic pulses, the transition rate due to two-photon absorption during the pulse can be expressed in terms of the spectral first-order field correlation function. In the case of a finite-bandwidth field and near an intermediate resonance of the target atom the two-photon ionization cross section for an incoherent pulse can be cast in the form

$$
\begin{equation*}
\sigma_{\text {incoh }}^{(2)}\left(\omega_{\text {in }}, \Delta \omega_{\mathrm{p}}\right)=2 \int_{-\infty}^{\infty} d \omega \sigma_{\mathrm{LOPT}}^{(2)}(\omega) F\left(\omega, \omega_{\text {in }}, \Delta \omega_{\mathrm{p}}\right), \tag{8}
\end{equation*}
$$

where $F\left(\omega, \omega_{\mathrm{in}}, \Delta \omega_{\mathrm{p}}\right)$ is the normalized spectral distribution function and $\sigma_{\text {LOPT }}^{(2)}$ is the result of the LOPT for monochromatic radiation [11,12,36]:

$$
\begin{align*}
\sigma_{\mathrm{LOPT}}^{(2)}(\omega)= & \pi(4 \pi \alpha \omega)^{2} \sum_{f} \delta\left(\omega_{f}-\omega_{g}-2 \omega\right) \\
& \times\left|\sum_{l} \frac{\langle f| z|l\rangle\langle l| z|g\rangle}{\omega_{g}+\omega-\omega_{l}+i \Gamma_{l} / 2}\right|^{2}, \tag{9}
\end{align*}
$$

with $\alpha$ being the fine-structure constant. In Eq. (9), $|f\rangle$, $|l\rangle$, and $|g\rangle$ stand for final, intermediate, and ground states, respectively. $\Gamma_{l}$ accounts for the natural linewidth of the intermediate states $|l\rangle ; \omega_{g}$ and $\omega_{l}$ denote energies of the ground and intermediate states, respectively. Note that the factor of 2 in Eq. (8) accounts for the enhancement of two-photon absorption from a single-mode chaotic field [21].

The spectral distribution of a single XFEL pulse is very spiky and random [22,37]. Averaged over many shots the spectral distribution can be taken as a normalized Gaussian [38,39],

$$
\begin{equation*}
F\left(\omega, \omega_{\mathrm{in}}, \Delta \omega_{\mathrm{p}}\right)=\frac{2 \sqrt{\ln 2}}{\sqrt{\pi} \Delta \omega_{\mathrm{p}}} \exp \left[-4 \ln 2\left(\frac{\omega-\omega_{\mathrm{in}}}{\Delta \omega_{\mathrm{p}}}\right)^{2}\right] \tag{10}
\end{equation*}
$$

The result given by Eq. (8) can be understood as a nonlinear atomic response to a spectral range of uncorrelated modes. Here, the atomic response to the individual frequencies is summed incoherently. In contrast, Eq. (7) represents nonlinear atomic response to a coherent pulse. In the next section, we apply Eqs. (7) and (8) to calculate effective two-photon ionization cross sections of $\mathrm{Ne}^{8+}$ in the photon-energy range below its $K$ edge.

## III. RESULTS AND DISCUSSION

We start our numerical study with the nonlinear atomic response of $\mathrm{Ne}^{8+}$ to a deterministic coherent pulse using TDCIS implemented in the XCID code [18]. We obtain converged results by using a nonuniform radial grid extending from $r=0$ to $r=80$ a.u. with 1000 grid points and a pseudospectral-grid parameter $\zeta=0.461$ [14]. Under these conditions, there is an almost uniform orbital energy spacing of about $0.3 \mathrm{a} . \mathrm{u}$. across a wide energy range (up to $150 \mathrm{a} . \mathrm{u}$.) for


FIG. 1. (Color online) Intensity dependence of the ionization probability of $\mathrm{Ne}^{8+}$, given by the diagonal IDM correction $\delta \rho_{1 s}$, at photon energies of 1225 eV (above the single-photon ionization threshold) and 1110 eV (below the single-photon ionization threshold). A deterministic pulse of $6-\mathrm{eV}$ bandwidth (FWHM) is used.
the final states of the outgoing electron. The CAP starts at $r=$ $50 \mathrm{a} . \mathrm{u}$. We use a CAP strength $\eta=0.002$ a.u., which makes the energy levels broad enough to describe the quasicontinuum. In this range of $\eta$, we satisfy the stationarity condition with respect to $\eta$ : $\partial\left[\lim _{t \rightarrow \infty} \delta \rho_{1 s}(t)\right] / \partial \eta=0$, where $\rho_{1 s}$ denotes the diagonal component of the IDM corresponding to the $1 s$ orbital. The positions of $1 s^{2}-1 s n p$ resonances are obtained with an accuracy of $0.03 \mathrm{a} . \mathrm{u}$. and the one-photon ionization potential of $\mathrm{Ne}^{8+}$ equals 43.9 a.u. ( 1194.1 eV ). For the comparison, the experimental value of the ionization potential of $\mathrm{Ne}^{8+}$ is 1195 eV [40]. We account for angular momenta of the outgoing electron up to $l_{\max }=2$. The laser pulse is given by $\mathcal{E}(t)=\mathcal{E}_{0} \exp \left\{-2 \ln 2\left(t / \tau_{\mathrm{p}}\right)^{2}\right\} \cos \left(\omega_{\text {in }} t\right)$, where $\tau_{\mathrm{p}}$ is the FWHM duration of the pulse intensity ${ }^{1}$ and $\mathcal{E}_{0}$ is the peak electric field.

In Fig. 1, we show how the $1 s$ ionization probability depends on intensity at two different photon energies used in the experiment [6], below ( 1110 eV ) and above ( 1225 eV ) the one-photon ionization threshold. For the calculation we use a coherent pulse with a FWHM bandwidth of 6 eV . We can see that in double logarithmic scale the slope of the curve corresponding to 1110 eV is 2 , while that for 1225 eV , the slope below saturation, is 1 . This reflects the fact that at $1225 \mathrm{eV}, 1 s$ ionization is a one-photon process, whereas at 1110 eV , it is a two-photon process. Above $\sim 3 \times 10^{18} \mathrm{~W} / \mathrm{cm}^{2}$, depletion of the ground state becomes substantial.

Doumy et al. [6] measured the mean photon energy with an uncertainty of several tenths of an electron volt and the pulse spectral width was $10 \pm 1 \mathrm{eV} .{ }^{2}$ In Fig. 2, we show the two-photon ionization cross section, calculated using Eq. (7) for several pulse durations corresponding to the FWHM bandwidths of $20,15,11,8$, and 6 eV . The peak electric
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FIG. 2. (Color online) Effective two-photon ionization cross section for $\mathrm{Ne}^{8+}$. The TDCIS results are given by Eq. (7) for several different pulse bandwidths (FWHM). The LOPT result is obtained using Eq. (9). The point at 1110 eV corresponds to the experimental value of $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$ reported in Ref. [6].
field $\mathcal{E}_{0}=0.03 \mathrm{a} . \mathrm{u}$. was used. Also shown is the cross section $\sigma_{\text {LOPT }}^{(2)}(\omega)$ given by Eq. (9). For the latter, we use the HFS model [29], implemented within the XATOM code [30,31]. The HFS model positions the intermediate resonances at lower energies than those obtained in TDCIS, therefore we shifted the curve $\sigma_{\mathrm{LOPT}}^{(2)}(\omega)$ such that the $1 s^{2}-1 s 4 p$ resonance is at the right position of 1127.1 eV . Doumy et al. [6] noticed that in a similar perturbative calculation [11] the authors did not account for the $1 s^{2}-1 s 4 p$ resonance. We have included this resonance in both TDCIS and LOPT calculations. However, as we see from Fig. 2, neither the inclusion of this resonance nor the finite bandwidth of the radiation pulse taken into account in TDCIS can explain the discrepancy of several orders of magnitude between the theoretical and experimental values.

Now, we use Eq. (8) to convolve the monochromatic two-photon ionization cross section obtained with Eq. (9), with the spectral distribution function given by Eq. (10), and show the results in Fig. 3(a). One can see that within the bandwidth, off from the resonances, the cross section is substantially enhanced, because the main contribution to the convolution in Eq. (8) comes from the resonance peaks. Indeed, for a bandwidth of 11 eV the cross section at 1110 eV is $1.6 \times 10^{-55} \mathrm{~cm}^{4} \mathrm{~s}$, thus is enhanced by at least one and one-half orders of magnitude with respect to the perturbative result ( $4 \times 10^{-57} \mathrm{~cm}^{4} \mathrm{~s}$ ). In Fig. 3(b), we show the relation between the pulse bandwidth $\Delta \omega_{\mathrm{p}}$ and mean photon energy $\omega_{\text {in }}$, which is needed for the calculated two-photon ionization cross section to reach the experimentally found value of $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$. For a bandwidth of 17 eV , the calculated cross section increases up to this value at the photon energy of 1110 eV used in the experiment. Thus, our findings suggest that the main reasons for the enhanced two-photon ionization cross section of $\mathrm{Ne}^{8+}$ at 1110 eV originate from the proximity of the $1 s^{2}-1 s 4 p$ resonance, the chaoticity of the LCLS radiation, and the finite bandwidth of its pulses.

In connection with the study of two-photon ionization of core electrons, it is worth mentioning another recent


FIG. 3. (Color online) (a) Two-photon ionization cross section for $\mathrm{Ne}^{8+}$, given by Eq. (8). The perturbative result $\sigma_{\text {LOpT }}^{(2)}$ of Eq. (9) (dotted line) is taken as a reference signal for averaging over different bandwidths (FWHM) of the pulses. The point at 1110 eV corresponds to the experimental value of $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$ reported in Ref. [6]. (b) Relation between the bandwidth $\Delta \omega_{\mathrm{p}}$ and the mean photon energy $\omega_{\text {in }}$ for which the two-photon ionization cross section $\sigma_{\text {incoh }}^{(2)}$ is fixed at $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$.
experiment of Young et al. [5], where direct multiphoton ionization of neon was completely shadowed by a sequence of one-photon ionization events. One of the measurements has been done at the photon energy of 800 eV , just below the $K$ edge, 870 eV , of neutral neon. In this case, one x-ray photon carries enough energy to ionize valence electrons, and therefore the valence-shell electrons are stripped in a sequence of one-photon absorption processes. Creation of a $1 s$-shell vacancy is possible only through the absorption of two photons. No evidence for this process was detected.


FIG. 4. (Color online) Intensity dependence of the ionization probability of neutral neon, given by the IDM corrections $\delta \rho_{1 s}$ for $1 s$ electrons and $\delta \rho_{2 s}+\sum_{m} \delta \rho_{2 p_{m}}$ for valence electrons, at a photon energy of 800 eV (below the one-photon ionization threshold for the $K$ shell, but above the one-photon ionization threshold for the valence shells). A deterministic pulse of $6-\mathrm{eV}$ bandwidth (FWHM) is used.

Using the TDCIS model, we study the possibility of creating a core hole in Ne via simultaneous absorption of two $800-\mathrm{eV}$ photons. The converged result is obtained by using a maximum radius of 90 a.u. with 1000 grid points and $\zeta=0.461$. A CAP of strength $\eta=0.002$ starts at $60 \mathrm{a} . \mathrm{u}$. Accounting for angular momenta of the ionized electron up to $l_{\max }=3$ is sufficient. In Fig. 4, we show the ionization probabilities of valence and core electrons for neutral neon as a function of peak intensity. One can see that at the intensity of $3 \times 10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ the probability of ejecting a $1 s$ electron is more than $10^{2}$ times smaller than that of ejection of a valence electron. With increasing intensity, the relative probability of $1 s$ ionization with respect to valence ionization grows. Nevertheless, this calculation shows that direct two-photon processes with ejection of an inner-shell electron never dominate the one-photon ionization of valence electrons, even for a pulse as short as $\tau_{\mathrm{p}}=300$ as (corresponding to a bandwidth of 6 eV ). We confirm the observation of Young et al. [5] that multiphoton processes involving inner-shell electrons are overshadowed by valence ionization as long as the valence electrons are not stripped away.

## IV. CONCLUSION

In conclusion, we investigated the two-photon ionization cross section of $\mathrm{Ne}^{8+}$ in the vicinity of the $1 s^{2}-1 s 4 p$ resonance. We presented a strategy for calculating the two-photon ionization cross section within the TDCIS framework. However, the TDCIS model, which allows for a perfectly coherent radiation pulse, does not explain the enhanced two-photon ionization cross section, obtained by Doumy et al. [6] at 1110 eV , in spite of the inclusion of the $1 s^{2}-1 s 4 p$ resonance which was missing in Ref. [11]. The inclusion of the $1 s^{2}-1 s 4 p$ resonance within the LOPT approach for monochromatic light does not explain the experimental result either. Chaoticity
and short coherence time of the XFEL radiation, taken into account through the spectral distribution function in the crosssection expression obtained within LOPT, partially explain the observed enhancement. For the bandwidth of $10 \pm 1 \mathrm{eV}$, estimated in the experiment, we obtained an increase of the effective two-photon cross section by a factor of 40 with respect to the perturbative result for monochromatic radiation. To explain the experimentally observed value of $7 \times 10^{-54} \mathrm{~cm}^{4} \mathrm{~s}$ within this framework one would need a broader spectral bandwidth $(\sim 17 \mathrm{eV})$ or a mean photon energy tuned closer to the $1 s^{2}-1 s 4 p$ resonance. It is also worth noting that some indirect pathways that avoid production and two-photon ionization of ground-state $\mathrm{Ne}^{8+}$ have not been included in the rate-equation model used in Ref. [6]. This might have caused the experimental $\sigma^{(2)}$ to be overestimated. Nevertheless, we believe the $1 s^{2}-1 s 4 p$ resonance is the key to explain the enhanced two-photon ionization cross section of $\mathrm{Ne}^{8+}$ at 1110 eV , but its influence depends strongly on the XFEL spectral density and uncertainties in its mean photon energy.

From the study of neutral neon performed within the TDCIS framework, we also infer that, when available, valence electron stripping due to one-photon ionization dominates over twophoton ionization of inner-shell electrons even at intensities far beyond current experimental possibilities.
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## Part III

## Conclusion

## Chapter 6

## Conclusions and Outlook

### 6.1 Conclusions

Ultrafast sciences are young and rapidly developing. The characteristic time scales of electronic and nuclear dynamics range from picoseconds ( $10^{-12} \mathrm{~s}$ ) to attoseconds ( $10^{-18} \mathrm{~s}$ ). No mechanical and electronic devices operate on such time scales. Therefore, the only way to investigate this nanoworld is by literately shining light on it. Within the last decade tremendous technological progress has been made in generating short and shorter pulses, and at the same time possessing better control of their shape and timing with respect to other pulses. These are essential prerequisites for watching and controlling ultrafast motions of atoms and molecules. Along with the reduction in the pulse duration comes a steady increase in the photon energy of these pulses. This wide tunability makes it possible to study a vast range of motions spanning from molecular rotations and vibrations to electronic dynamics of outer-valence, inner-shell, or even core electrons.

On the theoretical side, much progress has also been made in tackling the challenges that emerge in the ultrafast world. Many dynamics triggered by light pulses lead to complex motions requiring a large configuration space in order to fully capture the motion. Laser alignment of molecules or the high-harmonic generation (HHG) process are two examples where high rotational states with angular momenta $J>50$ are needed to accurately describe the underlying dynamics. The large variety of pulse durations, intensities, and photon energies make it difficult to develop a theoretical model that can cope with all the possible kinds of dynamics that can be triggered by such a large range of pulse parameters. Particularly challenging are laser-matter interactions that cannot be treated perturbatively, such as strong-field ionization or non-adiabatic alignment of molecules in three dimensions.

In this thesis, two prominent classes of ultrafast dynamics have been discussed:

- laser-alignment dynamics of molecules,
- ultrafast ionization dynamics of noble gas atoms,
where the characteristic time scale of molecular rotations is in the picosecond range, and ionization dynamics happens on the scale of attoseconds to a few femtoseconds. For both areas of ultrafast dynamics, I have developed programs that solve the time-dependent Schrödinger equation for any type of pulse shape. Solving numerically the time-dependent Schrödinger equation is computationally demanding but, therefore, also more general. Exploiting the underlying symmetries has proven to be essential in making these calculations more feasible and pushing them even further. Often speed-ups of a factor 2 or more can be easily achieved.


## Laser Alignment of Molecules

The rotational motion of molecules is triggered by non-resonant laser pulses. The induced dipole moment in the molecule interacts with the electric field of the pulse and creates an angle-dependent potential, which forces the molecules to be aligned in the polarization direction(s) of the pulse. Using pulses that are short or long with respect to the rotational dynamics allows the generation of complex rotational motions. Combinations of several short pulses, long and short pulses, or static and optical fields are also exploited. This is often done to maximize the degree of alignment without ionizing the molecule. Multi-pulse methods have been predominantly used to study impulsive alignment dynamics of linear or symmetric-top molecules due to their unique alignment dynamics. Impulsive alignment offers the possibility to study these aligned molecules under field-free conditions. This is particularly interesting for strong-field or attosecond experiments on molecular systems where the alignment is needed but the subsequent processes should not be disturbed by the presence of an aligning laser pulse.

In the case of asymmetric-top molecules, my findings suggest that standard multipulse schemes, which are used to align symmetric-top molecules in 1D, cannot be easily applied to 3D alignment. Just replacing elliptically polarized pulses with linearly polarized pulses is not enough to impulsively align asymmetric-top molecules in 3D. Particularly, the rotational revival feature of linear and symmetric-top molecules does not exist in asymmetric-top molecules. Even though asymmetric-top molecules can show some kind of revival behavior, the dephasing between rotational states is too rapid to be recoverable by a subsequent pulse. The only promising multi-pulse approach that can overcome the rapid dephasing is a fast sequence of pulses very closely spaced to each other. The number of pulses is unfortunately limited because the spacing between them has to decrease with every pulse since the rotational dynamics becomes faster and faster. My studies on $\mathrm{SO}_{2}$ have shown that the alignment of the most and the second most polarizable axes increases
with the number of pulses. The degree of alignment of the third axis is, however, almost unchanged from its initial isotropic value.

Aligning molecules is not done out of self-interest. Aligning molecules is essential for many experiments. Hence, the understanding of alignment motion is crucial to find new ways of improving the alignment even further. All kinds of laser-matter interactions are highly dependent on the relative alignment/orientation of the molecule. This can be seen in the alignment dependence of the HHG spectrum, and also in x-ray diffraction studies of laser-aligned molecules. My investigations of x-ray diffraction from laser-aligned naphthalene molecules have shown that the degree of 3D alignment is essential for getting useful, high- $Q$ diffraction information needed to reconstruct the molecular structure with atomic resolution. For naphthalene, degrees of alignment of $\left\langle\cos ^{2} \theta\right\rangle>0.9$ are needed to resolve atomic positions. This can only be achieved with adiabatic alignment at the moment, since impulsive alignment schemes for asymmetric molecules do not reach this high degree of alignment.

Finite rotational temperatures of the gas phase molecules are the main cause of a reduced alignment quality. Temperatures below 1 K are required to achieve the necessary alignment, since the maximum intensity of the adiabatic alignment pulse cannot be arbitrarily high. If the pulse intensity exceeds the tunnel ionization threshold, naphthalene molecules start to get ionized. As long as the x-ray pulse duration is comparable or shorter than the alignment dynamics, the effective resolution in the reconstruction is not affected by the finite pulse duration. My studies have shown that at rotational temperatures of 1 K it is possible to image molecular structure with a resolution such that the two-ring structure of naphthalene is visible. At temperatures of $T=10 \mathrm{mK}$, the position of the individual carbon atoms starts to emerge.

## Ultrafast Ionization Processes in Noble Gas Atoms

When the pulse intensity reaches values of $10^{13}--10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, the electric field is so strong that an electron can be ripped out from an atom. This ionized electron can strongly interact with the ion and changes its state as long as it is in the vicinity of the ion. Studying these types of effects requires a multichannel theory such as time-dependent configurationinteraction singles (TDCIS). TDCIS combines the one-electron nature of many strong-field processes with electronic structure theory, where correlation effects between electrons are included that go beyond the independent particle model.

HHG is a very prominent mechanism connecting strong-field physics with attosecond physics. Nowadays, HHG is not just used as a tool to produce UV attosecond pulses; the HHG spectrum itself has moved into the scientific focus. It can provide information about the electronic structure and electronic motion. To successfully investigate the electronic structure, it is essential that correlation effects are included in the theoretical analyses. Our findings on the HHG spectrum of argon demonstrate that multi-orbital and multipole
effects have to be included in the theory. Not doing so can lead to HHG yields that are up to one order of magnitude off. The HHG cut-off region seems to be quite robust to these effects but at lower energies the changes can be significant. In argon, the benchmark was the position and the shape around the characteristic Cooper minimum. Similar to the giant dipole resonance in xenon, the existence of the Cooper minimum is not a multielectron effect. But its strength, shape, position, and indirect side effects in neighboring subshells depend strongly on multielectron and correlation effects.

Ultrafast correlation dynamics have been investigated in my studies of decoherences in attosecond photoionziation. The photoelectron (particularly the slower ones) interacts with the parent ion during its detachment-a process neglected in the sudden approximation. The energy gained by the photoelectron due to absorption of a photon can be redistributed between the electron and the ion via the residual Coulomb interaction. Such an energy exchange (known as interchannel effects) leads subsequently to an entanglement between the photoelectron and the ion. If at some later stage only the ionic subsystem is probed (e.g., with transient absorption spectroscopy), one finds that the ionic state is not in a pure state - meaning it cannot be described by a coherent ionic wavefunction and is only fully characterized by a density matrix description. The entanglement between the photoelectron and the ion naturally results in a reduction in the coherences of the subsystems. Particularly slow photoelectrons do strongly interact with the ion. Ultrashort pulses with broad spectral bandwidths create both slow and fast photoelectrons. The increase in slow photoelectrons with broader spectral bandwidths reduces the decoherence in the ionic subsystem despite the fact that the broad spectrum is favorable for the creation of a coherent hole wavepacket in the ion. If no interchannel effects occur during ionization, the electron-ion entanglement is strongly reduced and the ultrashort pulse triggers an almost perfectly coherent hole motion.

The possible degree of coherence that can be generated via photoionization is highly interesting. Photoionization is the first step in launching a hole wavepacket. In molecular systems, the hole dynamics can be quite complex and are not restricted to the atomic site where it was initiated. After some time, the ionic hole may have traveled to a different atomic site in the molecule where it can influence site-specific chemical reactions; a situation which has already been observed in recent experiments.

The preparatory ionization process as well as the subsequent hole motion in the ion can be investigated by transient absorption spectroscopy. Not only can the ionic population be studied time-dependently, but also the phase relations between ionic states can be measured. My studies on atomic krypton have shown that access to the relative phase makes it possible to directly probe field-driven interactions. During the tunnel ionization of krypton, the field-driven interaction between the ion and the freed electron via the neutral ground state results in strong deformations in the shapes of the absorption lines in the transient absorption spectrum.

Transient absorption spectroscopy, together with complementary techniques such as streaking, opens the door to the ultrafast world of both partners - the photoelectron and the ion-and the interaction between them. Combined with the control of molecular alignment, not just atomic but also molecular dynamics can be studied.

### 6.2 Outlook

## Ultrafast Ionization Processes in Noble Gas Atoms

The rapid progress in the last years of strong-field and attosecond physics can be expected to continue in the next years to come. The steady push towards shorter pulses and higher photon energies from the HHG side as well as from big facilities, namely the development of free-electron lasers (FELs) in the UV (e.g., FLASH) and in the x-ray regime (e.g., LCLS, SACLA, and the European XFEL), pave the way for a wide range of coherent pump-probe experiments on femtosecond and attosecond time scales.

Transient absorption spectroscopy with femtosecond x-ray pulses would allow the probing of delocalized valence hole dynamics in molecules at specific atom sites by tuning the x-ray energy near element-specific absorption edges. Also nuclear motion and its interplay with electronic excitations, leading to non-Born-Oppenheimer dynamics, can be studied on a few femtosecond time scale. On a picosecond time scale, structural deformations have already been measured in metal-ligand complexes. Here, additional dynamics in the spin degrees of freedom occur that are less common in closed-shell systems.

The theoretical, or more precisely the numerical, demand in solving a molecular system is much more challenging than for an atomic closed-shell system. The great advantage that comes with a spherically symmetric object is then lost and the angular part of the wavefunction no longer factorizes from the radial part. For elliptically polarized pulses, this radial-angular factorization is lost as well, regardless of the system symmetry. Elliptically or circularly polarized light introduces new dynamics in the angular projection $M$. Particularly for magnetic (open-shell) systems, circularly polarized light is ideal for studying magnetic and spin dynamics. Therefore, the extension of the XCID package to circularly and elliptically polarized pulses opens the possibility of studying new classes of motion that are not possible in the current version of the program.

Molecular systems, however, offer a much richer electronic motion, potentially coupled to vibrational or rotational degrees of freedom. The single-active electron picture, which works quite well for closed-shell atoms, becomes less and less appropriate for larger molecular systems. A theoretical description of a dynamical process with several active electrons (e.g., TDCISD) is on the other hand very challenging. Therefore, most studies that included rigorously multi-electron dynamics focus on the smallest two-electron system-helium.

In strong-field processes, it is necessary on the one side to describe delocalized continuum states. On the other side, it is not always necessary to include high order correlations, as done in higher order configuration-interaction (CI) approaches. The idea of reducing the correlation dynamics but leaving the degrees of freedom for the spatial and momentum dynamics untouched can be realized in a multi-configuration time-dependent Hartree-Fock (MCTDHF) ansatz. In MCTDHF, configuration coefficients as well as one-particle orbitals are time-dependent. The advantage of time-dependent orbitals is that the configuration space is dynamically optimized, which keeps the number of needed configurations small. Within this smaller dynamical configuration space, a full CI (FCI) is performed.

Instead of performing a FCI within this dynamics subspace, which might be quite challenging for ultrafast scenarios, it seems more attractive to do a lower order CI like CIS. This idea of merging the MCTDHF logic with a TDCIS ansatz seems to be more promising and especially a much more feasible approach for extending the current XCID package. In addition to the common set of equations of motion for the configuration coefficients, a new set of equations emerges for the time-dependent orbitals. With such an approach, the remaining electrons in an ion are now allowed to adjust to the removal of the $N^{\text {th }}$ electron without the need to introduce higher-order correlation classes. Already the polarizability studies of $\mathrm{Kr}^{+}$have shown that the spatial adjustments of the orbitals rather than higher correlation effects are crucial for obtaining more reliable results.

## Laser Alignment of Molecules

For strong-field and attosecond experiments with molecular systems, the alignment or even the orientation of the molecule becomes an important aspect. Unfortunately, despite the fact that the polarizability increases with system size, larger molecules become more and more difficult to align. The growing negative influence of the finite rotational temperature outpaces the positive effect of the polarizability. Larger molecular are also less stiff than smaller ones. This means that larger molecules more easily get deformed by an external field making the rigid-rotor approximation questionable.

Furthermore, the polarizability tensor is generally not diagonal in the principal axes of inertia. Only for small molecules with high internal symmetries (e.g., $\mathrm{SO}_{2}$ or naphthalene) are the polarizability tensor and the moment of inertia tensor diagonal in the same bodyfixed frame. The larger the molecules, the less likely it is that these two sets of reference frames coincide. This creates two kinds of challenges for larger molecules. First, the alignment dynamics becomes more challenging, since the molecule rotates around the moment of inertia axes but the aligning field forces the molecule to align to the polarizability axes. Therefore, it is not clear to which extent current techniques are still suitable for large molecules. Second, the computational challenge grows as well. The increased complexity in the alignment dynamics gets reflected onto the more complex dynamics of the angular momentum projection $K$, which no longer changes in steps of 2 but rather of 1 , doubling the number of accessible rotational states.

Another interesting extension for the Xalmo package is the possibility to treat longer wavelengths, where the alignment motion cannot be averaged over a cycle period of the aligning laser pulse. Such pulses can orient polar molecules. From the numerical point of view, this leads to another loss of symmetry in the angular projection $M$, which would not change in steps of 2 anymore. Together with the loss in symmetry of the $K$ quantum number for large molecules, the numerical demand is significantly increased in comparison to the alignment studies presented in this thesis. Despite the challenges, this extension would offer new opportunities to discover novel alignment dynamics schemes that boost the efficiency of aligning and/or orienting molecules.

## Overall Perspective

From rotational motion of molecules down to single electronic excitations, a wide range of nanoscale dynamics can nowadays be probed and controlled by ultrafast pulses, and the possibilities continue to expand to even more complicated systems. With the advent of FELs, intense femtosecond UV and x-ray (short wavelength) pulses became available. Pump-probe experiments in the UV and x-ray regimes can target atom-specific electronic dynamics. Particularly for molecules, this raises the tantalizing prospect of controlling chemical reactions by triggering the break-up and formation of bonds. Optical and NIR (long wavelength) pulses, on the other hand, provide unmatched spatial and temporal coherence properties. Due to the high degree of coherence, electron motion on an attosecond scale can be revealed with techniques like attosecond streaking. Optical pulses can also be used to probe structural information via high harmonic generation. With more moderate intensities, optical pulses control the rotational dynamics of molecules. By continuing the rapid progress experimentally and theoretically, the dream of making a molecular movie and watching electrons and atoms move might become a reality sooner than we think.
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