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Abstract

The azimuthal correlation between central and forward jets has been measured in proton—proton
collisions at the LHC recorded with the CMS detector at a centre-of-mass energy of 7 TeV.
Both jets were required to have a minimum transverse momentum of 35 GeV. The forward jet
was reconstructed in the hadronic forward calorimeter within the pseudo-rapidity range 3.2 <
In| < 4.7, while the central jet was limited to |n| < 2.8. The measurement is performed inclusively
and also differentially for different separations in pseudo-rapidity, the largest separation allowed
by the CMS detector being An = 7.5 units. The analysis is carried out for inclusive dijet events
which is then divided into two sub-samples. In one of these sub-samples, an additional jet with
pr > 20 GeV in the pseudo-rapidity interval between the forward and the central jet is required,
while in the second sub-sample events containing such jets are explicitly vetoed. Furthermore,
observables describing additional jets outside of the pseudo-rapidity interval spanned by the
dijet system are measured. Most of the results are found to be well described by DGLAP-based
Monte Carlo event generators.



Zusammenfassung

Die azimutalen Korrelationen zwischen Jets im zentralen und Vorwartsbereich wurden in Proton—
Proton Kollisionen am LHC mit dem CMS Detektor und einer Schwerpunktsenergie von 7
TeV gemessen. Von beiden Jets wurde ein minimaler Transversalimpuls von 35 GeV verlangt.
Der vorwiarts produzierte Jet wurde im hadronischen Vorwértskalorimeter in einem Pseudora-
piditétsbereich von 3.2 < |n| < 4.7 rekonstruiert, wihrend der zentrale Jet im Bereich von
In| < 2.8 rekonstruiert wurde. Die Messung wurde inklusiv und differentiell durchgefiihrt, fiir
verschiedene Bereiche in Jets Pseudorapiditdt. Der grosst mdgliche Unterschied in Pseudora-
piditéit erlaubt, durch die Geometrie des CMS Detektors, ist An = 7.5. Die Analyse wurde
fiir inklusive Zwei-Jet—Ereignisse und fiir zwei Unterkategorien durchgefiihrt. In der ersten Un-
terkategorie wird ein zusatzlicher Jet mit pr > 20 GeV im Pseudorapiditétsbereich zwischen
dem zentralen und dem Jet im Vorwéartsbereich, verlangt. In der zweiten Unterkategorie wer-
den die Ereignisse mit solchen zusitzlichen Jets explizit nicht ausgewahlt. Weiterhin werden
zusitzliche Grossen gemessen, die Jets ausserhalb des Pseudorapiditétsbereichs, definiert durch
die zwei Jets, beschreiben. Die DGL AP—basierten Monte Carlo Ereignisgeneratoren liefern eine
gute Beschreibung der Messungen.
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Introduction

The human beings, or rather the presumptuous homo sapiens sapiens [1] classification they
give to themselves, are mainly conditioned by one single factor. It may seem very hard to believe
that this species, which has mastered many harsh environments with clever tools and solutions,
could be so strongly influenced by this factor. The factor has a deep impact on all dimensions
of their lives, from the most simple movement to the higher levels of abstraction. This factor is
present from the youngest offspring to the most ancient specimen. It is always there!

This factor is fear.

Some humans fear death, some fear the future, some fear strangers, some fear darkness.
Some spend a lifetime trying to overcome and conquer their fears. Humans fear many things,
which they, in the end, bring together in one entity. All human beings, with different degrees of
intensity, fear the unknown [2].

This fear is unsettling and disrupting, influencing even the simplest human task. Since the
dawn of civilization, religions and other spiritual movements have created answers to this fear.
For centuries, this highly polarized and comforting approach has been enough; however, when
the renaissance movements changed the old ways, the power of religion decreased and with it
also the human degree of belief in these answers. This fear cannot be cured. The only treatment
for this fear of the unknown is knowledge.

When it comes to get reliable knowledge, the scientific method has been one of the major
achievements of the human species. As the famous aphorism says: knowledge is power. Nowa-
days, science has many branches, which are impossible to master in one lifetime. Nevertheless,
the most important questions are still unanswered. One of the biggest questions, almost as big
as the meaning of life, is: what is the universe? This question sounds naive, simple and free from
philosophical considerations, but the answer is not straight forward. Against this question, the
scientist themselves, contend almost in vain! Hopefully, they do not contend in vain literally, as
the knowledge is built on top of previous experiences, which then result in other experiences.

In attempt to partially answer this overwhelming question, physicists have developed the
Standard Model of particle physics [3]. This theory is compatible with the results of many
experiments, which attempt to explain most of the phenomena known to humans at MeV scale
and smaller. And to better scrutinize this Standard Model they have build many experiments,
in which billions of Euro have been spent and thousands of scientists have worked for decades.
Despite the huge effort, it was not enough, so new machines had to be built and new ideas had
to be put into practice. The Large Hadron Collider is one of these machines and it was built to
improve the knowledge of the Standard Model while probing the TeV scale, by colliding protons
at the energy and intensity frontier. Such collisions are recorded by state—of-the—art detectors
and analysed extensively.

The proton, often represented with three quarks and three connecting gluons, may look
very simple. However, it only looks simple in a broad perspective, because a closer and careful
investigation of the proton will show a complex structure. When colliding protons, or rather
their fundamental constituents, there is a certain probability to produce new particles if enough
energy is supplied. In this respect, the Large Hadron Collider can create the largest energy
density of the solar system, thus enabling the study of phenomena previously inaccessible.
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The discovery of these new phenomena requires a good understanding of the strong force,
which drives most of the phenomena present at the Large Hadron Collider. These new and
unobserved effects are, sometimes, hidden among billions of other effects. Therefore, a good
knowledge of these common effects is vital to find new physics. In addition, measuring these
processes improves the knowledge of the Standard Model parameters. Among many effects, one
of not—yet—solved riddles is the parton evolution dynamics. For given phase—space region, there
are a set of equations to describe the parton evolution. However, only one of these set has been
observed so far and it is expected that the Large Hadron Collider could reach new phase—spaces,
so different evolution schemes can be tested.

One way to study these parton evolution dynamics is to measure the correlations between
bunches of highly collimated particles, called jets, produced by the collisions. These correlations
can be translated into a difference in the azimuthal angle between two jets, which is an observable
quantity. These evolution equations yield different predictions for these correlations.

In this thesis, correlations between the two leading jets are investigated. One of the leading
jets is required to be in the central region of the detector, another is required to be in the
forward region. The study is further extended to three topologies: the inclusive, with no further
requirements, the presence and the veto of an extra jet between these two leading jets. The
phase—space is divided according to the separation in direction of these two leading jets and the
measurement is carried as a function of the separation and the topologies. Furthermore, the
transverse momenta spectra and the direction are measured for the jet between the two leading
jets and the jet outside of the two leading jets.

A theoretical overview of the Standard Model and Quantum Chromodynamics, as well as
the motivations for these measurements are presented in chapter 1. The experimental setup,
comprising the Large Hadron Collider and its experiments, with a special focus on the Compact
Muon Solenoid detector, are introduced in chapter 2. The chapter 3 gives an overview on the
event generation and reconstruction techniques. The event selection and control distributions
are presented in chapter 4. The methods applied to correct for detector effects and their results
are shown in chapter 5. The unfolding techniques and outcome are introduced in chapter 6.
In chapter 7, an extensive study of the systematic uncertainties is given. The results with
comparisons to several Monte Carlo predictions are presented in chapter 8. In the last pages, a
conclusion and outlook are given.



Chapter 1

The Standard Model and QCD

In this chapter, a brief presentation of the Standard Model (see section 1.1), which includes
Quantumchromodynamics, the theory of strong interactions (see section 1.2) is given. More
detailed information about renormalization (see section 1.3), factorization (see section 1.4), evo-
lution equations (see section 1.5), hadronization (see section 1.6) and the underlying event (see
section 1.7) is included. Finally, an overview on jets is presented in section 1.8 and motivation
for azimuthal correlations and a summary of earlier measurements is shown in section 1.9.

1.1 The Standard Model

The SM (Standard Model) [4-6] of particle physics is the most successful theory model ever
made. The SM is based on the mathematical framework of Quantum Field Theory [7,8] and it
was developed between the 50’s and the 70’s by many scientists. While the theoretists developed
models, the experimentalists provided data to falsify or collect evidence of those models. The
SM aims to be a complete theory, at the MeV scale and of higher energies, describing the
electromagnetic, weak and strong interactions. It predicted the existence of W and Z bosons
and the third generation of quarks and neutrinos many years before they were observed and so
far it is consistent with all the experimental measurements. The Higgs boson [9-12] was the last
particle predicted by the SM to be found [13,14] in 2012, thus completing the model. Despite its
success, there are still many phenomena which it is not able to describe such as gravity, matter
and anti-matter asymmetry, dark matter and dark energy.

The SM postulates the existence of the 17 elementary particles presented in figure 1.1. Twelve
of them are fermions, particles with spin 1/2 which can combine to form the ordinary matter
like stars and planets, represented in purple and green, and five are bosons, integer spin particles
responsible for mediating the interactions between particles, represented in yellow and red.

The fermions are divided into groups according to how they interact: quarks and leptons.
Represented in purple in figure 1.1, the quarks carry electrical and color charge, which allows
them to interact via the strong force. A more detailed description is found in section 1.2. There
are six quark flavours: up, down, charm, strange, top and bottom. The up, the charm and the
top have electrical charge 2/3, while the down, the strange and the bottom have electrical charge
-1/3. There are also six leptons: electron, electron neutrino, muon, muon neutrino, tau and tau
neutrino, which do not carry color charge and are represented in green in figure 1.1. The neutrinos
do not decay or carry electrical charge and only interact via weak force and consequently are
hard to observe. Electrons, muons and taus have electrical charge and interact mainly through
the electromagnetic force.

In figure 1.1, each one of the three fermion generations are represented by a column. The
first generation is composed by up and down quarks, electron and electron neutrino. Except
for neutrinos, each generation has similar properties, for example mass and decaying properties.

11
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mass - =2.3 MeV/c? =~1.275 GeV/c? ~173.07 GeV/c? 0 =126 GeV/c?
charge - 2/3 u 213 C 213 t 0 0 H
spin - 1/2 112 112 1 % 0
Higgs
up charm top gluon boSon
=~4.8 MeV/c? =05 MeV/c? =~4.18 GeV/c? 0
-1/3 d -1/3 S -1/3 b 0
112 1/2 1/2 1 »
down strange bottom photon
0.511 MeV/c? 105.7 MeV/c? 1.777 GeV/c2 91.2 GeV/c?
= -1 -1 0
112 e 1/2 .ll 12 T 1 ;
electron muon tau Z boson
<2.2 eVic? <0.17 MeV/c? <15.5 MeV/c? 80.4 GeV/c?
0 0 0 =4
112 De 1/2 -l)l‘l 1/2 DT 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 1.1: Particles of the Standard Model of particle physics [15].

The mass increases and the half-life time decreases with increasing generation. Each fermion
row is grouped by electrical charge.

Bosons are the force carriers which mediate the particle interactions represented in figure 1.2
as lines connecting the particles. Photons enable electromagnetic interactions while gluons are
responsible for the strong force, both are massless, have spin 1 and no electrical charge. The
W and 7 are spin 1 massive bosons which carry the weak force; the Z has no electrical charge,
while the W has +1 charge. The Higgs boson is massive, has no spin nor electrical charge and
is responsable for the Higgs mechanism [9-12], which generates the particles’ mass. A summary
of the charateristics of the Standard Model bosons is presented in figure 1.1.

Leptons

Quarks

Figure 1.2: Interactions between the particles of the Standard Model [16].
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In the SM, the interactions are described by local symmetry transformations U of the unitary
group SU(n). The unitary group is the group of n x n unitary matrixes, meaning that UUT = 1
and det(U) = 1. Thus, an operator can be defined:

n2—1
<i > Ga(w)Ta>
U(:Ij) = e a=1 5 (].].)

where 6% are n? — 1 free parameters and T, are generators. The generators are represented
as traceless hermitian matrices, meaning that ¢r(7,) = 0 and T, = T,, and they obey the
commutation relation:

[T, Th) = i fS,T. (1.2)

If the structure constant f¢; is zero, the generators comute, the corresponding bosons are not
charged and the algebra is called abelian. The Standard Model obeys an SU¢(3) x SUL(2) xUy (1)
symmetry, in which the SUL(2) x Uy (1) part corresponds to the electroweak sector.

1.2 QCD

The measurements carried out in this thesis belong to the category of QCD (QuantumChro-
moDynamics) studies.

The symmetry group describing QCD is the non—abelian SU(3) group [17,18] responsible for
the strong force. The generators do not commute and the mediators of the strong force carry
colour charge [19]. The QCD SU(3) group has 8 free parameters, leading to eight gluons. Each
gluon carries both a colour and an anti—colour charge. The nineth combination of one of the
three colours and its anti—colour would lead to a colourless gluon.

The QCD Lagrangian [20] is given by:
o 1
L= Z Vg,a (17" Opdab — QS'YMtc%A;C; — Mgbaq)Pap — ZF;quA ", (1.3)
q

where repeated indices are summed over. The +* are the Dirac y-matrices. The v, , are
quark-field spinors for a quark with flavour ¢, mass m, and a colour index @, which runs from
a =1 to Ng = 3, corresponding to the three colours. The Ag correspond to the gluon fields,
with C running from 1 to Né —1 =8, corresponding to the eight possible combinations of colour
and anti-colour of the gluons. The taC;) are the eight 3 x 3 Gell-Mann matrices and are the SU(3)
generators. The field tensor Fﬁ, is given by:

Fi, = Smudsy, — muAl, — gsfapc AL AS, (1.4)

where the fapc are the structure constants of the SU(3) group:

[t t7] = i fapct. (1.5)

Both quarks and gluons have never been observed as free particles. Due to the QCD property
of confinement, they form hadrons, which are colour neutral composite particles. Hadrons made
of two quarks are called mesons and hadrons with three quarks are baryons. However, at small
distances, the quarks can be treated as free, which is a property called asymptotic freedom. If
enough energy is supplied to a pair of particles, as in a hard collision, rather than breaking free,
the pair creates and binds to the new particles, forming new pairs.

A more detailed description of QCD theory can be found in references [21,22].
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1.3 Renormalization

Perturbative QCD describes the interaction of fundamental quarks using Feynman rules.
When taking hadrons into account, non—pertubative QCD is necessary to describe them, because
at the low—scale of the hadronization, it is not possible to distinguish between the different partons
in a hadron.

In the perturbative regime, a partonic level cross—section of a specific process is given by:

_[1 2
a_/fx/\/l] X d¢ (1.6)

where ¢ is the partonic cross—section, f is the incoming particle flux, M is the matrix element
computed by Feynman rules and d¢ is the phase—space volume integration variable.

!

q q

Figure 1.3: Leading—order Feynman Diagram for the q§ — qg process.

The matrix element M describes the physics involved which can be visualised with Feynman
diagrams. In figure 1.3 the leading order q¢ — ¢ process is presented. However, higher order
corrections such as loops, and real and virtual corrections have to be taken in account. These
additional contributions cause ultraviolet and infrared divergences because of the small-angle
and soft radiation.

There are several regularization methods to cure the ultraviolet divergences that come from
virtual and loop diagrams. Omne of the common approaches is the dimensional regularization.
Each loop or virtual correction contributes with a term proportional to the strong coupling
as = gs/4m. As each propagator of a loop or correction can contain loops or additional virtual
corrections inside, diagrams in all orders of ag contribute. The resulting expressions have a
finite and a divergent part. In each order of as a counter term needs to be added to the
Lagrangian to cancel the divergent parts, in a process called renormalization. The different
renormalization methods differ in the choices of the arbitrary counter terms, which are specific
for each application.

The result of a calculation using regularization depends on an arbitrary scale parameter p,
the renormalization scale. As a consequence, the strong coupling and quark masses become
dependent on u, but also any observable computed in all orders of «; is independent on . Thus,
renormalization accounts for effects at very small distances and by adjusting for example as(u) it
is possible to remove physics happening at time scales ¢t < 1/u from the calculation. Therefore,
the physical effects at scales smaller than 1/p are resummed.

1.3.1 Running Coupling

The renormalization group equation describes the dependence of the parameters influenced by
the renormalization on u and permits to compute the evolution of any parameter to a particular
order. The dependence of o can be expressed as:
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2 das(Q%) _ 2%y _ 2 2
Q T Blas(Q%)) = —ai(Bo + fras + Paas + ...), (1.7)
where for p the virtuality Q% = k% /(1 — z) is used. The Taylor expansion coefficients 3; are
used to derive a,(Q?) in pertubation theory up to a specified order. The value of a; and its
corrections in a given order are obtained by solving the renormalization group equation.
Using Agcp as the reference scale, which is the scale where pertubative QCD breaks down, by
setting the bonduary condition as(Agep) = oo, the NLO (INext-to-Leading Order) expression
for ay is:

o 1 (0 Pilogw(@) B oy 1)? 5
(@) = T @ (1 20(QY) —i-ﬂéw(QQ)[(log(w(Q ) > D (1.8)

where w(Q?) = log(QQ/AéCD).
The values of ag can only be obtained from data, while the evolution can be computed
analytically. At LO (Leading Order), the running coupling as(Q?) can be defined as:

_ O‘S(Qg)
1+ Boas(QF) 10g(Q%/QF)’

where Q(Q) is the reference scale to derive the values at other scales. Usually, M% is used as
reference value.

QS(QQ)

(1.9)

Often, the scale in o is chosen to be the virtuality Q2 of the process of interest. If 8y > 0,
as in the case of six flavours, a,s(Q?) increases as Q? decreases. As a smaller Q? corresponds to a
larger distance, «; increases with the distance of two coloured particles. This leads to the above
defined confinement, in which free colour charges cannot be observed with a distance greater
than 1/Agcp due to the increasing force between them.

1.3.2 Higher—Order Corrections

In dimensional regularization, as the gluons are massless, in the case of virtual and real
corrections, there is the possibility of soft emissions, in which the gluon may have a vanishing
energy Fy — 0. In addition, for real emissions the possibility of collinear contributions exists, in
which the angle between the emitter and the gluon is very close to 0. Computing the diagrams for
a certain order reveal infrared divergencies both on real and virtual parts. The divergencies cancel
if both the real and the virtual contributions are taken in account. The order of the calculation
of an observable is given by the inclusion of all diagrams with real and virtual corrections up to
that order in o.

1.4 Factorization

The factorization theorem [23] states that the cross—section for a particular process can be
reformulated as a convolution of the partonic cross—section with the parton density function. For
a generic process, this theorem can be translated into:

o(s,T)

oo($)

= fu® 6" ® f= //dwldmz fa(1,Q) 6% (x1297, 5(Q)) folz2, Q) (1.10)
a,b

where s is center—of-mass energy squared, while 1 and x5 are the momentum fraction of
the incoming partons. The scaling variable for the physical process is 7 = Q?/s, f,5(z,Q) are
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parton distributions and 5% (7, a5(Q)) is the corresponding cross-section for scattering of the two
partons (a,b) at partonic center—of-mass energy squared equal to s = x1x2s . In this formula,
all the factorization scales (u) are equal to the physical large scale Q.

While investigating higher—order corrections in hadron-hadron collisions, one finds that in-
frared divergencies are not cancelled by the virtual corrections. The collinear gluon emissions,
discussed in the previous section, come from a quark which is almost on its mass shell. These
low—virtuality quarks are able to travel a long distance without any emission. Such emissions are
not considered to be part of the hard interaction, but rather part of the incoming or outgoing
radiation and thus treated separately.

In a complete a; calculation, including all diagrams, up to a certain order, only the collinear
emissions are not cancelled by the counter terms. The idea of factorization is to distinguish
between the long distance physics, coming from almost real particles, and short distance, such
as hard processes.

1.4.1 PDFs

One needs to define PDFs (Parton Density Functions) in order to include the long distance
effects, and thus, absorb the divergent part of the collinear emissions. As there is some arbitari-
ness in the choice of the constant terms of the PDF, consequence of the different regularization
schemes, one needs to introduce pp, the factorization scale, which separates between small and
long distance physics. Very often, the regularization and the factorization scale are chosen to
be the same. The PDF depends on regularization scheme and on the factorization scale. The
parton splittings are dependent on the fraction z of the total momentum of the hadron.

One can look at the emission factor in the cross-section for two partons coming from a

collinear splitting as a function of the relative transverse momentum, pr (see definition section
2.3.1):

S

2 d 2 2
as(pf) / Pt _ 0slpd) ) <32> (1.11)
2 b1 27 HE

1

where /s is the center—of-mass energy. Using this form, the the low—pr contribution is
factorized into the PDF.

H1 and ZEUS HERA I+II PDF Fit with Jets

-
= 2 g
Q=10 GeV ]
£
i — HERAPDFLS (prel.) =
0.3 free o (M )
I exp. uncert.
l:l model uncert. xu,

[ parametrization uncert.

HERAPDF Structure Function Working Group

Figure 1.4: HERAPDF 1.6 PDFs obtained from the analysis of the ZEUS and H1 combined data
at Q% = 10 GeV and as(Myz) [24].
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In practice, the PDFs are determined from data and used in the calculations as a set of
values, dependent on z, Q2 and parton flavour. There are different sets of PDF values available,
obtained with distinct approximations and data samples, such as HERAPDF [25], CTEQ [26]
and MSTW [27]. One example of such sets is presented in figure 1.4, which shows the parton
density for different types of partons as function of z.

1.5 Evolution Equations

The parton evolution equations give the dominant contributions for the parton radiation.
This is later modeled by the parton showers. There are several approaches, depending on the
assumptions and on the evolution variable: DGLAP [29-33], BFKL [34-36] and CCFM [37-40].
The first two, which are schematized in figure 1.5, are discussed in this section.

‘x saéuratmn ,’/
‘ region
N
E e
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®
& DGLAP =
@
& °
log (0°)

Figure 1.5: Diagram of the parton evolution equations |28|.

1.5.1 DGLAP

The DGLAP evolution scheme is named after its authors (Dokshitzer, Gibov, Lipatov,
Altarelli and Parisi) [29-33]. In the DGLAP scheme, the parton densities are evolved in the
variable Q% = k:?p /(1 — ), and only Feynman diagrams that give leading contributions in Q2 or
log(Q?) are taken in to account. The DGLAP approximations is valid when log(Q?) > log(1/z).

As seen in figure 1.5, the parton density functions evolve in Q?:

Zf;(gg t :Oés Z/dx w t z/]( ) (1.12)

where the sum is over all parton types j that the parton i can branch to. f;(2/,t) is the PDF
of the flavour 7 carring a fraction 2’ of the original momentum at a given scale t. Every parton
j has a probability P;/;(77) of originating from a parton of type i, where z is the fraction of the
proton momentum carried by the parton .

The plus distribution, denoted with the index + is defined so that its integral with any
sufficient smooth distribution is:

0/1 1f—x O/lf 1~ dx (1.13)

and
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1 1
(1—x)+:1—x for 0<z <L (1.14)

In the DGLAP scheme, the splitting functions P;;(=7) are:

Pyy(2) zg {(11126)1 + 25(1 - x)], (1.152)
P,,() :é[gﬁ + (-2, (1.15h)
Pyala) =5[], (1.150)
Pyy() _6[(1fx)++ 1;:[: —i—x(l—a:)} +5(1—x)[33g"f,} (1.15d)
where ny = 6 is the number of flavours and the §(1 — x) term arises from the virtual

corrections. By imposing that the sum rules are not dependent on Q?, the (1 — x) term can be
fixed with:

1

/Pq/q(:p)dx =0. (1.16)

0

In the LLA (Leading Logarithmic Approximation), terms of the form o log(Q?) are typical
results of the DGLAP evolution integrations. A DGLAP evolution to order n in oy may be con-
sidered a summation over a ladder of n consecutive parton branchings, in which the propagating
partons are strongly ordered in virtuality. This virtuality can be expressed as:

Q% = k’%. (1.17)
1—x

For small values of z, a strong ordering in virtuality is also a strong ordering in transverse
momentum squared:

K < kh <. <K <KD (1.18)

in which, the parent parton n carries a much larger transverse momentum than the originated
parton n — 1, having all parton transverse momenta virtualities limited below a fixed value Q2.
The o, log(Q?) terms represent the contribution from the parton splitting diagrams in which
the partons are strongly ordered in transverse momentum squared, k:%, with respect to the polar
angle to the scattering.

1.5.2 BFKL

The BFKL evolution equations are named after their authors (Balitsky, Fadin, Kuraev and
Lipatov) [34-36]. Unlike the DGLAP approach, no requirement on strong ordering in virtuality
is made within the BFKL scheme. The evolution is made in x or log(i), as can be seen in figure
1.5, for a ladder of partons strongly ordered in fractional momentum z;:

To > T1 > > T D Ty (1.19)

At LLA, the BFKL equations are expected to contribute mainly in evolution at low x and
are valid for the region log(1/z) > log(Q?).
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The BFKL evolution equation has the form:

df (z, kr)
dlog(%)
where k7 is the transverse momentum of the parent parton in a given splitting, while k7. is

the transverse momentum of its originated parton. K (k%, kég) is the splitting operator or kernel.
The function f(z,k%) is the unintegrated gluon density:

— [ apR KD 0), (1.20)

2

2
gl Q) = [ G Fla ) (1.21)

0

in which, g(z, @?) is the gluon density of the proton.

A random walk (see subsection 3.1.2) may lead to a diffusion of the ladder into the infrared
region. As no limits are set on the possible energy of the emissions in the LLA evolution, energy
conservation could be violated.

1.6 Hadronization

Hadronization is a process which transforms the coloured partons into colour—singlet hadrons.
The transition happens at the hadronization scale, up, which has a construction similar to the
infrared cut of the parton showers. The two hadronization models more widely used are the
String Model and the Cluster Model, which are briefly discussed in this section.

1.6.1 The String Model

At distances greater than one femtometer, the potential of the colour—dipole field between
a charge and an anti—charge grows linearly with the separation of the charges. Such a property
is called linear confinement and is the inspiration for the string model of hadronization [41,42].
From that family of hadronization models, the most widely used is the Lund Model [43].

Consider a colour—connected quark and anti—quark pair, coming from the parton shower, with
no intermediary gluons. As the partons move apart, linear confinement implies that a potential
V(r) = kr is reached for large distances r. As the string connecting the parton stretches, the
potential energy between the pair increases. The non—perturbative creation of an additional
quark anti-quark pair can break the string, thus converting this potential energy into particles.
This is illustrated in figure 1.6.
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®_ - = - @
e —

Figure 1.6: Tllustration of string breaking by pair production in the string model.

time

In this model, the gluons are represented as kinks and build a transverse structure. The soft
gluons are smoothly absorbed into the string. Gluons have one string on each side, increasing
their relative energy loss by a factor of two. In the Lund Model, the string breaks are generated,
starting with the leading outermost hadrons, containing the endpoint quarks. The iteration is
done inwards, towards the center of the string, alternating randomly between the left and right
side. In each step, a single on—shell hadron is produced, which then can decay.
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1.6.2 The Cluster Model

The Cluster Model is based on the preconfinement effect [44,45]. It was observed that
the colour structure of a perturbative QCD shower at any scale pg is such that colour—singlet
subsystems of partons occur with a universal invariant mass distribution which only depends on
po and Agep and not on the starting scale p, when p > po > Agep. This mass distribution is
power—supressed at large masses. The HERWIG and HERWIG ++ generators use a cluster model
for hadronization [46] based on this effect [47,48].

In the model, in addition to preconfinement, all gluons are forced to split into quark anti—
quark pairs at the end of the parton shower. Comparing with the string model, this is equivalent
to treating the gluons as seeds for string breaks rather than kinks. After the splitting, a new set
of low mass colour—singlet quark plus anti—quark clusters is obtained.

If these clusters have an energy above the cutoff, they are forced to sequential cluster breakups
along an axis defined by the constituent partons of the original cluster, until all clusters fall below
the cutoff value. Then, all clusters are allowed to decay, starting with the lower masses.

1.7 The Underlying Event

One important characteristic of the pp collisions is the UE (Underlying Event). The UE
is everything present in the event except the particles stemming from the hardest interaction.
At hadron colliders, the main contributions are: pile—up, multiparton interactions, beam-beam
remnants and initial- and final-state radiation. A schematic view is presented in figure 1.7.
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Figure 1.7: Underlying event in a hard scattering. Beam remnants are represented in black. The
initial- and final-state radiation is represented in purple [59].

In figure 1.8, a schematic view of the MPI effect (MultiParton Interaction) [60] is shown,
which happens when there is more than one partonic interaction in an event. Usually, the extra
interaction is softer, characterized by low pr values, but it mixes with the final products of the
hard scattering. MPI is invoked to explain the cross—sections of multi-jet production or the
survival probability of large rapidity gaps in hard diffraction and event generators require it to
sucessfully describe the UE at low pr.

Pile—up takes place when more than a pair of protons collide. The number of pile—up collisions
in an event is the number of proton pairs which have collided minus one, assuming that at least
one pair collided. These extra collisions may yield also hard scattering products. A good tracker
is required to separate the various collisions, by measuring the position of each of them with
precision. The Pile—up is fundamentally different from the MPI, as the MPI is due to multiple
interactions between the partons of the same proton and pile-up collisions are extra events
happening in the same bunch crossing.
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Multiple Parton Interactions /outgoing Parton

Proton AntiProton

Underlying Event Upderlying Event

Outgoing Parton

Figure 1.8: Multiparton interaction. The hard scattering is represented in red and the MPI in
green |59].

After a scattering, the remaining quarks and gluons, coming from the colliding hadrons, will
fly mostly towards the forward direction, the original beam direction, creating beam remnants,
which carry the remaining energy of the colliding particles.

The initial- and final-state radiation will interfere with the hard scattering products by
adding softer particles to the event.

Very often, the UE in hadron collisions is just a background and a nuissance, but it is still
necessary to understand it properly to be able to measure the processes under study with a good
level of precision.

1.8 Jets

Jet algorithms are tools to combine the large number of particles coming from hadronic final
states into a smaller number of jets, making the analysis of the data easier. A jet is a highly
collimated bunch of particles, which in many cases can even be identified in a visual inspection of
the event. To make a comparison between experiments and also with theoretical models easier,
algorithms were developed to make sure that equivalent quantities were compared. Thus, the
jet algorithm aims to define quantities which have a relation with the parton level, by doing the
inverse process from the parton shower. More detailed reviews on jetography in pp collisions can
be found in [49,50].

1.8.1 Algorithm Requirements

A jet algorithm should satisfy the following requirements [51]:

e Infrared and collinear safety: the result should not change if the original particle radiates
a soft particle or if it splits into two collinear particles.

e Correspondence between the direction and energy of the original parton and the final jet.
e Small hadronization corrections and experimental uncertainties.

e Suppression of beam remnants contribution.

e Small experimental uncertainties.

e Simple to use both in experimental and theoretical analyses without any further modifica-
tions.

There are two main classes of jet algorithms: cone algorithms and sequential recombination
algorithms.
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1.8.2 Cone Algorithms

Cone algorithms were used for a long time at hadron colliders. Most of the iteractive cone
algorithms start with some seed particle ¢, sum the momenta of all particles j within a cone of
opening angle R, typically defined in terms of rapidity and azimuthal angle. The vectorial sum
of all the j components is used as new seed and the process is repeated until the cone is stable.
Then, if the resulting pr is above a certain threshold, the sum of the elements j are considered
a jet.

The variants of the cone algorithm differ in the set of seeds used and in the manner in
which they ensure a one-to—one correspendence between particles to jets, as two cones may
overlap. The use of seed particles is not compatible with infrared and collinear safety, causing
problems with higher—order, and sometimes even leading—order, QCD calculations, in particular
in multi-jet events. The cone algorithm jets are also prone to large non—pertubative corrections
and instabilities. Thus, they are no longer recommendend, except for the seedless alternative:
SISCone [52].

1.8.3 Sequential Recombination Algorithms

Sequential recombination algorithms were used in ete™ and ep experiments and are used at
the LHC. In this type of algorithms one needs to define a distance between a pair of particles

1,7:
(2P 12D\ A2
min(k;, k;tj)Aij
dij = 2 , (1.22)
where A?j is the distance in the rapidity—azimuthal plane, k; is the transverse momentum
and R a free parameter. A “beam” distance is also defined as:

dip = k;". (1.23)

The smallest d;; and d;p are identified. If it is a d;;, the particles ¢ and j are merged into a
new pseudo—particle. If the smallest distance is d;p, then ¢ is considered a jet and removed from
the list of particles. This process is repeated until all particles are part of a jet. As in the cone
algorithms, only jets above a certain threshold are considered. The parameter p determines the
type of algorithm:

e The inclusive k; algorithm uses p = 1 [53-56];
e The Cambridge-Aachen algorithm sets p = 0 [57,58];

e The anti-k; algorithm is defined by p = —1 [65].

All these variants are infrared and collinear safe. While the two first ones lead to irregular jet
shapes, the third gives cone-like boundaries. Thus, the anti—k; algorithm became the standard
choice in the LHC experiments.

1.9 Azimuthal Correlations

The azimuthal dijet correlations are measured in this thesis. These correlations can be
observed as the azimuthal angle difference A¢p = |djer1 — Pjer2|. One jet is required to be in
the central region of the detector and one in the forward region. The measurement of forward
jets provides an important testing ground for QCD predictions of the Standard Model in the
low-x region. The LHC can reach Q? and z values previously inaccessible to HERA [79], as



1.9. AZIMUTHAL CORRELATIONS 23

Q? (GeV))

2
M=
—
=)

2,

10°

10*

T av'atron 7 I

LG S HERKYp

10°E

qo2lrpidiy=5 4 2 0/ 2 A 4§

10 HERA DIS

Fixed Target
\I\Iill\ll\l\\l\l L1l

1
-7 -6 -5 -4 -3 -2 -1 0
It::g1 n()()

Figure 1.9: Kinematic phase—space accessible to fixed target, HERA, TEVATRON, LHC and
fixed target experiments [80].

displayed in figure 1.9. To access the low—x region one must look at high pseudo—rapidity, which
is equivalent to the forward region of the detector.

The central-forward dijets are an excellent probe for the parton ladder [61-64]. The multi-
parton mechanism shifts a significant amount of gluon emisions to larger values of z, thus it can be
distinguighed from a ladder with many emissions, which can display low—x effects. The azimuthal
correlation, A¢ is sensitive to the kp of the interacting parton. kp comes from the parton
evolution and can be different depending on k7 ordered or unordered cascade, and especially at
small A¢, one expects to see effects of large kp.

Azimuthal correlations in the central region of the detector are originated by high—x gluon
processes, which are not sensitive to BFKL or CCFM effects. Forward jets are mostly originated
from quark ladders and central jet from gluon ladders. Mueller—Navelet jets are a pair of jets,
over a certain threshold, with largest rapidity separation. These Mueller-Navelet pairs can either
originate from gluon, quark or mixed ladders, while the central jets come mostly from gluons.
The effects from the parton cascade might be more clearly observed in the central and forward
case, because there is a jet from a quark ladder and another form a gluon ladder, thus, both low
and high—x scales can be probed simultaneously.

Farlier measurements of the azimuthal correlations in the central region of the detector have
been preformed at the Tevatron [66] and by both the ATLAS [67] and the CMS [68] collaborations
at the LHC.

At CMS, dijet azimuthal correlations over large dijet rapidity separations and for different
pr regions have been measured [68]. In general, the measured distributions are found to be well
described by commonly-used DGLAP-based event generators and also by next-to-leading order
QCD calculations, with the exception of the region of small values of dijet azimuthal difference
A¢gijet, which is dominated by events with many jets in the final state. Mueller-Navelet jets
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have been measured in several regions of the pseudo-rapidity [69], in which the DGLAP-based
generators performed much better than the CCFM- or BFKIL—based ones. The cross—section
dijet ratio at large pseudo-rapidity separation Ang;jer = |1jet1 —1jer2| has also been measured [70].
It was also found that the DGLAP-based event generators were able to describe the data. A
review these of measurements can be found at [71].

At the TeV scale, jet rapidity and jet transverse momenta are well described by NLO cal-
culations in perturbative QCD using the DGLAP approach and collinear factorization. When
the collision energy +/s is considerably larger than the hard scattering scale given by the jet
transverse momentum, pr, calculations in perturbative QCD require a resummation of large
log(1/x) terms. This leads to the prediction of new dynamic effects, expected to be described
by Balitsky-Fadin-Kuraev-Lipatov (BFKL) evolution and k7 factorization [72-74]. An effective
theory has been developed which describes strong interactions in this kinematic domain [75].
This description is particularly useful in events with several jets with large rapidity separation,
which are not well described by DGLAP predictions.
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Figure 1.10: Central and forward jet py spectra at /s = 7 TeV measured with CMS [76].

This thesis focuses on a study of dijets which can have a large separation in pseudo-rapidity.
In figure 1.10, an earlier CMS measurement of jet pr spectra of such events is presented [76]. The
advantage of this experimental setup is that the sensitivity to the details of the parton radiation
along the parton ladder is maximised and that, consequently, different parton evolution schemes,
such as BFKL and CCFM, might be experimentally confirmed or rejected. This is especially true
for studies of the dijet decorrelation differentially in the pseudorapidity separation of the jets.
The azimuthal correlation is expected to vary with the different pseudo-rapidity separations,
showing an increased decorrelation as the central and forward jet are more apart and allow
more phase—space for extra radiation. These decorrelations allow to test the general properties
of models in a more or less well understood phase-space (small dijet separation) and then to
look for effects of increasingly long parton ladders and many more possible emissions, which
could reveal discrepancies between the different parton evolution approaches. Therefore, the
measurement of the azimuthal correlation is done inclusively and also differentially in different
pseudo-rapidity separations of the two jets constituting the dijet system.

More detailed studies of the hadronic final state, other than just dijet azimuthal correlations,
might shed additional light on the emission dynamics along the parton ladder. One example are
studies of the additional jet activity in the events. Measuring a hard emission between the two
leading jets or outside them would allow the influence of such radiation on the dijet correlation
to be investigated. The pr and the pseudo-rapidity of these jets can also be measured. These
observables are expected to exhibit additional sensitivity to different parton shower algorithms
and to other QCD features like colour coherence effects or non-global observables [77,78].



Chapter 2

The LHC and the CMS Detector

The LHC (Large Hadron Collider) [81-84] is the only particle accelerator in operation which
is able to explore the physics at the TeV scale. It is the machine that was used to produce the
data for this high energy physics measurement.

In this chapter, the LHC machine and the LHC experiments are described, with special
emphasis on the CMS (Compact Muon Solenoid) [85-87| detector. In section 2.1, the technical
details of the LHC are described and a summary of its operational history is given. A brief
introduction on the LHC experiments is given in section 2.2. A detailed overview of the CMS
detector is presented in section 2.3, where the components relevant for this analysis are described.

At the LHC, the particles do not travel in a continuous beam, but rather form groups, called
bunches, which collide with a frequency f. When discussing collider physics, one must first define
the instantaneous luminosity L:

ninaz

L=f (2.1)

dmogoy’

where n; and ny are the number of particles in the two colliding bunches, respectively.
The root—-mean—square of the transverse beam sizes in the horizontal and vertical directions is
characterized by o, and o,.

The number of delivered events, IV, is the product of the cross-section o and the integral in
time over the instantaneous luminosity £, called integrated luminosity:

N:ax/ﬁdt (2.2)

Therefore, the number of collected events depends on the physical process, machine param-
eters and time. The luminosity is commonly measured in barns: 1 barn = 10728 m~2.

2.1 The LHC machine

CERN (European Organization for Nuclear Research, also known as Conseil Européen pour
la Recherche Nucléaire), hosts the LHC. The LHC is used to accelerate and collide both protons
and heavy ions at energy and luminosity frontiers. It has been assembled between 2000 and 2008
in the same tunnel as the former LEP (Large Electron Positron) collider [88], built between 1984
and 1989. LEP has been in operation between 1989 and 2000 and the tunnel is located near to
the Swiss—French border. The tunnel has a lenght of 26,659 km, a inside diameter of 3.8 m and
is located between 45 and 170 m below the surface.

The protons for the collisions are supplied from electron—stripped hydrogen atoms and are
accelerated by a chain of accelerators before they are injected into the LHC (see figure 2.1):

e in the LINAC 2 (Linear Accelerator), the protons are accelerated to 50 MeV;

25
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Figure 2.1: A schematic view of the CERN accelerator complex in 2008. Below each machine the
name and year of completion is written. In case of circular accelerators the diameter is given [89].

e in the PSB (Proton Synchrotron Booster), the protons are accelerated from 50 MeV to
1.4 GeV;

e in the PS (Proton Synchrotron), the protons are accelerated from 1.4 to 26 GeV;

e in the SPS (Super Proton Synchrotron), the protons are accelerated from 26 to 450 GeV.

When LHC collides ions, they are supplied by the Linac 3, accelerated in the LEIR (Low
Energy Ion Ring) and passed directly to PS.

The particles in both beams travel inside separate pipes. Nevertheless, both beam pipes are
embedded in the same magnets, a decision that was made to save both space and construction
costs. The beams cross at four interaction points, IP 1,2,5 and 8, where the large experiments are
located: ATLAS, ALICE, CMS and LHCb. To prevent unwanted scattering, the beam pipes are
kept at a vacuum of about 107'° mbar. The energy of the protons is increased by 485 keV per turn
by the RF (Radio Frequency) cavities. Given that the protons travel almost at the speed of light,
the frequency of revolution is about 11 kHz. In addition to the RF cavities, 1232 NbTi (Niobium-
titanium) superconducting dipole magnets, cooled by super—fluid Helium II at 1.9 K, keep the
protons in the correct trajectory. The task of keeping the beam focused is performed by 392
quadrupole magnets. Finally, at the crossing points, there are specific sextupoles and octopoles
which steer and decrease the beam size in order to increase the probability of interaction. A
summary of the LHC design parameters is presented in table 2.1.

The LHC can also collide lead ions up to a center of mass energy of 5.5 TeV or protons with
heavy ions at /s = 5 TeV. The original schedule predicts that the LHC should run for about 10
years. Plans to upgrade both the luminosity up to 103> cm=2 s=! (HL-LHC - High Luminosity
LHC) [92,93] and then later the energy up to 33 TeV (HE-LHC - High Energy LHC) [94] are
under study. These upgrades are planned to take place in 2022, when the second LHC phase is
over. The schematic view of the plan can be seen in figure 2.2.



2.1. THE LHC MACHINE 27

Characteristic Design Achieved in 2010 [91]
Center—of—mass energy for pp collisions 14 TeV 7 TeV
Nominal magnetic field 833 T ~ 455 T
Instantaneous luminosity 103 em=2 g1 1032 cm =2 7!
Number of bunches in the ring 2808 1326

Bunch crossing rate 40 MHz 20 MHz
Protons per bunch 1.15. 10! 7. 100

Table 2.1: LHC design parameters
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Figure 2.2: Schematic view of the HL-LHC long shutdown plan [95].

Every beam pair injected to the LHC, is called a fill. If beams are stable and the detector
functional, data are taken. A period of data collection with similar detector conditions and
without interruption is called run. The runs are divided in lums sections, which typically last a
few seconds.

2.1.1 Operational history

During the beam commissioning, on September 10th 2008, a defect in the superconducting
connection between magnets led to a break of the liquid helium containment [90]. The incident
caused a sudden expansion of a large volume of helium producing extensive damage to the
machine. The repairing and prevention against further accidents took around a year to be
completed, consequently delaying the physics program for several months.

The first pp collisions after the accident happened in November 2009 at a center—of-mass
energy of /s = 900 GeV. Later in that year, the center—of-mass energy was raised to 2.36 TeV,
breaking the world record on the center—of-mass energy for hadron colliders, previously held by
the Tevatron.

In March 2010, the LHC set again a world record by reaching a center—of-mass energy of
/s = 7 TeV. The design center—of-mass energy was not achieved because there was not enough
confidence on the quenching protection system designed, which perhaps could not be able to
prevent damage in the machine if the magnets would loose their superconducting properties.
During that year the LHC delivered around 0.045 fb~!, as presented in figure 2.3-left, of pp
collisions at a bunch crossing rate of 50 ns. Also, it delivered a total integrated luminosity of
about 9 ub~! in PbPb at /s = 2.76 TeV per nucleon, as shown in figure 2.3-right.

The instantaneous luminosity was further increased in 2011, achieving another world record
on April 21st 2011 with a value of 4.67 x1032 cm™2 s~!. The total luminosity delivered in that
year was around 6 fb~!, as presented in figure 2.4-left, in pp collisions and near to 160 ub~! in
PbPb, as shown in figure 2.4-right.

The center—of-mass energy was further increased in March 2012 to /s = 8 TeV. The risk
for the machine was carefully evaluated before and weighted against the gain in luminosity and
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Figure 2.3: Luminosity delivered by LHC to its experiments in 2010. Delivered integrated
luminosity as function of time for proton—proton colisions at /s = 7 TeV (left) [96] and Pb—Pb
collisions at /s = 2.76 TeV (right) [97].
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Figure 2.4: Luminosity delivered by LHC to its experiments in 2011. Delivered integrated
luminosity as function of time for proton—proton colisions at /s = 7 TeV (left) [98] and Pb—Pb
collisions at /s = 2.76 TeV (right) [99].
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physics reach potential. The machine has operated at that energy since then, steadily increasing
the delivered luminosity. In 2012, the LHC was able to provide around 23.3 fb~!, as presented
in figure 2.5-left, to both ATLAS and CMS (see section 2.2).
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Figure 2.5: Luminosity delivered by LHC to its experiments in 2012 and 2013. Delivered in-
tegrated luminosity as function of time for proton—proton colisions at /s = 8 TeV in 2012
(left) [100] and p—Pb collisions at /s = 5.02 TeV per nucleon in 2013 (right) [101].

In January 2013, there was a pPb run at an energy of 5.02 TeV per nucleon. Around 31.7
nb~! of data were delivered and CMS was able to collect 31.1 nb ~!, as shown in figure 2.5-right.
There was also a pp run at /s = 2.76 TeV in which 5.4 pb~! were collected.

After the end of Run 1, the data collection period from 2009 to 2013, the machine is going
through a shut down period which started at March 2013 up to April of 2015. Among other
improvements, the quench protection system will be upgraded, allowing to run at the design
center—of—mass energy. The experiments will use this technical stop for maintenance and upgrade
work.

2.2 LHC experiments

To investigate the physics at the TeV scale, several LHC experiments were designed to acom-
plish distinct tasks in different fields of particle physics. The main goal of the LHC experiments
are the search for the Higgs boson and for new physics beyond the Standard Model, while im-
proving the measurements of Standard Model processes.

As can be seen in figure 2.6, the LHC experiments are located in four of the eight straight
sections of the tunnel, which have a length of aproximately 530m. The remaining sections are
used by the LHC team for beam-maintenance related tasks such as beam acceleration, cleaning,
injection and dumping [102].

For the two larger experiments, new caverns had to be excavated. The two larger experiments
are 47 hermetic multi-purpose detectors: CMS, installed in Point 5, and Atlas (A Toroidal LHC
ApparatuS) [103-105], located at Point 1. Both of them are based on the same general “onion—
like” concept of consecutive layers of subdetector systems: the tracker, the calorimeters and the
muon detectors. They are multi—purpose detectors, specialized for the search of the Higgs boson
and any new physics, such as SUSY (Super Symmetry), and other exotic processes.

The CMS detector will be discussed in detail in section 2.3.
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Overall view of the LHC experiments.

Figure 2.6: Schematic view of the LHC machine and its main experiments. ATLAS is located at
Point 1, ALICE at Point 2, CMS at Point 5 and LHCD in Point 8 [102].

ATLAS is the largest multi—purpose particle detector of the world, having a length of 44 m
and a diameter of 25 m. The magnetic field is created by toroid magnets (0.5 to 1 T) for the
muon spectrometer and a small solenoid (2T) for the tracker. ATLAS has a high—granularity
liquid Argon sampling electromagnetic calorimeter and a tile hadronic calorimeter. ATLAS
has a better energy resolution in hadronic calorimenter and a worse momentum resulution of
the charged tracks compared to CMS. However, the final performance for most of the physics
analysis related objects such as muons, photons and jets is very similar, because the information
of different subdetectors is combined in the reconstruction (see section 3.4).

ALICE (A Large Ion Collider Experiment) [106,107] is located at Point 2, where previously
the LEP’s L3 [108] experiment was installed. It is an asymmetric detector focussed on heavy—
ion physics and it was built to investigate the quark gluon plasma, an exotic phase of matter
with very high energy density. In addition, ALICE is looking for the origin of confinement
and the mass—generation mechanism. To cope with the large particle multiplicities occurring in
PbPb collisions, ALICE has a silicon vertex detector, a TPC (Time Projection Chamber) and
a transition radiation detector. However, this design made the detector response very slow and
thus the TPC is not able to cope with the high event rates of the design luminosity for pp runs.
Thus, LHC delivers reduced luminosity at Point 2.

LHC-b (Large Hadron Collider beauty) [109,110] is an asymmetric detector assembled at
Point 8, the place once occupied by DELPHI [111]. Its main physics goal is to investigate CP vio-
lation and rare decays of B and D mesons, and thus trying to explain the large matter-antimatter
asymmetry in the universe. At the LHC center—of-mass energy, such mesons are predominatly
produced in the forward and backward directions. Given that, and due to economical constraints,
the spectrometer is a single arm, covering an angle between 10 and 250 mrad along the beam
line. Since the cross-section for production of bb pairs is at the order of ub, the experiment can
afford to run on lower luminosity to avoid pile-up, in a situation similar to ALICE.

The LHCT (Large Hadron Collider forward) [112,113] experiment consists of two very forward
imaging calorimeters made of tungsten plates, plastic scintillators and position—sensitive sensors
at 140 m from the interaction Point 1. The LHCf experiment aims to measure in the pseudo-
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rapidity range of n > 8.4. It is used to measure the luminosity provided by the LHC and to
measure forward particles in order to simulate cosmic rays in laboratory conditions.

The TOTEM (Total Elastic and diffractive cross-section Measurement) detector [114, 115]
consists of silicon—sensor several modules up to 220 m away from CMS. The pseudo-rapity range
is 3.1 < n < 6.5. TOTEM aims at measuring the total cross-section of elastic scattering and
diffractive processes.

2.3 The CMS detector

The Compact Muon Solenoid is located about 100 m underground. Built in a cylindrical
shape around the beampipe, which runs through the center of the detector, it is symmetric both
radially around the beam pipe and in the z—direction along the beampipe. CMS is 21.6 m long
and has a diameter of 14.6 m, weighting 12.5 ktons. CMS has been designed with special emphasis
on an excellent muon reconstruction, which are a clean probe on new physics, as mentioned in
the experiment’s name. The different CMS components are arranged in a layer—like structure.

Superconducting Solenoid
Silicon Tracker

Very-forward = Pixel Detector

Calorimeter

Preshower

Hadronic
Calorimeter

Electromgnetic
Calorimeter

Conipact Muon Solenoid

Detectors

Figure 2.7: Schematic view of the CMS detector with two human figures as scale. All major
components are labeled. The ZDC and CASTOR sub—detectors are not displayed in the figure
[116].

A schematic view of the detector and its components is presented in figure 2.7. The Inner
Tracking System (see subsection 2.3.3) surrounds the beampipe and includes the Vertex Detector
and the Silicon Strip Detector. The next two layers are the Electromagnetic and the Hadronic
Calorimeters (see subsection 2.3.4). All of these layers are installed within the superconducting
Solenoid (see subsection 2.3.2). Hadronic Outer Calorimeter and the Muon Tracking System are
located outside of the Solenoid. In addition, there are two hadronic endcaps calorimeters outside
the iron structure. The CMS detector can be separated into five disk—shaped segments, allowing
the inner parts of the detector to be accessed.
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2.3.1 Coordinate system

In this section, the coordinate system of CMS which is used through out this thesis is de-
scribed. The origin is at the interaction point at the center of the detector. The z—axis points
horizontally inwards to the center of the LHC ring, while the y—axis points upwards. The z—axis
points in counter—clockwise direction of the LHC. Cylindrical coordinates are commonly used.
The coordinate ¢ is defined as the angle in the z—y azimuthal plane, starting from the z—axis.
The coordinate 6 is defined as the angle to the z—axis. Finally, r is the transverse distance from
the z—axis.

In pp collisions, the initial momentum of the colliding partons is unknown but one can
measure that the incoming protons have very small transverse momentum when compared to its
total momentum. Therefore, variables which are Lorentz invariant under boosts along the beam
axis are used. The rapidity y is defined as:

1 E+p,
=21 2.
Y 20g<E—pz)’ (2:3)

where FE' is the particle’s energy and p, the momentum component in the z—direction. The

pseudo-rapidity 7 is defined as
0
n = —log [tan 3| (2.4)

In the relativistic limit, m = 0, one have n = y. The transverse projections are used to
quantify the momentum and energy. The transverse momentum pr is

pr = psin(9), (2.5)
where p is the momentum of the particle. The transverse energy Er is

E

(2.6)

2.3.2 Solenoid

A strong magnetic field, which is needed to enable high—precision measurements of the mo-
menta of high—energy particles, was a driving force behind the detector design [117], its impor-
tance even contributing to the name of the experiment (Compact Muon Solenoid).

Most of the calorimenters and all tracking detectors are located inside the superconducting
solenoid. The solenoid creates a homogeneous magnetic field of up to 3.8 T. The magnet is made
of 4 layers of stabilized and re-enforced NbTi conductor, having a cold mass of 220 tons. It
operates at 4.6 K and has a lenght of 12.5 m, a radius of 3 m and a thickness of 3.9 radiation
lengths, which makes it the largest magnetic coil ever built. At the full current of 19.14 kA it
stores an energy of 2.6 GJ or 11.6 KJ/kg, being both the highest energy stored and the highest
ratio of energy per cold mass when compared with other detector magnets. The field causes
mechanical deformations in the detector of about 0.15%.

Outside of the solenoid, the muon chambers and outer hadronic calorimeter see a 2 T field
of reversed polarity. This field is created by a 10 kt iron return yoke, which represents 80% of
the CMS mass. It is composed by 5 wheels (6000 t) and 2 endcaps (2000 t each) with 3 disks
each, having a diameter of 14 m and a length of 13 m.
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2.3.3 Inner Tracking System

A schematic overview of the Inner Tracker is presented in figure 2.8. It has a length of 5.8 m
and a diameter of 2.5 m, surrounding the interaction point. It is designed to provide a precise and
efficient measurement of the trajectories of charged particles. It is composed of a pixel detector
located between 4.4 ¢cm and 10.2 c¢cm in the radial direction from the beam axis and a silicon
strip detector located from 20 cm to 1.16 m. Both barrel systems are complemented by endcaps,
extending the acceptance up to |n| < 2.5.
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Figure 2.8: Schematic view of the Inner Tracking system of the CMS detector [87] with all of
its subsystems labeled. Each line represents a silicon or pixel or strip detector module. Double
lines indicate back-to-back modules which deliver stereo hits.

Charged—particle trajectories are bent due to the magnetic field. Their transverse momenta,
P, in case they are travelling with the speed of light, ¢, are given by:

pr = 0.3Bp, (2.7)

where pr is the transverse momentum in GeV, B is the magnetic field in Tesla and p is the
radius curvature in meters. The Inner Tracking System can measure the momentum of particles
with pp = 100 MeV [119] and achieves a relative pr resolution of up to 1.5% for tracks with
momenta of 100 GeV in the barrel area, decreasing with increasing 7, towards the forward region.
This subdetector also provides input to the high-level trigger algorithms.

Pixel Detector

The main goal of the Pixel Detector is to provide exact measurements of the starting point
of any charged track, which is required for an exact reconstruction of vertices and tracks. It
separates primary and secondary vertices, coming from short-lived particles, and due to this
function, it is sometimes called Vertex Detector. It can identify heavy—quark decays and is
useful for the suppression of pile-up events.

The Pixel Detector consists of the BPIX (Barrel PIXel) and FPIX (Forward PIXel) com-
ponents. The barrel has three layers of modules, called ladders, and the endcaps have two layers,
which are located at z ~ 35.5 cm and z ~ 46.5 cm form the interaction point. The detector
blades are rotated by 20° to compensate for particle deflection. The blades cover the pseudo—
rapidity range up to |n| < 2.4. Some tracks can not be measured for 2.4 < |n| < 2.5, as they do
not hit all the pixel layers.
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The silicon sensors are n—doped wafers on which p—doped pixels are made with the size of
100 pum x 150 ym and a thickness of 150 um. The hit rate density is 1 MHz/mm? at 4 cm from
the beam, requiring 66 million pixels to achieve a reasonable occupancy. The Pixel Detector is
divided into 1440 modules and the total area corresponds to 1 m?. The hit—position precision is
10 pm in r¢ and 15 pm in z for trajectories with at least 2 hits in different layers [118].

Silicon Strip Tracker

With 15148 silicon micro—chip modules, comprising a total of 9.3 million strips, the Silicon
Strip Detector aims to provide an additional momentum measurement of the produced particles
detected in the Pixel Detector. In contrast to pixels, which are point-like detectors, the strips
are line-like. The tracker endcaps extend its coverage up to |n| < 2.4 with a design overall
occupancy between 1 and 3%.

The tracker in the barrel area is composed of the TIB (Tracker Inner Barrel) and the TOB
(Tracker Other Barrel). The TIB consists of four layers of strip detectors, each strip with the
size of 10 cm x 80 pm and a thickness of 320 pm. The TOB consists of 6 layers, where the
strips have a size of 25 cm x 180 pum and thickness of 500 pm. The TIB has a hit—position
resolution of 230 pm, while TOB has a resolution of 530 pum. The first 2 layers in both tracker
barrels are mounted as stereo, meaning they are double-sided with a relative angle of 100 mrad
(5.3 degrees), allowing to measure also the z coordinate.

The tracker endcap is composed of the TID (Tracker Inner Disk) and the TEC (Tracker
EndCap). The TID has 3 layers on each side of the interaction point and a thickness of 320 pm,
while the TEC has 9 discs on each side of the interaction point, with a distance between 124
and 282 cm from the interaction point and a thickness of 500 pm. The hit—position resolution
depends on |n|, being in the same order of magnitude as for the pixel detector for |n| < 1.6 and
degrading as |n| increases.

2.3.4 Calorimeters

The purpose of a calorimeter is to measure particle energies by full absorption. In order
to perform a precision measurement, it is vital to absorb neutral particles, which could not be
detected in the tracker. In addition, the calorimeters allow carrying out a second and independent
measurement of charged particle energy.

When discussing calorimeters, one must first define the radiation length Xy, which is the
average distance an electron needs, in order to have radiated enough by bremsstrahlung, to
reduce its energy by a factor of 1/e. Also one needs to define the interaction length, A1, in which
the energy of a relativistic particle, due to nuclear interactions, is reduced by a factor of 1/e.

The CMS calorimetry main components are the ECAL (Electromagnetic CALorimeter) and
the HCAL (Hadronic CALorimeter). In the forward region CASTOR and ZDC (Zero Degree
Calorimeter) are located. The CMS calorimeters have a granular design to allow a position
measurement and a matching with the particles detected in the Tracking System.

Electromagnetic Calorimeter

A schematic overview of the Electromagnetic Calorimenter [120] is shown in figure 2.9. It is
composed of EB (ECAL Barrel) and EE (ECAL Endcap). The Electromagnetic Calorimeter was
built for precision energy measurements of photons and electrons, which create electromagnetic
showers inside the high—density material via emissions of Bremsstrahlung—photons and conversion
into eTe —pairs. It uses lead—tungstate crystals (PbWOQ,), summing up to 61200 units in EB and
7324 in EE. The PbWOy4 high—density and radiation-resistent crystal is also a fast calorimeter,
emitting 80% of its light in the range 420-430 nm within 25 ns.
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Figure 2.9: Longitudinal view of the positive x—y quarter of the CMS Electromagnetic Calorime-
ter [85].

The EB crystals have a radiation depth of 25.8 X, corresponding to a length of 23 cm. The
crystals are 2.2 cm x 2.2 cm, which translates into A¢ x An = 0.0175 x 0.0175. They are read
out by photomultipliers and cover a pseudo—rapidity up to |n| < 1.479.

The crystals in the EE have a length of 22 ¢cm, which corresponds to 24.7 Xy. Each crystal
has a size of 2.86 cm x 2.86 cm, corresponding to A¢ x An = 0.05 x 0.05 and is read out by
phototriodes. EE is located at z = +3.154 m and covers the absolute pseudo-rapidity between
1.453 and 3.0.

The Preshower Detector is located between the TEC and the EE, covering a pseudo-rapidity
range 1.653 < |n| < 2.6, with a total radiation depth of about 5 Xy. It consists of silicon strip
detectors behind disks of lead. It helps distinguish photons and electrons from minimal ionizing
particles, which have similar signatures, by starting and detecting the showering process of the
former.

The energy resolution of the ECAL can be parametrized as

E) (28+0. 124
o) _ (28£03) L 0120 o (2.8)

E VE E
where the values are derived from test beam results and simulation [86]. The first term re-
presents the stochastic term, the second describes the electronic noise, digitalization and pile—up,
while the third refers to the non—uniformity, energy leakage and errors in intercalibration. Hence,
ECAL measures unconverted photons with Er = 100 GeV with a relative energy resolution of

~0.5%.

Hadronic Calorimeter

The HCAL [121] aims to identify and measure the energy of hadronic particles and missing
transverse energy up to |n| = 5.2. A schematic view is presented in figure 2.10. Is is composed
of the HB (HCAL Barrel) and the HE (HCAL Endcap) inside the limited space between the
solenoid, and the HO (HCAL Other) and the HF (HCAL Forward) outside of the magnet.

Both HB and HE are composed of alternating layers of brass, an absorber material which is
non—magnetic and has a short hadronic radiation length, and plastic scintillators. Adding the
1.1 A\ radiation lengths of the ECAL, the HB has a depth between 5.82 and 10 \q, while the
HE has 10 A;. Each scintillator plate has a thickness of 3.7 mm, except for the first layer where
the thickness is 9 mm, and is connected by wavelength—shifting fibres to multi—channel hybrid
photodiodes.

The HB covers |n| < 1.4 and each crystal tower has a segmentation of A¢ x An = 0.087
x 0.087, adding up to a total of 2304 towers. It has 14 brass layers between 50.4 and 56.6 mm
thickness. Due to structural reasons, there are additional innermost and outermost layers made



36 CHAPTER 2. THE LHC AND THE CMS DETECTOR

m Lu py (]
= ) ] =)
2 s m o =
o n=11 \\11=1 3 3 =03 3 3
123% 3 S . p— : 7285 m
"' % ‘\ B020 m
1] \‘\ . m
s
I’ T
n=13 b s SEXSm
~ . \\\ y
z -l |z % % ~ *y
- ES
E‘\ = I = 4545 m
\-""\-\_ =
g | ZEOm
. =
T T T L““ 2050 m
15840 m
Cor—1 | 1310m
L]
T 0000 m
= -+ = o o =l d o w o (]
5 2E & & %3 o8 - 3
o (]
T
z g 3 3 3 3 3 3 =

Figure 2.10: A longitudinal view of a quadrant of CMS. The HCAL is represented in purple and
pink and labeled as HB, HF and VF. HB is the Hadronic Barrel and HF represents the Hadronic
Endcap, while VF represents the Hadronic Forward Calorimeter. The purple section on top of
coil 1 is Hadronic Outer Calorimeter.

of stainless steel with thicknesses of 4.0 and 7.5 cm. The HE covers 1.3 < || < 3.2, each tower
covers A¢ x An — 0.17 x 0.17. There are 18 layers, made from 7.9 cm of brass, followed by 0.9
cm thick scintillators. They add up to the same total of 2304 towers.

The HO is located between the solenoid and the muon system. It compensates for the lack
of radiation lengths in the central region, providing further containment of hadronic showers.
Along the z—direction, the HO is divided into eight central rings with two layers, which increases
the depth of hadronic section to 10 A1, adding to a total of 11.8 A;. The other rings, twelve on
each side, have just one layer.

The HF covers the pseudo—rapidity range 2.9 < |n| < 5.2 and it is located at z = 11.2 m, with
r between 12.5 and 130 cm. It is designed to withstand the large particle flux from the forward
direction, and therefore the design focussed on radiation hardness. The absorbing material is
steel, while the fibers are made from of quartz. The Cherenkov light emitted is detected by
photomultipliers. Half of the fibers go through the whole 165 cm depth of the detector, while the
other half starts only 22 cm away from the surface. This difference can be used to distinguish
between electromagnetic and hadronic showers, because the former would have been mostly
absorbed in the first part of the detector, while the latter are more likely to develop into the
second part.

The energy resolution for jets reconstructed with combined ECAL and HCAL information
in the central region of the detector can be parametrized as [86]:

o(E) 100

= —®4.5. 2.9

E VE 29
Thus, the energy resolution for jets with Ep = 50 GeV is less than 3% for |n| < 3.0. It

increases to around 5% for 3.0 < |n| < 5.2 [122].
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CASTOR

CASTOR (Centauro And Strange Object Research) is a quartz—tungsten sampling calorime-
ter. As can be seen from figure 2.11, it is located in the very forward region, installed at 14.38 m
from the interaction point, covering the pseudo-rapidity range -5.2 > n > -6.6.

Figure 2.11: CASTOR position relative to CMS [87].

CASTOR is divided into two halves, surrounding the beam pipe when closed. The detection
method and radiation—hardness design is very similar to the HF. However, in this case, tungsten
is the absorbing material. The electromagnetic (EM) section has two modules while the hadronic
(HAD) section has twelve modules, as shown in figure 2.12. Each module has five quartz plates
and five tungsten plates, and in the EM section the tungsten plates have a thicknesses of 5.0
mm and the quartz plates of 2.0 mm. In the HAD section the thickness are 10.0 mm and 4.0
mm, respectively. To maximize the Cherenkov light output, all plates are inclined by 45 degrees
with respect to the beam axis. The EM section is 20.1 X deep, while the HAD section has a
depth of 9.24 A1, adding up to a total of 10 A;. The detector has 16 segmentations in ¢, making
a total of 224 channels. The light produced in the quartz fibers is collected in light—guides and
measured by photomultipliers.

The parametrization CASTOR energy resolution can be obtained by replacing the constant
term by 1% and the stochastic term by ~50% in equation 2.9. The resolution of both the EM
and HAD sections were estimated using electrons, pions and muons in the GeV energy range. A
technical part of the thesis was carried out with CASTOR, details are given in appendix A.

2.3.5 Other detector components

The Muon System [123] is embedded into the return yoke of the solenoid and aims to deliver
a high—precision momentum measurement of minimal ionizing particles, such as muons. It is
composed of three different sub-detectors: DT (Drift Tube Chambers), CSC (Cathode Strip
Chambers) and RPC (Resistive Plate Chambers). The DT covers |n| < 1.2 and is filled with
a mixture of 85% COy and 15% Argon. The CSC is made of multiwire proportional chambers
covering a range of 0.9 < |n| < 2.4. The RPCs are made of parallel-plate detectors filled with
a gas mixture of 96% CoHoFy, 3.5% C4Hip and 0.3% SFg. The RPC is able to detect up to
In| = 1.6.
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Figure 2.12: A longitudinal view of CASTOR with its elements labeled [87].

There are two ZDC, one on each side of CMS, located at 140 m from the interaction point.
They cover the pseudo-rapidity |n| > 8.3 for neutral particles. They have two independent
sections: an electromagnetic and a hadronic. The design and materials are very similar to the
ones used by HF and CASTOR, with special emphasis on radiation hardness.

2.3.6 Luminosity measurement

For a precision measurement of the cross—section, the luminosity collected by CMS needs to
be very well known, as pointed out in equation 2.2. At CMS, the well-known rate of inelastic
proton—proton scattering is used to determine the luminosity [124], which is monitored using
three different methods: online, offline and Van der Meer scans.

The online method uses the HF in two modes: by estimating the rate from the average of
empty towers or by counting the average deposited transverse energy per tower, which has a
linear relation with the luminosity.

The offline method uses both HF and Tracking. The HF method counts events with energy
depositions which sum up to > Er > 1 GeV coinciding within 8 ns in both backward and forward
directions. The tracking method estimates the luminosity by counting the number of events with
at least 2 tracks coming from same vertex and close to the interaction point. Other methods
include TOTEM or the production rate of W and Z bosons.

Van der Meer [125] scans are performed to measure the beam profile, and thus, to estimate
the luminosity using equation 2.1.

2.3.7 'Trigger

The event rate at the LHC can be up to 40 MHz and there is a large number of read—out
channels which can yield a total event size of about 1 MegaByte, making it impossible to store
all events. Therefore, only the most interesting events can be recorded. With a crossing rate of
about 50 ns, the trigger has to decide quickly whether an event is worth to be saved. At CMS
the trigger is part of the DAQ (Data AQuisition) system [127]. With the trigger the event rate
can be reduced by six orders of magnitude. The DAQ consists of the detector electronics and
readout network.
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The trigger is divided in two steps: L1 (Level-1 Trigger) and HLT (High Level Trigger).

L1 Trigger

The L1 trigger [126] architecture is presented in figure 2.13. The L1 trigger is hardware—
based, being made up of FPGAs (Field Programmable Gate Array), ASICs (Application Specific
Integrated Circuit) and programable lookup tables. The main feature is speed: the L1 trigger
is located near the detector and is able to make a decision in up to 3.2 us, out of which 1 us is
due to computation and 2.2 us are due to cable latency.
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Figure 2.13: Architecture of Level-1 Trigger [87].

The granular readout information of the calorimeters and muon chambers are used to reduce
the event rate to 100 kHz, which corresponds to 100 GB/s. Using calorimeter signals, a fast
algorithm is used to reconstruct electrons, photons, jets and missing Fr, called trigger primitives.
Information from the Muon System and minimum ionizing signatures in the calorimeters is used
for muon reconstruction. The outputs from the global calorimeter trigger and the global muon
trigger are collected in the the global trigger, which makes the final decision. While the decision
is made, the information is pipelined, ready to be read and forwarded to HLT when the event is
accepted.

HLT

The HLT [127,128] is software-based and has the task to reduce the event rate from 10 kHz
to 100 Hz. It reads the whole detector information from front—end or interfacing electronics
to a computer farm, using zero supression, the skipping of null signals, and data compression
techniques to reduce the event size. The readout network collects informations of the subdetectors
in the Event Manager and the Event Builder merges them. The DAQ architecture is illustrated
in figure 2.14.

The Event Builder runs the HLT algorithms in the computer farm, comprising about 2500
CPUs, reconstructing and filtering the events using a specialized software. Each CPU in the farm
is an independent node and tries to reject the events as soon as possible, only including additional
information of the tracker and the full detector information when required. As the HLT is purely
software-implemented, it allows for easy changes and develops with the growing knowledge and
understanding of the detector. Each physics group has its own set of trigger paths, targeting
the specific objects and thresholds needed for their analyses. All accepted events, and a small
fraction of rejected ones, are forwarded to data quality monitoring and storage. The information
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Figure 2.14: Architecture of CMS DAQ [87].

on the trigger decision is also stored and it is used to separate the events by categories based on
the physics goals.

Trigger Prescales

Because of the limitation on the rate at which events can be recorded, not all triggered events
can be saved. Thus, a prescaling factor has been introduced for those trigger paths with high
rates. For example, with a prescale value of 5, only every 5Hth triggered event is recorded. Some
trigger paths require more than one object, being able to sustain a lower prescale than from
any of the individual objects without consuming much of the event rate bugdet. These prescales
usually depend on the transverse momentum of the object and instantaneous luminosity, growing
as the momentum threshold decreases or luminosity increases.

Taking prescales into account, the measured cross—section, o,,eqs, can be writen as

Nrec . d
meas = 2.10
7 £rec ( )

where d is the prescale value, L,¢. is the recorded luminosity and N,... the number of recorded
events with that trigger.

Computing System

Thousands of scientists arround the world expect to analyze about 15 Petabyte of data from
the LHC per year. The processing power needed for storing and analyzing this data cannot be
provided by a centralized computing system [129]. CMS divides their tasks through a global
grid called WLCG (Worldwide LHC Computing Grid) [130,131], which was developed together
with the other LHC experiments and consists of 140 sites in 35 countries.

A tiered struture benefits from existing resources and expertise, providing redundancy and
robustness. The tasks are distributed between the three different layers, which are Tier 0, Tier 1
and Tier 2. The dataflow in CMS is represented in figure 2.15.

Tier 0 is located at CERN and collects the raw data directly from the DAQ. It is connected
with the CAF (CERN Analysis Facility), providing offline DQM (Data Quality Monitoring) as
well as alignment and calibration constants. Tier 0 is also responsible for prompt data recon-
struction.

The raw and reconstructed data are copied to at least one of the seven Tier 1 centers, which
are large off-site computer farms connected with fast links to Tier 0. They are also used to
re-reconstruct the data and to create AOD datasets (Analysis Object Data), which feature only
physics objects, thus having a reduced size.

About 50 Tier 2 centers are responsible for the user-related tasks such as: Monte Carlo
production, offline calibration and data analysis. They also store data samples for direct access.
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Figure 2.15: Schematic view of the dataflow in CMS [132].

A small computer farm or laptop is sometimes referred to as Tier 3. Although they can
access the data, they have no responsibilities concerning processing or storing.

2.3.8 Data Quality Monitoring

Before the data can be used in physics analyses, the DQM [133] is applied to check that
all detector components were working properly and the reconstruction software has no obvious
problems. The DQM workflow is organized in two steps: online and offline.

In the online step, a few key histograms are filled from the data taken directly from the HLT
filter at a rate of 100 MHz. The rest of the histograms are filled from a dedicated DQM stream
which works with a 10-15 Iz rate. Different monitoring algorithms are then run and the results
are used to determine the quality of the data acquired in real time. For example, DQM helps to
detect noisy and bad channels during data taking.

The offline DQM monitors the fully reconstructed data, and sometimes the re-reconstructed
data, already with high—level physics objects such as jets or electrons. Usually, this step is
done some days after the data taking as the prompt reconstruction takes up to two days and
re-reconstruction can take some weeks. The output of the offline DQM defines which runs and
lumi—sections can be used for physics analysis.

The histograms can be visualized in a dedicated web service [134] accessible through a regular
web browser. This service is able to handle up to 50000 histograms per run in a reliable way.
All online shifts are done at CERN while the offline shifts are distributed between FNAL, DESY
and CERN.
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Chapter 3

Event Generation and Reconstruction

In this chapter, the Monte Carlo techniques (see section 3.1), the structure of a typical high
energy physics event generator (see section 3.3), an overview of the event generators used in this
analysis (see section 3.3) and a brief reference on simulation and reconstruction (see section 3.4)
are presented.

3.1 Monte Carlo Techniques

In many cases in particle physics, like the evaluation of integrals or sampling of random
variables governed by complicated probability density functions can only be done using Monte
Carlo techniques.

A random number generator is necessary for the Monte Carlo techniques. Such an algorithm
is expected to generate statistically independent uniformly distributed values in the interval [0,1]
[135]. These random number generator implementations are available in several software libraries
such as CERNLIB [136] or ROOT [137]. There are several algorithm available: RANLUX based
on Liischer’s method [138], the maximally equidistributed combined Tausworthe [139] and the
Mersenne twister algorithm of Matsumoto and Nishimura [140] and many others.

All of these methods and implementations are not true random number generators, as true
random number can only be achieved through a physical process such as radioactive decay or
atmospheric noise. However, the performance of these numerical implementations of pseudo—
random number generators can be estimated using several statistical tests.

3.1.1 Variable Sampling and Integral Computation

There are many methods to sample variables according to a given distribution. The simplest
way is the Von Neumann acceptance and rejection method. It consists in defining an area which
encloses or encapsulates completely the function to be integrated. This area A can be defined
as a rectangle or another geometric shape, a combination of those forms, one for each interval,
or even a function whose integral is known, A = [ g(z)dz. An example of the later approach is
sketched in figure 3.1.

The defined area is filled with points whose coordinates are defined by the pseudo—random
number generator. If a given point is under the curve, it is accepted. The integral is then:

/f(x)d:r = €A, (3.1)

where € is the fraction of accepted points and f(z) the function to be integrated.
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Figure 3.1: Example of the application of the Von Neumann acceptance and rejection method,
g(z) is the encapsulating function and f(x) is the function to be integrated [141].

3.1.2 Markov Chains

In some cases, for example the generation of random numbers following a multivariate dis-
tribution with a high number of dimensions, the acceptance-rejection method may yield a too
low efficiency to be practical. If independent random values are not required, MCMC (Markov
Chain Monte Carlo) methods can be used [142].

The Markov Chain method generates random points around the equilibrium distribution of
the integrand function using the previous point as reference. In this way and given a sufficiently
high number of random walk steps, the whole phase space can be explored. The only limitation
of this method is that, for some unfortunate constructions of the chain, the number of steps can
be impraticable. A simple and widely used implementation of MCMC is the Metropolis—Hastings
algorithm [143].

The Markov Chains are specially useful for the parton shower, as the evolution of the BFKL
parton ladder can be simulated using a random walk process.

3.2 Event Simulation

The event simulation in high energy physics using MC methods is factorized into several
steps. The cross—section of the hard scattering process is calculated on a matrix—element level.
High—order QCD effects coming from initial- and final-state radiation are taken into account
by the parton showers. After this step, one has a parton—level prediction. The hadronization
merges the partons into colourless hadrons, creating the so called hadron level. An additional
step to add the underlying event may be required.

The generated events may be fed through a detector simulation. In this step, a full simulation
of the event as seen by the detector is done using GEANT4 [144], which simulates the passage of
particles through matter. After this step, which can include the trigger simulation as well, the
prediction is called digitalization level. The simulated analog signals are collected and converted
to digital signals. The data are then ready to be reconstructed, after this step it is called detector
level.

3.3 Event Generators

The GPMC (General-Purpose Monte Carlo) generators provide a fully exclusive modelling
of high—energy collisions. Some of the most widely known and used GPMCs are HERWIG 6.5
[145], HERWIG++ [146], PYTHIA 6 [147] and PyTHIA 8 [148,149]. These GPMC are used
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together with detector simulations to provide a realistic estimation of the detector response to
high—energy processes. They are essential to go beyond fixed—order perturbative QCD, providing
estimates for signals and backgrounds of the process under study.

BFKL- (HEJ [150-152]), CCFM-based (CASCADE [153]) and dijet NLO (POWHEG [154])
MC predictions, were not ready to be included in this thesis.

In this section, a brief summary of these differerent MC generators, their models, assumptions
and applications is given.

3.3.1 HERWIG 6.5

HERWIG 6.5 is specialized for a detailed simulation of QCD parton showers. HERWIG is
written in Fortran and uses DGLAP dynamics and is built with angular ordering. HERWIG
takes into account the initial- and final-state QCD parton evolution with gluon interference.
Colour coherence of the initial and final partons is implemented in all hard processes. Azimuthal
correlations within and between jets are taken into account with gluon interference and polar-
ization. HERWIG includes a cluster model for jet hadronization based on non-pertubative gluon
splitting [44,45]. An optional colour rearrangement model based on the space—time structure is
provided [145]. HERWIG has no MPI model by its own, but uses the package JiIMMY [155] to
simulate the MPI. In this analysis, HERWIG 6.5 is run together with the CTEQ6L PDF [156].

3.3.2 HERWIG++

HERWIG++ 2.5 is built on the platform of ThePEG [157], using the C++ language, and
has special emphasis on the accurate simulation of QCD radiation with DGLAP dynamics.
The initial- and final-state QCD jet evolution is taken into account via angular ordering and
soft gluon interference. HERWIG+-+ provides a detailed treatment of the suppression of QCD
radiation from massive particles. HERWIG-++ includes an eikonal model [146] for multiple par-
tonic scattering to describe the underlying event. HERWIGH+ features a cluster model of the
hadronization of jets based on non—perturbative gluon splitting. A sophisticated model of hadron
and tau decays using matrix elements to compute the momenta of the decay products for many
modes is included, which deals with off—shell effects and spin correlations. In this work, HER-
WIG—++ is run together with MRST2001 PDF [158] and the EE-3 tune [159] is used.

3.3.3 PvyTHIA 6

PyTHIA 6 is based on the DGLAP evolution equation for initial- and final-state parton—
showers, which are transverse-momentum-ordered. Written in Fortran, PYTHIA 6 uses the
Lund string model [43] to describe the hadronization process. Final-state parton showers are
matched to a number of different first-order matrix elements for the gluon emission. Colour
reconnection [147] is included.

The UE has been extensively tuned and several tunes exist. These tunes differ in the choice
of flavour, fragmentation and UE parameters. The latter set of parameters includes parameters
for the parton showers, cut-off parameters for MPI, parameters determining the matter overlap
between the incoming protons, and probabilities for colour reconnection. Some of the tunes have
common flavour and fragmentation parameters, which have been determined using data from
LEP. This analysis uses the following tunes:

e The 7Z2* tune [160] is a retune of the minimum transverse momenta of the MPI in the
original Z2 [161] tune, using an automated tuning approach, CTEQ6L PDF and underlying
event data at different center—of-mass energies. There are two predictions for this tune, one
with MPI with fully detector simulation and reconstruction, which was used to estimate
corrections and systematic uncertainties, and one without MPI on the hadron level.
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e The P11 tune [162] is run with the CTEQG6L PDF.

e The AMBT1 tune [163] is run together with the MRST2007lomod PDF [164]. The AMBT1
tune has already been used by ATLAS in dijet correlations measurements [67].

3.3.4 PvyTHIA 8

PyTHIA 8 is also based on DGLAP and uses the Lund string model for hadronization. It uses
an improved MPI model which is interleaved with parton showering. In this analysis, PYTHIA
8 is run with the CTEQ6L PDF and tune 4C [165], which is the CMS recommended tune
for the LHC. There was an emphasis on providing a good description of initial- and final-state
parton showers and MPI. The parton showers are pr—ordered and colour-reconnection is present.
PyTHiA 8 has also been used to estimate corrections and systematic uncertainties.

3.4 Event Reconstruction

In this section, the event reconstruction is described, in which special emphasis is given to
jet reconstruction and correction.

Events coming from trigger, described in subsection 2.3.7, need to be reconstructed. The
reconstruction is performed by the application of a choir of algorithms: tracking algorithms turn
the different hits recorded in the tracker system into trajectories of particle candidates, the calori-
menter information of the single cells is combined into energy deposits to discriminate between
different particles using shower shapes, and the muon system provides the muon candidates.

The PF (Particle Flow) idea was introduced at ALEPH [166] and is used as the standard
reconstruction method in CMS [167]. Although the concept is simple and it was used in ep and
ete™ colliders, its application is not trivial at hadron collider experiments because of the large
particle multiplicity, preventing a generalized use. The information from all of the sub—detectors
is combined to create coherent PF—particle candidates. The tracker resolution scales with pt
while the calorimeters scales with 1/ VE. This combination joins the best of both and helps to re-
duce the uncertainties because a given quantity is measured at least twice with different methods,
tracker and calorimetry, and the final uncertainty is smaller than any individual uncertainty.

The same procedures are applied on both raw data and simulation-level MC events.

3.4.1 Jets Reconstruction and Correction

In this analysis, the jets are reconstructed using the anti-kr jet clustering algorithm, with a
distance parameter R of 0.5. Combined information from the calorimeters and trackers are used
as input for the CMS particle-flow jet reconstruction algorithm. The reconstructed jets required
only small additional energy corrections derived from the PyTHIA 6 MC generator and in-situ
measurements with photon+jet and dijet events [168]. The corrections applied both on data
and MC account for pile—up and jet response as function of n and pr. Data required a further
residual correction for n and pr response. The contribution of miss-reconstructed jets is kept at
a negligible level by means of the procedures discussed in [169,170]. Additionally, the standard
tight JetID criteria are required:

e neutral hadron fraction < 0.90;
e neutral EM fraction < 0.90;

e number of constituents > 1.

For |n| < 2.4, the additional criteria for JetID were:
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e charged hadron fraction > 0;
e charged multiplicity > 0;

e charged EM fraction < 0.99.

These requirements ensure a low rate for other physics objects, for example photons, to be
selected as a jet.
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Chapter 4

Event Selection and Control
Distributions

In this chapter the topologies under study (see section 4.1), the data samples used in the
analysis (see section 4.2), the pile-up reweighting procedure (section 4.3), the event selection
criteria (section 4.4), and some relevant control distributions (section 4.5) are presented.

4.1 Topologies Under Study

In this analysis, events with at least one forward and one central jet with pr > 35 GeV are
selected. This selection, defined as inclusive selection, is illustrated by the Feynman diagram in
figure 4.1-left. The pseudo-rapidities of the central and the forward jet axes are required to be
In| < 2.8 and 3.2 < |n| < 4.7, respectively.
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Figure 4.1: Feynman diagrams illustrating the different topologies studied. From left to right:
inclusive scenario, inside—jet veto scenario, inside—jet tag scenario and outside—jet tag scenario.

The inside region, labeled in the Feynman diagrams of figure 4.1 as inter—leading jet region
is defined as the pseudo-rapidity region between the leading forward and the leading central
jets. The outside region is defined as the pseudo-rapidity region outside the dijet system. The
A¢ measurement is repeated for two subsamples: events with at least one additional jet with
pr > 20 GeV in the inside region and events without any jet with pr > 20 GeV in the region.
The two subsamples are referred to as inside—jet tag and inside—jet veto. The jets in the inside
region are called inside—jets and the jets in the outside region are called outside—jets. A fourth
topology with at least one outside jet with pr > 20 GeV is also studied. The motivation for
these configurations is given in section 1.9.
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4.1.1 Observables

The main observable of this analysis is the absolute value of the azimuthal difference between
the leading central and leading forward jet:

A¢ = |¢central - ¢f07'wa7'd‘7 (41)

where ¢central and @ forward are the azimuthal coordinates of the leading jets. A¢ is further
measured for the different scenarios and in slices of the pseudo—rapidity difference, An:

An = |7706ntral - nforward‘- (42)

The leading jet pr in the inside region, which is used to define the scenarios derived from
the main selection, is measured. The deviation in pseudo-rapidity of the inside—jet from the
mid-point between the leading central and forwards jets is defined as n*:

77* = Ninside — (ncentral + nforward)/2> (43)

where 7;,side 18 the rapidity of the leading inside—jet. The leading jet pt outside the dijet
system is measured, as well as An°“ between the leading outside jet and outhermost jet in the
dijet system:

AnOUt = min(moutside—jet - ncentral—jet|a ‘noutside—jet - nforward—jetD- (44)

4.2 Data Samples

In this analysis data recorded with the CMS detector in 2010 are used. An overview of the
datasets, run intervals and statistics is presented in table 4.1.

Table 4.1: Data samples used in the analysis

Sample Runs Statistics
/JetMETTau/Run2010A-Apr21ReReco-v1/AOD

Short name: JetMETTau 2010A 135821 - 141887 | 284.2 nb~!
/JetMET /Run2010A-Apr21ReRecovl /AOD

Short name: JetMET 2010A 141950 - 144114 | 2.896 pb~!
Total - 3.180 pb~!

The events stem from pp collisions at /s=7 TeV with low pile-up conditions. The period
under analysis has several millions of events recorded due to low trigger prescales for low pr jets.
Late 2010 and the whole 2011 period were not used because of the higher pile-up, which would
complicate the task of isolating a single hard interaction, and the high trigger prescales would
prevent an increase in effective statistics.

The data have been reprocessed in April 2012 with CMSSW [86] version 4 2 1 patch2,
which used the most up-to-date detector calibration. It corresponds to a total integrated lumi-
nosity of 3.18 pb~1.

4.2.1 MC Samples

Both official CMS and privately produced MC samples have been used in this analysis.
Official MC samples with large statistics are produced by the collaboration and can be used by
many analyses. A private production is done by the analysers to get extra predictions which
don’t need full detector simulation and are too specific to be used by other analyses.
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Official Production with Hadron and Detector Level

Monte Carlo simulation samples from the Summer 2012 official production have been used,
which are generated and simulated with CMSSW 4 2 4 patch2, including the low pile—up
conditions from 2010 data. Two different generators have been used: PYHTIA 8 with Tune 4C
and PYTHIA 6 with Tune Z2*, both of them with pile—up simulated to match the 2010 conditions.
In addition to hadron information, the detector level prediction is present, which has full detector
simulation performed with GEANT 4 and reconstruction. An overview over the datasets used is

presented in Table 4.2.

Table 4.2: Monte Carlo samples used in this analysis
Sample Statistics
QCD_Pt_ XtoY fwdJet TuneZ2star HFshowerLibrary 7TeV pythia6/
Summer12-LowPU2010 DR42-PU_S0_ START42 V17B-vl/AODSIM 2 x 107 Events
QCD_Pt_ XtoY_ fwdJet Tune4C HFshowerLibrary 7TeV pythia8/
Summer12-LowPU2010 DR42-PU_S0_START42 V17B-v1/AODSIM 4 x 107 Events

The pr slices, denoted above as XtoY, avaliable for both MC samples are 10t025, 25t040,
40t080, 80tol150. For PyTHIA 6, there was additionally 150tolnf. To improve access, these
samples have been turned into NTuples using the same code used by many Forward and Small-x
QCD Physics group analyses [171]. NTuples are skimmed datasets, which discard all information
and events not relevant for the analysis, thus greatly reducing the disk space used. The Ntuple
is stored at EOS, a disk pool project hosted by CERN, where all group members have direct
access. The data samples include a generator-level pre-selection requiring at least one forward
jet. The NTuple preparation includes a selection step requiring at least one jet with pr > 15
GeV and |n| < 5.

Hadron—level MC Prediction

The following hadron-level predictions compared to the fully corrected data at hadron—level:

e PyTHIA 6 Tunes Z2* (with and without MPI), P11 and AMBTI,
e PyTHIA 8 Tune 4C;
e HERWIG++ 2.5 Tune UES;

e HERWIG 6.5.

Further details on these generators and tunes are given in section 3.3.

4.3 Pile—up Reweighting

The distribution of the number of reconstructed vertices of the generated MC samples in
general does not describe any of the data periods. PYTHIA 6 and PYTHIA 8 predictions agree with
each other, both displaying an excess of pile-up. This excess was added to allow a reweigthing to
match different pile-up conditions. This difference between the pile—up conditions of 2010 data
and the MC as function of number of reconstructed vertices, after the inclusive selection (see
section 4.4), is shown in figures 4.2 and 4.3.

The vertex distribution varies between the datasets, but even the sample with the highest
pile-up contribution is not described by the avaliable MC samples. The discrepancy increases
with increasing vertex multiplicity and can reach several orders of magnitude.
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Figure 4.3: Number of vertices for the JetMET 2010A dataset compared with (left) PYTHIA
6 and (right) PYTHIA 8 after the inclusive selection.

The offical recipe demands the use of the official script to estimate the average pile-up. How-
ever, this recommendation is not extended to 2010, because the necessary pile-up information
is missing for the 2010 period. As a further argument for using a simpler method, the average
pile—up in 2010 data is around 1.2, a small effect compared to > 10 seen in 2011/12.

To deal with the problem, a vertex reweighting procedure was applied. A factor was com-

puted:
bDatq
- _ n 1
Ratiopin i = — 16 (4.5)
bin 1
where Ratioy;, ; is the ratio as function of number of vertices, alggtg and G%fi are the cross-

sections for a given number of vertices for data and Monte Carlo, respectively. That factor is
then multiplied by the generated pile—up in the MC as an event weight, in both official MC
samples and for each data-taking period, using the following relation:

Ratioyin, i — pite—up(bin i — 1) (4.6)

where gpite—up(bin i — 1) is the factor applied on simulated pile-up.

Due to detector inefficiences and limited resolution, vertex multiplicity and simulated pile—up
are not 100% correlated, therefore an iterative approach has been used. The described process
is thus repeated 5 times, using the factor obtained in the last iteration to be the starting point
for the next one, as an event weight, to allow the method to converge. The evolution of the
difference between iterations can be found in the figures 4.4 and 4.5 for different pile—up periods.
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Figure 4.5: Pile-up reweight factor variation between iterations for PYTHIA 6 Tune Z2* (left)
and PyYTHIA 8 Tune 4C (right) using the JetMET 2010A dataset.

The evolution is similar for both MC samples reweighted with both data samples, supporting
the convergence of the method, as the factors between iterations tend to 1. The event weight
factors obtained after the fifth iteration are presented in the figure 4.6.

The reweighting factors are consistent for the two data samples. They illustrate the slightly
different pile-up distributions obtained for both data taking periods. The difference between the
two last iterations can be assigned as uncertainty for this method, which is in order of 0.1%.
Therefore, it is considered to be negligible and it is not propagated to the final uncertainty.

4.4 Event Selection

4.4.1 Event Selection on the Ntuple

This analysis has been performed by using the QCD Ntuple made by the FSQ (Forward and
Small-x QCD) Group using Kousouris’s code [171] and the CMS software version4 2 4 patch2.
This code transforms the reconstructed data samples into simple root trees. It contains all the
information required to do a jet analysis with the most up-to-date detector reconstruction and
subsequent corrections (see chapter 5). The common event selection of the NTuple is the follow-
ing:

1. An official JSON (JavaScript Object Notation) file, containing the list of runs in which the
whole the detector was working properly, as certified by the experts of each sub—system,
from the Apr21ReReco reconstruction campaign is used.
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Figure 4.6: Reweight factor for the analysed data samples for PYTHIA 6 Tune Z2* (left) and
PyTHIiA 8 Tune 4C (right).

2. At least one jet with pp > 15 GeV within the rapidity range 0 < |n| < 5 was selected. All
jets with uncorrected transverse momentum pr < 5 GeVare omitted in the Ntuple.

4.4.2 Trigger Selection

For this analysis a signal from at least one of the following prescaled single jet triggers was
required: HLT Jet15U, HLT 30U or HLT 50U. The number after JET is the pt threshold in
GeV and the following U denotes that it is an uncorrected quantity. A detailed explanation of
the trigger efficiency studies and combination method are presented in section 5.1.

4.4.3 Primary Vertex

Only events with at least one primary, non—fake vertex with |z| < 24 cm are accepted. the
primary vertex was reconstructed with deterministic annealing [172| using at least 4 degrees
of freedom. Fake vertices are generated from hadronic decays. In this analysis only non—fake
vertices, which contain tracks coming directly from the hard scattering, are used.

4.4.4 Physics Selection

The four different topologies, discussed in section 4.1, required different physics selection.
There selection is applied on top of the cuts referred above.

1. Inclusive Scenario: at least one central jet, |n| < 2.8, with pp > 35 GeV and at least
one forward jet, 3.2 < |n| < 4.7, with pp > 35 GeV.

2. Inside—Jet Veto Scenario: Inclusive Scenario requirements and no inside—jets with
pr > 20 GeV.

3. Inside—-Jet Tag Scenario: Inclusive Scenario requirements and at least one inside—jet
with pp > 20 GeV.

4. Outside—Jet Scenario: Inclusive Scenario requirements and at least one outside—jet with
pT > 20 GeV.
4.4.5 Results of the Selection

The results of the selection procedure described above are presented in table 4.3.

From the total 28485152 events in the NTuple, 8134200 from the JetMETTau 2010A and
20350952 from the JetMET 2010A samples, 27834769 passed the Primary Vertex cut and, from
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Table 4.3: Selection results

Sample JetMETTau 2010A | JetMET 2010A Total
Events read 8134200 20350952 28485152
Events after the PV cut 7951080 19883689 27834769
Events after the trigger cut 4179779 10683202 14862981
Events after inclusive scenario 61286 136803 198089
Events in the inside—jet tag scenario 17700 56880 74580
Events in the inside—jet veto scenario 43586 79923 123509
Events in the outside—jet tag scenario 17872 54980 72852

those, 14862981 were triggered. The inclusive scenario selection was fulfilled for 198089 events,
in which 74580 belong to the inside—jet tag topology while 123509 belong to the inside—jet veto
scenario. The outside—jet tag scenario have 72852 events.

4.5 Control Distributions

In this section, the various distributions that demostrate how well the MC simulation de-
scribes the data are presented. These distributions are obtained after the main selection and
vertex reweighting. They show the number of events divided by bin width and luminosity and
they are not corrected for detector effects (detector level).
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Figure 4.7: Detector level MC and uncorrected data comparison for the jet multiplicity after the
inclusive selection for jets with pt > 20 GeV.

A comparison between data and Monte Carlo simulation on detector level for the jet mul-
tiplicity is presented in figure 4.7, jets with pr > 20 GeV are required both on the data and
MC. The spectra start at 2 and rise up to around 5 and then fall exponentially. The predictions
deviate for low (2-5) and sligthly for high (> 18) jet multiplicity. Both PYTHIA 6 and PYTHIA 8
agree in the predicted multiplicity.

A comparison of the vertex multiplicity in data and MC is presented on figure 4.8. As ex-
pected by construction, after reweighting the steeply falling vertex distribution is fully described
by MC. The z—coordinate of the primary vertex, which has a gaussian behaviour centered at zero,
is also well described, being a valuable cross—check for the simulation of the vertex detection.

The pr of the leading central jet is presented in figure 4.9. It displays a power—like decreasing
function with increasing pr. Except for the middle pt region, from 57 to 150 GeV, where the
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Figure 4.8: Detector level MC and uncorrected data comparison for (left) vertex multiplicity and
(right) z-position after the inclusive selection and using the vertex reweighting.
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Figure 4.9: Detector level MC and uncorrected data comparison for leading central jet pr after
inclusive selection. Broad binning (left) and fine binning (right).

MC has a small excess when compared to data, both the broader and fine binning show a good
agreement.

In figure 4.10 the pr of the leading forward jet is presented. As expected, the forward jet
spectrum falls more steeply than of the central jet. The shape does not agree with MC, showing
a large deviation for higher pr. Such behaviour has already been observed [76]. Both generators
yield very similar predictions in the lower and medium pr regions, and the difference in the high
pr region is due to the lack of events generated by PyTHIA 8 in that phase-space.

The pseudo-rapidity of the leading forward and central jets is shown in figure 4.11. The
leading central jet 1 spectrum decreases with increasing pseudo-rapidity and is described by both
MCs. The leading forward jet i, which is a steeply falling distribution, shows larger discrepancies
with increasing 1 where MC understimates the data.

The azimuthal angle of the leading forward and central jets is shown in figure 4.12. As
expected the distributions are flat within uncertainties and described by the MC predictions.

The pseudo—rapidity separation between the two leading jets, An, is presented in the figure
4.13. The distribution has a maximum for 7 ~ 3, due to the selected phase—space. The data is
very well described by MC, except for the last bin, where a small difference in the order of 10%
is found.
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Figure 4.10: Detector level MC and uncorrected data comparison for leading forward jet pr after
inclusive selection. Broad binning (left) and fine binning (right).
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Figure 4.11: Detector level MC and uncorrected data comparison for leading jets n after main
selection. Central jets (left) and forward jets (right).

The pseudo-rapidity separation between the two leading jets An in the inside—jet veto and
inside—jet tag scenarios is presented in figure 4.14. In the absence of an inside—jet, the two first
bins have almost the same value and the distribution decreases for n > 3.5. The agreement
between the MC and data is very good. For the inside—jet tag scenario the distribution peaks
at 7 > 3.5. Therefore, the discrepancy present in the last An bin in the figure 4.13 is caused by
the presence of the inside-jet, as can be observed in the last bin on right side of figure 4.14.

Figure 4.15 shows the leading 7 of the inside—jet on the left panel and outside—jet on the
right panel. In the case of the inside—jet, the distribution is almost flat for the central region
In| < 3, then falls exponentially, except for a sligthly dip at the center. The agreement is almost
perfect, except for the highest n region, where the MC underestimates the data, as seen for the
forward jet. For the outside—jet, a three-peak structure is found, the bigger peak being in the
center and the other two located at n ~ 3.5. The MC overestimates the data for the central
region and then underestimates for the forward region.

Figure 4.16 shows the ¢ distribution of the leading inside—jet (left) and leading outside-jet
(right). As expected from ideal uniform distribution, both distributions are nearly flat. For the
inside—jet the MC tends to slightly underestimate the cross-section while for the outside—jet it
overestimates the data.
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Figure 4.12: Detector level MC and uncorrected data comparison for leading jets ¢ after the
inclusive selection. Central jets (left) and forward jets (right).
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Figure 4.13: Detector level MC and uncorrected data comparison for An after the inclusive
selection.

The jet multiplicity is presented in figure 4.17 for the inside-jets (left) and outside—jets
(right). The multiplicity for the inside-jets agrees reasonably with data and a small discrepancy
in the first two bins and in the last bin is observed. The predicted shape for the outside—jets
multiplicity is not described by MC but, at least, the two generators predictions agree within
statistical uncertainties, represented as error bars.

The total jet pr for the inside—jets (left) and outside-jets (right) is shown in figure 4.18. The
total pr is the sum of the pr modules of all jets in a given region. The pr distribution of the
inside—jet has a maximum at pp ~ 45 GeV. The distribution is well described by the MC except
for pr > 90 GeV, where the MC underestimates the data. The outside—jet pr data distribution
has a maximum at pp ~ 55 GeV while the MC predicts the maximum for pp ~ 45 GeV. Thus,
the cross-section is described except for the central region between 35 and 90 GeV where the MC
overestimates the data.

The A¢ distribution for the inclusive selection is presented in figure 4.19. The distribution
is steeply rising towards larger values of A¢. Both MC predictions agree with each other in their
predictions but yield a too strong correlation. The MC underestimates the data for the lower
A¢ region, A¢ < 2.

The A¢ distribution is presented in figure 4.20 for the inside—jet veto (left) and inside-jet
tag (right) scenarios. Both distributions are steeply rising towards larger values of A¢. In the
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Figure 4.14: Detector level MC and uncorrected data comparison for An for different scenarios:
inside—jet veto (left) and inside-jet tag (right).
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Figure 4.15: Detector level MC and uncorrected data comparison for leading inside—jet (left) and
leading outside—jet n (right).

presence of the inside—jet the distribution flattens out and starts at higher value for the first bin.
The MC in the inside—jet veto scenario predicts a too strong correlation while in the inside—jet
tag scenario the MC is close to the data.

The A¢ distribution for different regions of pseudo-rapidity separation in the inclusive sce-
nario are presented in figure B.1 in appendix B. In general, across all the An slices, the same
trends as for the inclusive measurement are found. The slope is very similar and the cross-section
decreases with increasing A¢. The MC fails to describe the low A¢ region, underestimating the
data.

The A¢ distribution for different regions of pseudo-rapidity separation in the inside—jet veto
scenario is shown in figure B.2 in appendix B. MC does not describe data as the An separation
increases because it predics an increasing slope when compared to data. That discrepancy mainly
present in the low A¢ region.

The A¢ distribution for different regions of pseudo-rapidity separation in the inside-jet tag
scenario is presented in figure B.3 in appendix B. Overall, the slope is much flatter than in the
main scenario and is almost constant as function of An. In general, MC describes data, except
for the larger rapidity separation region, where the simulation gives too low values.

The leading inside—jet pp (left) and n* (right) are presented in figure 4.21. The pp spectrum
is a steeply falling distribution. PyTHIA 8 fails to describe the data for higher pr, while PYTHIA
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Figure 4.16: Detector level MC and uncorrected data comparison for the ¢ distribution in the
leading inside—jet (left) and leading outside—jet (right).
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Figure 4.17: Detector level MC and uncorrected data comparison for jet multiplicity for the
inside (left) and outside (right) regions.
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Figure 4.18: Detector level MC and uncorrected data comparison of total jet pp for inside (left)
and outside (right) regions.

6 provides a very good prediction. The n* distribution has a gaussian-like structure centered at
0 and both MC samples slightly underestimate the n* in the central region.
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Figure 4.19: Detector level MC and uncorrected data comparison for A¢ in the inclusive selection:
broad (left) and fine binning (right).
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Figure 4.20: Detector level MC and uncorrected data comparison for A¢ in the inside—jet veto
(left) and inside—jet tag (right) scenarios.
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Figure 4.21: Detector level MC and uncorrected data comparison for leading jet pr (left) and nx
(right) for the inside jet region.

The outside—jet leading pr (left) and An°“ (right) are shown in figure 4.22. The slope of
the distribution is steeply falling and the high—pr cross-section is underestimated by PYTHIA 8
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Figure 4.22: Detector level MC and uncorrected data comparison for leading jet pr (left) and
An° (right) for the outside region.

and well described by PYTHIA 6. The An°“ spectrum decreases exponentially and both MCs
predict a slightly different shape for An°“, especially in the first bin.

Overall, MC predictions describe relevant observables in a reasonable way, while other quan-
tities, like multiplicity, still pose a serious challenge for PYTHIA generators.



Chapter 5

Correction of Detector Effects

In this chapter the estimation and correction of various detector effects are discussed. The
trigger efficiency (see section 5.1), the resolution of the observables (see section 5.2) and the
migration matrices (see section 5.3) are determined. Purity, stability, acceptance, background
(see section 5.4) and correction factors (see section 5.5) are computed.

5.1 Trigger

This analysis deals with highly prescaled triggers which are not fully efficient or do not yield
significant statistics in the whole phase space. A detailed explanation of the trigger system of
the CMS detector has been already presented in the subsection 2.3.7.

5.1.1 Individual Trigger Efficiency

The simplest approach to determine the trigger efficiency of a given trigger is to use an
orthogonal trigger. An trigger orthogonal to other trigger, is a trigger which is independent of
the other trigger because it is based on a different physics object, for example, an electron trigger
can be used as orthogonal to jet triggers. The easiest way is to evaluate the ratio of number of
events which fired both the orthogonal and the under study trigger over the number of events
which fired the under study trigger:

Nevents|fired(trigger) A fired(orthogonal)]

rigger — - s 1
Etrigg Nevents| fired(orthogonal)) (5.1)

where ¢ is the efficiency, trigger is the under study trigger and ortogonal is an orthogonal
trigger to the under study trigger.

In this analysis, because of the high values of the prescale, this approach could not be used,
since the orthogonal trigger is either prescaled or does not yield enough statistics sop that a
turn—on curve cannot be obtained. A turn—on curve shows the transition between the region
where the trigger does not fire, € = 0, to the region where it is fully efficient, ¢ = 1. Usually it
is plotted as a function of pt or energy.

The emulation or reconstruction of the trigger decision using the trigger elements, which
describes how the triggers perceive a given physics object, is an alternative method to evaluate
the efficiency which can be used under these conditions. The information required to use this
method is contained in the NTuple, being the HLT and L.1 objects, which are used to make the
trigger decision. The efficiency for the emulated trigger is defined as:

63
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Nemutated
Nan
_ InclusiveRecoJety, (HLT _JetX AN L1 — Objectp, > Z N HLT — Objectp, >Y)
B InclusiveRecoJety, (HLT _JetX) ’
(5.2b)

EHLT Jety = (5.2a)

where the denominator is the number of events which fired the emulator trigger, defined as
Ngy. The value, in pr, of X is chosen lower to that of Y from the trigger list so a trigger with
higher threshold is emulated from a lower one. For example, HLT Jet30U should be emulated
with HLT Jetl5U as emulator. The value of Z is the L1 the threshold corresponding to the
trigger path of HLT JetY. The numerator is the number of events which fired the HLT JetX
and the pr of the L1 object corresponding to the trigger path is HLT JetX > Z and the pr of
the HLT object corresponding to the trigger path is HLT JetX > Y, defined as Nepmuiated- The
values of X, Y and Z for each trigger used in this analysis are presented in table 5.1.

Table 5.1: Triggers used in the analysis and respective emulation threshols.

Trigger Monitor (X) | L1 threshold (Z) | HLT threshold (Y)
HLT Jet15U | HLT L1Jet6U 6 GeV 15 GeV
HLT Jet30U | HLT JetlbU 20 GeV 30 GeV
HLT Jet50U | HLT Jet30U 30 GeV 50 GeV

The results for the trigger efficiency as a function of the leading—jet pr are presented in
figures 5.1 and 5.2. They are obtained using the formula 5.2 with binomial errors.
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Figure 5.1: Trigger efficiency of HLT Jet15U (solid black line), HLT Jet30U (dotted red line)
and HLT Jet50U (dashed blue line) as a function of leading—jet p for the JetMETTau 2010A
dataset.

The curves are very similar for the two datasets. HLT Jet15U is efficient in the whole phase-
space, having its turn-on point for py < 35 GeV. HLT Jet30U is efficient (more than 95% of
events are selected after the emulation) for pp > 70 GeV and HLT Jet50U is efficient (> 95%)
for pt > 110 GeV.
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Figure 5.2: Trigger efficiency of HLT Jet15U (solid black line), HLT Jet30U (dotted red line)
and HLT Jet50U (dashed blue line) as a function of leading—jet pr for the JetMET 2010A
dataset.

5.1.2 Combination Method

As each of the trigger paths is seeded from an unique L1 trigger which is not fully efficient,
one can combine the triggers using the division method for the trigger items in one—level systems
described in [173]. This method allows to combine several trigger streams by dividing the phase
space in regions. In each of these distinct regions, defined in terms of the appropriate variables,
only one trigger is used and all other events not triggered by this particular trigger are discarded.
To obtain the smallest statistical uncertainty in a given region, the trigger which is fully efficient
and provides the larger number of events must be used in that region. This trigger is usually the
one with the lower prescale. With this approach the combination is simplified as the analysis
can be performed as if several independent subsamples, one for each trigger, are used.

In this analysis, the phase space was divided in three regions according to the leading—jet
pr. In each of these regions a fully efficient jet trigger providing the largest possible statistics is
used. These subsamples are combined according to the recorded luminosity. The triggers used,
leading—jet pr regions and recorded luminosity are presented in table 5.2.

Table 5.2: Trigger Combination

Trigger Leading—jet pr region Recorded Luminosity (nb™!)
(GeV) JetMETTau_2010A | JetMET 2010A
HLT Jetl5U 35 < pr <70 13.799 9.645
HLT Jet30U 70 < pr < 110 117.223 192.895
HLT Jetb0U pr > 110 278.789 2869

5.1.3 Combined Trigger Efficiency

The trigger efficiency for the combination of triggers is evaluated with the following formula:

Z Ntrigger
triggers emulated
(5.3)

Ecombination = ;
trigger
Nirios

Z all

triggers
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trigger trigger .
. where N_ 7., and N, are Nemuiated and Nyjp computed from formula 5.2 for a given
trigger.

In figure 5.3 the efficiency of the trigger combination is presented. The left side shows the
efficiency as a function of A¢ and the right side as a function of An. The overall efficiency is
larger than 99%. In the A¢ distribution, the three first bins lie on the 100% mark while the
other four are between 0.99 and 1.00. For the last bin in that distribution, the two datasets have
a difference bigger than the error, while the other bins agree within the statistical uncertainty.
In the An distribution all bins are between 0.99 and 1.00. They efficiency in both datasets agree;
only in the second bin the difference is bigger than the statistical error. The efficiencies for the
A¢ distribution in slices of An for the main scenario is presented in figure C.1 in the appendix

C.
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Figure 5.3: Efficiency of the trigger combination for the inclusive scenario in the JetMET-
Tau_2010A (solid black line) and JetMET 2010A datasets (dashed red line). The trigger ef-
ficiency as a function of A¢ is presented on the left side and as function of An on the right
side.

The trigger efficiency of the trigger combination for the inside—jet veto scenario is presented
in figure 5.4 as a function of A¢ and An. Both datasets agree within statistical uncertainties,
except for the 5th and Tth bins of the left—side distribution. The first four bins in A¢ distribution
are fully efficient, while the last three are between 0.99 and 1.00. The efficiency for the An
distribution is > 99% for all bins. The efficiency for the A¢ distributions as a function of An for
the inside—jet veto scenario is shown in figure C.2 in the appendix C.
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Figure 5.4: Efficiency of the trigger combination for the inside-jet veto scenario in the Jet-
METTau_2010A (solid black line) and JetMET 2010A datasets (dashed red line). The trigger
efficiency as a function of A¢ is presented on the left side and as function of An on the right
side.

The combination of the trigger efficiency for the inside—jet tag scenario is shown in figure 5.5,
in the left for the A¢ distribution and on the right for the An distribution. Both datasets show
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an efficiency > 99% in both distributions. The efficiency for the A¢ distribution as a function
of An for the inside—jet tag scenario is presented in figure C.3 in the appendix C.
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Figure 5.5: Efficiency of the trigger combination for the inside—jet tag scenario in the Jet-
METTau_2010A (solid black line) and JetMET 2010A datasets (dashed red line). The trigger
efficiency as a function of A¢ is presented on the left side and as function of An on the right
side.

The efficiency for the trigger combination for the inside—jet distributions is presented in
figure 5.6. The efficiency as a function of leading pt %/ is shown in the left side, the value is
> 98% for pr between 20 and 27 GeV, > 99% for pt between 27 and 90 and 100% for pt > 100
GeV. Except for the first bin, the efficiency is similar for both datasets. The efficiency as a
function of n* is presented on the right side of figure 5.6. Except for the last two bins, all the
efficiencies are equal or above 99%. Except for the 6th and last bin, the efficiency in both datasets
is similar.
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Figure 5.6: Efficiency of the trigger combination for the inside—jet tag scenario in the Jet-
METTau_2010A (solid black line) and JetMET _2010A datasets (dashed red line). The trigger
efficiency as a function of leading pr of the inside jet is presented on the left side and as function
of n* on the right side.

In figure 5.7 the efficiency for the outside—jet distributions is presented. On the left, the
pr OUtside efficiency is > 98% for pr between 20 and 90 GeV and fully efficient for pr larger
than 90 GeV. The datasets agree for most of the bins. In the right side the An°“ is displayed.
The efficiency is estimated to be larger than 99% for all the bins and in the last bin the value is
100%. The estimates for the different datasets agree for most of the bins.

As the efficiencies are very close to 100%, there is no need for further corrections when using
this combination method. The uncertainty of the method is as large as the difference to the full
efficiency. This combination scheme will be used in this analysis.
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Figure 5.7: Efficiency of the trigger combination for the outside—jet tag scenario in the Jet-
METTau_2010A (solid black line) and JetMET 2010A datasets (dashed red line). The trigger
efficiency as a function of leading pr of the outside jet is presented on the left side and as function
of An°“ on the right side.

5.1.4 Towards the Efficiency Correction

In an attempt to increase the effective statistics, an alternative combination method has been
tested. Even though it was not applied to the data, the study developed is presented in this
section. It assumes that all triggers are fully efficient for the whole phase space. The probability
of an event j to fire a trigger item ¢ is:

Tij
Py = < (5.4)
where 7;; is the trigger bit, with value which is either 0 or 1, and the d; is the prescale factor.
If one assumes that all trigger decisions are independent, the probability P; that at least one of
the events is accepted is:

N’items 7o
p=1- ] ( ‘if) (5.5)

=1

where Njtems is the list of triggers used. The effective weight w; for an event j is then:

wj; = — - (5.6)

The weight factor is then computed and applied independently to each event. As seen in
figures 5.1 and 5.2, only the HLT Jet15U trigger path is fully efficient in the whole phase—space.
Thus, the efficiency functions for the leading jet for the other two triggers are fitted to derive a
correction factor, so this combination methd can be used.

The result from fitting a eight—degree polynomial is shown in figures 5.8 and 5.9. The fit
intervals are adjusted to optimize the x2. In all cases the fit was successful in describing the
turn—on curve and the features on the high—pr edge were removed.

Using the parameters from the fit, a correction factor as a function of the leading jet pr
was constructed from the inverse of the polynomial function. The factor was applied between
35 and 80 GeV for the HLT Jet30U path and between 35 and 116 GeV for the HLT Jet50U
trigger path. To minimize the poor description of the function after the turn-on point, where
the deviation of the fitted function from the data was larger than the inefliciency, no correction
was used. For the low—pr region, before the turn—on point, where the value of the function was
too small (< 0.02) or negative, it was replaced by 0.02 to avoid numerical problems. A cutoff
was also applied when the function value was 1.01 or when it started to decrease.
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Figure 5.8: Leading Jet pr efficiency of the JetMETTau 2010A dataset for the triggers

HLT Jet30U (left) and HLT Jet50U (right). The black curve is a fitted 8-degree polynomial.
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Figure 5.9: Leading Jet pr efficiency of the Jet MET 2010A dataset for the triggers HLT Jet30U
(left) and HLT _Jet50U (right). The black curve is a fitted 8-degree polynomial.

In figure 5.10 the efficiency as a function of leading jet pt before and after the trigger
correction using the HLT Jet30U trigger for the JetMETTau 2010A dataset is presented. In
the left side, a typical turn—on efficiency curve is seen. On the right side the efficiency after the
correction is presented. For pr < 60 GeV the correction was too small, leading to an efficiency
smaller than 100%, while for pp between 60 and ~ 110 GeV the correction was too large, causing
the efficiency to be larger than 100%. The deficit can be attributed to the difficulty to describe
the pt curve for low values, while for larger values the presence of the HLT Jet50U path interfers
with the correction, causing double counting. Thus, this correction can not be used.
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Figure 5.10: Leading Jet pr efficiency before (left) and after (right) trigger correction for the
JetMETTau 2010A dataset using HLT Jet30U trigger.
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The efficiency as a function of ¢ of the leading jet, before and after trigger correction, using
the HLT _Jet30U trigger path for JetMETTau 2010A dataset is presented in the figure 5.11. In
the left side, the curve before the correction is shown, which is flat with an average efficiency close
to 50%. After the correction, on the right side, the curve is still almost flat with an estimated
efficiency around 100%. No bias from the correction is seen in this variable.
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Figure 5.11: Efficiency as a function of leading Jet ¢ before (left) and after (right) trigger
correction for the JetMETTau_2010A dataset using HLT Jet30U trigger.

The efficiency as a function of An before and after trigger correction using HLT Jet30U trig-
ger path for JesMETTau 2010A dataset is shown in the figure 5.12. As expected and similarly to
the previous distribution, the efficiency is almost flat for both plots. It goes from ~50%, before,
to a bit under 100% after the correction. This variable displays no bias from the correction.
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Figure 5.12: Efficiency as a function of An before (left) and after (right) the trigger correction
for the JetMETTau 2010A dataset using the HLT Jet30U trigger.

The efficiency as a function of A¢ before and after the trigger correction using the HLT Jet30U
trigger path for the JetMETTau 2010A dataset is presented in the figure 5.13. Before the cor-
rection the distribution does not seem entirely flat, having a slightly better efficiency for the
lower A¢ region, with an overall average close to 50%. After the correction the overall efficiency
is close to 100%, but the tendency toward the low A¢ region is inverted, the value for the first
bin is 80% and a fit of a polynomial of the first order up to the last bin at ~ 100% is possible.
Therefore one can conclude that a small bias from the correction is present in this variable and
thus, this correction is likely to bias the final result.

The efficiency as a function of the leading jet pt before and after the trigger correction using
the HLT Jetb0U trigger for the JetMETTau 2010A dataset is presented in the figure 5.14. In
the left side the expected turn—on curve is displayed, which rises from almost 0 to 1, having the
turn—-on point ~ 120 GeV. On the right side, the distribution after the correction grows from 0
at 35 GeV to 7 at ~110 GeV and then decreases to around 1.5 in the last bin. This behaviour
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Figure 5.13: The efficiency as a function of A¢ before (left) and after (right) the trigger correction
for the JetMETTau 2010A dataset using the HLT Jet50U trigger.

can only be explained by the bad quality of the fit and double counting. Thus, a huge bias is
seen in this distribution.
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Figure 5.14: The efficiency as a function of leading jet pr before (left) and after (right) the
trigger correction for the JetMETTau 2010A dataset using the HLT Jet50U trigger.

The efficiency as a function of the leading jet ¢ before and after the trigger correction using
the HLT Jet50U trigger for the JetMETTau 2010A dataset is shown in the figure 5.15. The
distribution is almost flat before, with an average of 16%, and after the correction, with an
average of 100%. Therefore, this variable displays no visible bias from the correction.
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Figure 5.15: The efficiency as a function of leading jet ¢ before (left) and after (right) the trigger
correction for the JetMETTau 2010A dataset using the HLT Jet50U trigger.

The efficiency as a function of An before and after the trigger correction using the HLT Jet50U
trigger for the JetMETTau 2010A dataset is presented in the figure 5.16. Before the correction
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the function shows a difference between low and high An regions. The average is around 16%.
After the correction the distribution is flatter and the difference is on the order of the statis-
tical uncertainty with an average efficiency of ~100%. No bias seems to be introduced by the

correction.
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Figure 5.16: The efficiency as a function of An before (left) and after (right) the trigger correction
for the JetMETTau 2010A dataset using the HLT Jet50U trigger.

The efficiency as a function of A¢ before and after the trigger correction using the HLT Jet50U
trigger path for JetMETTau 2010A dataset is presented in the figure 5.17. Before the correction
the efficiency looks like a 1st degree polynomial decreasing from 0.32 for the first bin to 0.15
in the last. The average is around 0.16. After the correction, despite the fact that the average
efficiency is 1 and it is 1 for the last 4 bins, it varied between 1.5 in the 3rd bin to 2.4 in the 1st.
Thus, this correction introdused a huge bias in our observable.
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Figure 5.17: A¢ efficiency before (left) and after (right) the trigger correction for the JetMET-
Tau_2010A dataset using HLT Jet50U trigger.

The same trends are found for the JetMET 2010A dataset. It was found that the efficiency
is n—dependent and has a not understood structure making it impossible to achieve better cor-
rections based on the pseudo-rapidity. There was not enough statistics to do a 2D—correction
on pt and 7. Attempts to do such correction in two steps, first pr and then 7, failed because of
the bias of the first variable causes on the second. Further attemps to use the leading central or
leading forward jet to correct for the efficiency yield similar results. Correcting the observables
directly would introduce an uncontrollable bias and thus this option was not tested.

Therefore, because of all these unphysical efficiencies, the combination using only the efficient
regions described in section 5.1.2 was adopted instead of the one described in this section.
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5.2 Resolution

To choose the bin width of the distributions to be measured, the resolution must be studied.
Unless one had access to a test beam, this kind of test is usally carried on MC samples where both
generator and detector information is present. Thus, the resolution can be computed from MC
by calculating the difference between the true and the reconstructed value of a given quantity.
The most common quantity is the absolute resolution:

Ropsotute = Observable iyye — Observable measured, (5.7)

where the Observables e comes from generator information while Observable,eqsured COTTe-
sponds to detector level. When the observable spans several orders of magnitude, the absolute
value of the resolution is not a good reference as the difference is likely to scale with the value.
In that case, and if the value of the observable never approaches 0, the best option is to use the
relative resolution:

Observable tpye — Observable peasured

(5.8)
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retative Observable tpqye

2 2 E
£
g 85000 —
w w =
80000
75000 —
70000 —
65000
60000 —
Pythia 6 - 22" with JetMETTau_2010A 55000
Pythia 6 - Z2* with JetMET_2010A 50000 E I hadron-detector
crarcencPythia 8 - 4C with JetMETTau_2010A = . \& .
B Pythi i 45000 — fit
»»»»»» ythia 8 - 4C with JtMET_2010A -
[ I B 3 | I I 40000 I SO R RIN BE [ A R
[] 05 1 15 2 20.02 0015  -0.01  -0.005 [ 0.005 0.01 0.015 0.02
¢ ¢
L Eo1698
2 0.06— L F
8 C 01696
& e r
0.04— 0f1694|
002 001692/
L 0.0169 |-
o 0.01688—
0.02— 0.01686—
C 0.01684
-0.04—
0.01682—
C | | 1 | |
O » O 2 P j O . O 2 O 2 O j Pt
22, “22¢ dc g “22¢ “22¢ 4 4
wigs gy With g, - wigy voy with wigy ey, Wiy, v, wigy ey, wigy, o,
30‘20704 " 20, 2010, 20104 2y 20104 201, 201, 2010,

Figure 5.18: Example resolution study plots for the leading central jet ¢. Overall view (top-left),
peak fitted with a Gaussian function (top-right), fitted peak position (please note the y-scale
should be multiplied 1073) (bottom-left) and resolution, which is the fitted peak width (bottom-
right).

In this thesis, the following method is used to estimate the resolution:

1. For each variable, the log—scale plot of the resolution, obtained from figures 5.7 or 5.8, is
checked for bumps and strange features in the tails of the distribution, to make sure there is
only a single peak and that the resolution was a Gaussian—shape (see figure 5.18 top-left).

2. A Gaussian function is fitted to the peak, using points up to two Gaussian—widths away
from the peak (see figure 5.18 top-right).
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3. The errors and convergence of the fit are checked.

4. The bias of the observable is obtained from the fitted peak position (see figure 5.18 bottom-
left).

5. The resolution is obtained from the fitted peak width (see figure 5.18 bottom-right).

6. The information is condensed in one plot (see figure 5.19-left), where the positions at the
y-axis are the shift and the errors are the resolution.

Absolute Resolution

In this sub—section, the absolute resolution of que quantities used in this thesis is presented.
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Figure 5.19: Leading jet ¢ absolute resolution and bias. Leading central jets (left) and leading
forward jets (right).

In figure 5.19 the resolution as a function of the azimuthal angle, ¢, for the leading central
and leading forward jets are presented. In both cases, the bias is negligible (less than 1073). The
width is 1.7 x 1072 for central jets and 2.4 x 10~2 for forward jets. The results from both MCs
simulations and from different pile-up scenarios are similar and consistent.
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Figure 5.20: Leading jet ¢ absolute resolution and bias. Leading inside jets (left) and leading
outside jets (right).

The resolution as a function of azimuthal angle, ¢, for the leading inside and leading outside
jets is presented in the figure 5.20. The shift is smaller than 1073. The width is 3.3 x 1072 for
inside jets and 3.0 x 1072 for outside jets. There is an increase in the width when compared
with the leading central and leading forward jets, which could be explained by the discontinuity
between the Hadronic Barrel and Hadronic Forward calorimeters, present in the pseudo-rapidities
from 3.3 to 3.7. Such discontinuity is expected to affect an inside jet more than an outside jet
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because it is more likely for an inside jet to be in this gap. The expected difference between the
inside and outside jets is observed, thus supporting this assumption.
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Figure 5.21: Leading jet n absolute resolution and bias
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In the figure 5.21 the resolution as a function of the pseudo-rapidity, n, for the leading central
and leading forward jets is shown. In both cases, the shift is negligible (< 10~3). The width is
1.4 x 1072 for central jets and 2.5 x 1072 for forward jets. The conclusions are similar as for the

¢ distributions.
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Figure 5.22: Leading jet n absolute resolution and bias. Leading inside jets (left) and leading

outside jets (right).

The resolution as a function of the pseudo-rapidity, n, for the leading central and leading
forward jets is presented in figure 5.22. The shift is smaller than 1073, the width is 3.3 x 1072
for inside jets and 2.9 x 1072 for outside jets. The same conclusions as for ¢ can be drawn.

Table 5.3: Absolute Resolution Summary

Observable Shift | Resolution
Leading Central Jet ¢ | < 1073 0.017
Leading Forward Jet ¢ | < 1073 0.024
Leading Inside Jet ¢ <1073 0.033
Leading Outside Jet ¢ | < 1073 0.030
Leading Central Jet n | < 1073 0.014
Leading Forward Jet n | < 1073 0.025
Leading Inside Jet n <1073 0.033
Leading Outside Jet | < 1073 0.029
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The results for the relative resolution are summarized in table 5.3. All shifts are negligible
and all widths are smaller than 0.04.

Relative Resolution

In this sub—section, the relative resolution of que quantities used in this thesis is presented.
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Figure 5.23: Leading jet pr relative resolution and bias. Leading central jets (left) and leading
forward jets (right).

In figure 5.23 the resolution as a function of the transverse momentum. pr, for the leading
central and the leading forward jet is presented. The shift is -1.4% for the leading central and
-0.5% for the leading forward jet. The width is 9.4% for the leading central and 9.6% for the
leading forward jet.
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Figure 5.24: Leading jet pr relative resolution and bias. Leading inside jets (left) and leading
outside jets (right).

In figure 5.24 the resolution as a function of the transverse momentum, pr, for the leading
inside and leading outside the gap jet is shown. The same effect seen in the n and ¢ width is
present here. The shift for the inside jet is negligible and for the outside jet is less than 0.5%.
The width is around 13% and is consistent with the predictions of different MCs.

In table 5.4 the relative resolution summary is presented. Except for the leading central jet,
all shifts are negligible. The resolution width is 9% for the central and forward jets, and 13% for
the inside and outside jets.

Observables Resolution

In this sub—section, the resolution for the observables measured in this thesis is presented.
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Table 5.4: Relative Resolution Summary

Observable Shift | Resolution
Leading Central Jet pr | -1.42% 9.43%
Leading Forward Jet pt | -0.45% 9.56%
Leading Inside—Jet pr 0.08% 13.23%
Leading Outside-Jet pp | -0.41% | 12.85%
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Figure 5.25: Resolution as function of A¢ (left) and An (right) between the leading central and
the forward jets in the inclusive scenario.

The resolution as a function of A¢ and An between the leading central and the forward jets
are presented in figure 5.25. The shift for A¢ is 1.9 x 1072 and the width is 3.4 x 1072. The shift
for Anis 0.9 x 1073 and the width is 3.4 x 1072. As expected, the shift and the resolution are
larger than for the central or forward jets alone, and consistent between different MC predictions.
The resolution for A¢ in the inclusive scenario in different An slices is presented in the figure D.1
in the appendix D. The bias for all slices is around 2 x 1073, The resolution width lies between
3.3 and 3.6 x1072. No fundamental differences are observed between the slices with respect to
the main distribution.
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Figure 5.26: Resolution as function of A¢ (left) and An (right) between the leading central and
the forward jets in the inside—jet veto scenario.

The resolution as a function of A¢ and An between the leading central and the forward jets
for the inside—jet veto scenario are shown in figure 5.26. The shift is a bit more pronounced than
in the inclusive scenario: 2.2 x 1073 for A¢ and —1.5 x 1073 for An. The values for the width are
nearly the same as for the main scenario. The resolution for A¢ in the inside—jet veto scenario
in different An slices is shown in figure D.2 in appendix D. The shift values are a bit higher,
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but still around 2 x 1072 and the resolution width is between 3.2 and 3.5 x1072. No significant
differences from the main scenario were found.
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Figure 5.27: Resolution as function of A¢ (left) and An (right) between the leading central and
the forward jets in the inside—jet tag scenario.

The resolution as a function of A¢ and An between the leading central and the forward jets
for the inside—jet veto scenario are presented in figure 5.27. The shift for A¢ is smaller than
1073 and 1.7 x 1073 for An, which is the opposite sign when compared to the inclusive scenario.
The values of the width are in the same range as for the other scenarios. The figure D.3 in the
appendix D presents the resolutions for A¢ in An slices for the inside—jet tag scenario. The shift
is smaller than in the main scenario, around 1 x 1073, and the width has similar values as for
the other scenarios.
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Figure 5.28: Resolution as function of nx for the leading inside—jet (left) and An°“ for the leading
outside—jet (left).

The resolution as a function of n* inside the inter-leading jet region and An°“!figure is shown
in figure 5.28. The shift is much smaller than 10~2 and the resolution is 3.8 x 1072 for n*. An°%
has a shift of 5.8 x 1072 and a width of 3.7 x 1072,

A resolution summary of the measured observables is presented in table 5.5. All widths are
around 3 x 1072, while the shifts are no bigger than 6 x 1073. The pr observables are discussed
in the previous section. This was expected, as the observables are based in n and ¢, whose
resolutions equally excellent due to the finely grained detectors and good reconstruction.

Taking into account resolution results and effective statistics, the bins used in this analysis
are defined as the following:

e Dijet A¢ bins: {0.00,0.45,0.90,1.35,1.80,2.25,2.70,3.15} (inclusive, inside—jet tag and

inside-jet veto scenarios)

e Dijet Anbins: {0.4,2.5,3.5,4.5, 7.5} (inclusive, inside—jet tag and inside—jet veto scenarios)
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Observable Shift Resolution
A¢ (main scenario) 1.91 x 1072 | 3.44 x 1072
n (main scenario) —0.87 x 1073 | 3.44 x 1072
¢ (main scenario) - 0.4 > An >=2.5 | 2.30 x 1073 | 3.55 x 1072
A¢ (main scenario) - 2.5 > Anp >=3.5 | 1.63 x 1073 | 3.31 x 1072
A¢ (main scenario) - 3.5 > Anp >=4.5 | 1.56 x 1073 | 3.27 x 1072
A¢ (main scenario) - 4.5 > Anp >=7.5 | 1.46 x 1073 | 3.45 x 1072
A¢ (inside-jet veto) 2.20 x 1073 | 3.43 x 102
An (inside-jet veto) —1.53 x 1073 | 3.45 x 1072
A¢ (inside-jet veto) - 0.4 > Ap >=2.5 | 2.45x 1073 | 3.53 x 1072
A¢ (inside—jet veto) - 2.5 > Ap >=3.5 | 1.86 x 1072 | 3.29 x 102
A¢ (inside-jet veto) - 3.5 > Ap >=4.5 | 1.99 x 1073 | 3.28 x 1072
A¢ (inside—jet veto) - 4.5 > Ap >="7.5 | 2.06 x 1073 | 3.40 x 102
A¢ (inside-jet tag) 0.70 x 1073 | 3.41 x 102
An (inside-jet tag) 1.74 x 1073 | 3.29 x 1072
A¢ (inside-jet tag) - 0.4 > Anp >=2.5 | 1.00 x 1073 | 3.59 x 1072
A¢ (inside-jet tag) - 2.6 > Ap >=3.5 | 0.49 x 1073 | 3.31 x 1072
A¢ (inside—jet tag) - 3.5 > Anp>=4.5 | 0.74 x 1073 | 3.29 x 102
A¢ (inside—jet tag) - 4.5 > Anp>=7.5 | 0.61 x 1072 | 3.40 x 102
Leading inside—jet pr 0.08% 13.23%
Leading inside—jet n* 0.08 x 1073 | 3.80 x 102
Leading outside—jet pr -0.41% 12.85%
Anout 577 x 1073 | 3.81 x 1072

e Leading pr inside and outside bins: {20, 27, 35,45,57,72,90, 120,150,200} (inside—jet tag
and outside—jet tag scenarios)

e Leading n* inside bins: {—3.6,—2.5,—2.0,—1.5,—1.0,—0.5,0.0,0.5,1.0,1.5,2.0,2.5,3.6}

(inside—jet tag scenario)
e Leading An°“ jet bins: {0.0,1.0,2.0,3.0,4.0,5.0,7.5} (outside—jet tag scenario)

The bins are usually at least ten times larger than the resolution to prevent any sizable bin
migration effects.

5.3 Migration Matrix

Although unfoling techniques are used in this thesis, it is necessary to compute the bin—by-
bin corrections, because they can be used to compare with the unfolding result. The bin—by—bin
correction factors are computed from MC detector level to MC stable particle level:

C: — 0 stable particle level (59)

O detector level

where Cj is the correction factor for bin ¢, 0; stabie particie lever 18 the MC hadron level cross—
section measured in bin ¢ and o; getector lever 18 the MC detector level cross—section measured in
bin 1.

To define the quality of the correction for the detector effects, matching the jets between
hadron and detector level on MC is necessary to estimate the migrations as well the contributions
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from background and lack of efficiency. In this analysis, the rapidity difference between the
hadron and detector level, dn, needs to be computed:

dT] = (ndetector level — Tlhadron level) (510)

The matching cannot be done using the observable, thus ¢ was not included. The dn differ-
ence should be less than a certain constant, R, which defines how close the two jets need to be
in the 6—plane to be matched:

dn <R (5.11)

In a successful matching, this condition must be fulfilled for both leading central and leading
forward jets.

Two small cross-checks have been carried out in smaller samples in order to know the influence
of the matching radius, R, presented in table 5.6, and of the MC samples, shown in table 5.7.
The results for the matching radius show that the matching is approximately independent of
the chosen radius and of the MC generator, since all results are very close and the difference in
the number of events with matched jets is less than 1%. The matching efficiency using different
samples lies between 80 and 82%, suggesting that the generator has no sizable influence.

Table 5.6: Matched events as function of the matching radius using the PyTHIA 8 -Tune 1
sample.

Radius | Events with matched central and forward jets
0.5 167994
1.0 168617
1.5 169046
2.0 169494

Table 5.7: Matching efficiency for different MC samples.

Sample Total on detector level | Total matched | Efficiency
PYTHIA 8 - Tune 1 206322 168617 82%
PvyTHIA 6 - Tune 72 604957 497516 82%
HERWIG 6 323910 259647 80%

In figure 5.29 a typical A¢ migration matrix of the matched events is presented. Most of the
elements are in the matrix’s diagonal, which mean that the migrations are small. This result is
observed also for the other generators and datasets. The results for the other scenarios and An
slices are very similar.

The migration matrix after matching as a function of leading inside—jet pr is presented in
figure 5.30. Most of the events are in the matrix’s diagonal. A similar result was obtained for
the leading pr of the outside jet, as well across different MCs and different datasets. The fact
that most of the off-diagonal bins have little or no entries shows that very rarely a high pr jet
is measured as a low pr and vice—versa. Therefore, the pr migrations are small.

The migration matrix after matching as a function of leading inside—jet n* is shown in figure
5.31. As expected, due to the fact that the matching is carried using 7, only the bins next to
the matrix’s diagonal are filled as this forces the migrations to be small. The result is not much

different without matching.

The migration matrix after matching as a function of An°%

result and conclusions are similar to n*.

is shown in figure 5.32. The
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Figure 5.29: Migration matrix for matched jets as a function of A¢ using PYTHIA 6 - Z2* Tune
with pile—up re—weight factors from JetMET 2010A dataset for the inclusive scenario.
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Figure 5.30: Migration matrix for matched jets as a function of leading inside—jet pr using
PYTHIA 6 - Z2* Tune with pile-up re-weight factors from JetMET 2010A dateset.
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Figure 5.31: Migration matrix for matched jets as a function of leading inside—jet n* using
PYTHIA 6 - Z2* Tune with pile-up re-weight factors from JetMET _2010A dateset.
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Figure 5.32: Migration matrix for matched jets as a function of An using Pythia 6 - Z2* Tune
with pile-up re—weight factors from JetMET 2010A dateset.
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The results obtained for unmatched migration matrices are similar, except in the n* and
An°¥ cases, where there is also a small amount of off-diagonal events. This means that the
reconstruction is good and the migrations are small, even without the matching requirement.

5.4 Acceptance and Background, Purity, Stability

The quality of the correction factors for the detector effects can be determined by the quality
of the matching and the amount of migrations. The quality of the matching procedure can be
assessed by computing the acceptance (equation 5.12) and background (equation 5.13):

MC MC .
AMC _ Nrnatched jets(Ehad € bin 1)

(A MC MC g
Nall jets(Ehad € bin Z)

(5.12)

MC MC ..

BMC -1 Nmatched jets(Edet € bin Z)
‘ - MC MC .
Nall jetS(Edet € bin Z)

(5.13)

The migrations between bins can be quantified in terms of purity (equation 5.14) and stability
(equation 5.15)

MC MC i MC e
PMC _ “'matched jets(Edet € bin 7’) A (Ehad € bin Z) 514
i = NMC (EMC ¢ bin i) (5.14)
matched jets\"~det
MC MC ~ i MC 1
GMC _ Ninaiched jets(Ehad € bin i) N (Ege,” € bin i) s
b NM©E (EMC € bin i) (5.15)
matched jets had

The bin—by—bin correction factor can be derived from these PSBA variables (Purity, Stability,
Background and Acceptance) by:

NMC . (EMC € bin i) (1— BMC) pMC

CMC _ _all jets SR ] (516)
! N%C}ets(Eé\gtc € bin 1) AZMC SlMc

The PSBA variables are a valuable tool to determine the quality of the correction factors. A
consistency test for these factors can be obtained when comparing this correction factor with the
one from the direct division of hadron level by detector level, which is represented in the middle
member of equation 5.16.
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Figure 5.33: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau_2010A datasample corrected with PyTHIA
6 - Z2* Tune in the inclusive scenario.

In figure 5.33 the PSBA variables for A¢ in the main scenario are shown on the left side,
while the closure test is presented on the right side. The acceptance is around 0.65 and constant
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over the whole range. The background is 0.5 for the lower A¢ region and decreases to 0.3 in
the highest A¢ bin. The purity and stability start at 0.6 and grow to almost 1.0. There is no
difference between the correction factors derived from direct division and PSBA variables. The
variation of the correction factor can be explained by the fraction of the fakes present in the bin,
which is greater in the lower A¢ region. The correction factor grows with A¢, being almost 1 in
the higher A¢ region. In figures E.1 and E.2 in appendix E the PSBA variables for the An slices
and respective closure test are shown. For these distribution, it was found that the acceptance
is a bit lower, while the background is bigger. Both purity and stability show the same structure
and are above 0.8 for almost all bins.
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Figure 5.34: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau_2010A datasample corrected with PYTHIA
6 - Z2* Tune in the inside—jet veto scenario.

In figure 5.34 the PSBA variables for A¢ in the inside—jet veto scenario are presented on
the left side, while the closure test is shown on the right side. The purity and stability are over
0.9 for most of the bins and don’t exhibit any particular structure. The background starts at
0.75 and decreases to 0.3, while the acceptance grows from 0.45 to 0.65. The correction factors
are consistent except for a little difference in the first bin. In figures E.3 and E.4 in appendix E
the PSBA variables for the An slices and respective closure test are presented. Except for the
lower values of acceptance and for the higher values of background, all the PSBA variables have
similar behaviour as for the integrated distribution.
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Figure 5.35: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau_2010A datasample corrected with PYTHIA
6 - Z2* Tune in the inside—jet tag scenario.

The PSBA variables for A¢ in the inside—jet tag scenario are presented on the left side of
figure 5.35 and the closure test is shown on the right side. The acceptance is roughly constant
over the whole range, with a value around 0.55. The background starts at 0.6 for low A¢ and
decreases to 0.4 in the higher region. The purity and stability grow from 0.75 and 0.8 respectively
to close to 1.0. There is a good agreement between both correction factors. The PSBA variables
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for A¢ in the inside—jet tag scenarion in slices of An and closure test are presented in figures E.5
and E.6 in apendix E. In general, the same trends are found for the An slices. The acceptance
is slightly lower and background is bigger for some bins. Purity and stability start at lower A¢
region with high values and grow to near 1.0. The closure test shows a good agreement.
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Figure 5.36: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau 2010A datasample corrected with PYTHIA
6 - Z2* Tune in the inside—jet tag scenario.

The PSBA variables for the leading inside—jet pt are presented on the left side of figure 5.36
and the closure test is shown on the right side. The background starts at 0.5 for the first bin
and then decreases to about 0.3 for the other bins. The acceptance starts at 0.45 in the first bin
and jumps to 0.65 in the second, growing steedly to 0.75 toward the higher pr region. Purity
and stability start at 0.75, then decrease to 0.55 and grow to 0.75 towards the last bin. Both
correction factor from PSBA and bin—by-bin are consistent.
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Figure 5.37: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau 2010A datasample corrected with Pythia
6 - Z2* Tune in the inside-jet tag scenario.

The PSBA variables for the leading inside—jet n* are shown on the left side of figure 5.37 and
the closure test is presented on the right side. Purity and stability are close to 0.9 in the center
and decrease to 0.85 in the edges. The acceptance is 0.6 in the central region and decreases to
between 0.05 and 0.15 in the edges of the distribution. The background is almost constant, with
a value around 0.4. The correction factors agree.

In figure 5.38 the PSBA variables for leading outside—jet pr, on the left, and the closure
test, on the right, are presented. The background starts at 0.55 in the first bin and decreases to
about 0.3 for the rest of the distribution. The acceptance is 0.75 for the first bin, decreasing to
0.7 towards the third bin, being 0.65 and 0.45 in the second and first bins respectively. Purity
and stability have values of about 0.75 in the first bin, decrease to 0.55 in the second and then
increase steadly up to 0.75 in the last bin. There is a good agreement between the correction
factors obtained with PSBA variables and generator and detectors levels ratio.
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Figure 5.38: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau 2010A datasample corrected with Pythia
6 - Z2* Tune in the outside—jet tag scenario.
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Figure 5.39: Acceptance, background, purity and stability (left) and closure test (right) for the
bin—by-bin correction performed on the JetMETTau 2010A datasample corrected with Pythia

6 - Z2* Tune in the outside—jet tag scenario.

In figure 5.39 the PSBA variables as a function of An°“, on the left, and the closure test,
on the right, are presented. The acceptance is between 0.55 and 0.6 for the whole range. The
background grows from 0.4 to 0.45, jumping to 0.55 in the last bin. Both purity and stability
are 0.85 for the first bin, decreasing to 0.8 in the last. Except for the last bin, the correction
factors agree.

In general, the values of PSBA variables a within the acceptable range. Purity and stability
are over 0.6 for most of the bins. The background rarely exceeds 0.5 and the acceptance very
seldom is lower than 0.5. Finding many values outside these ranges would mean that the bin—
to—bin or the inside—outside migrations are too big to use the bin—-by—bin method. The closure
tests were successful, allowing the conclusion that bin—by—bin correction can also be used in this
analysis without any major problems.

5.5 Bin—-by—Bin Correction

In this section the bin—by—bin correction factors for all measured observables are shown.
The bin—by-bin correction factor is the average between PYTHIA 6 - Z2* Tune and PYTHIA 8 -
4C Tune. There is a set of factors for each pile-up condition. These factors will be, later on,
compared with unfolding results.

The figure 5.40 show the correction factors for the A¢ distribution in the inclusive scenario.
The plots display a dependence on Ag, larger correction factors are found in the lower A¢ region.
This A¢ comes from higher low—pr jet multiplicity present in the lower A¢ region, which have
higher background and lower purity and stability. The factors varied between 0.6 and 1.1. In
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Figure 5.40: Correction factors to stable particle level for A¢ in the main selection for the
JetMETTau_2010A (left) and JetMET 2010A (right) datasets.

most of the bins both MC agree within statistical uncertainty. The results are consistent between
the different datasets, showing that pile—up does not play a significant role.

The A¢ correction factors for for different regions of An to hadron level for the inclusive
scenario are presented in figures F.1 and F.2 in appendix F. In overall, the correction factors
have a larger difference between the different MCs than in the inclusive case and range from
0.60 to 1.15. The lower A¢ bins have the biggest statistical errors and also the larger difference
between the MC samples, however they still agree within the statistical uncertainty. The trend
is similar for both datasets.
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Figure 5.41: Correction factors to stable particle level for A¢ in the inside—jet veto scenario for
the JetMETTau_2010A (left) and JetMET 2010A (right) datasets.

The correction factors for the A¢ distribution in the inside—jet veto scenario are shown in
figure 5.41. A stronger dependence of the correction factors on A¢ is found, the values grow
with A¢ from 0.4 to 1.1. The differences between the MC predictions are, in most bins, covered
by the statistical uncertainties and are consistent between datasets.

The correction factors for the A¢ distribution in the inside—jet veto scenario in different
regions of An are shown in figures F.4 and F.4 in the appendix F. The correction factors varied
from 0.4 to 1.1 and have the largest deviation from 1 for the lower A¢ region. Except for the
lower A¢ region in the slice 4.5 > An > 7.5, the discrepancies between the MCs are covered by
statistics. The results for both datasets are consistent.

The correction factors for the A¢ distribution in the inside—jet tag scenario are presented in
figure 5.42. The dependence with A is stronger than in the main selection, showing two distinct
regimes for low and high A¢ regions, creating two plateaus which include all bins except for the
middle one. The correction factors varied between 0.65 and 1.10. Within statististics, both MC
samples agree for most of the bins in both datasets.
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Figure 5.42: Correction factors to stable particle level for A¢ in the inside—jet tag scenario for
the JetMETTau_2010A (left) and JetMET 2010A (right) datasets.

The correction factors for the A¢ distribution in the inside—jet tag scenario in different regions
of An are presented in figures F.5 and F.6 in appendix F. The trends are very similar as for
the inclusive case. No significant discrepancies between different MCs samples and datasets are
found. The factors range from 0.6 to 1.15.
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Figure 5.43: Correction factors to stable particle level for leading inside—jet pt for the JetMET-
Tau_ 2010A (left) and JetMET _2010A (right) datasets.

In figure 5.43 the correction factors as a function of the leading inside—jet pt are presented.
The corrections are very small and the values range only from 0.85 in higher pt region to 1.10.
A wave-like structure, dependent of pr, is visible in all datasets. A small difference between
the two MC samples is found in the lower pr region, where PYTHIA 8 - 4C Tune tends to give
factors closer to 1.0.

In figure 5.44 the correction factors as a function of the leading inside—jet n* is presented.
The factors run from 0.95 to 1.40, being smaller in the central region and growing towards the
edges of the plot. A sligtly asymmetry is observed, which is too small to have any impact on the
final result. The behaviour is similar across datasets and MC samples, except for the first bin,
where the two MC are different in both datasets due to limited statistics.

In figure 5.45 the correction factors as a function of leading outside—jet pt are shown. The
values vary from 0.8 and 1.1, being bigger in the centre, 60 > pr > 100 GeV. Except for the
last bin, the correction factors are close to 1 and no significant structure is found. The two MC
samples show a small difference in the central pr region, where PYTHIA 8 - 4C Tune predict
correction factors closer to 1.0.

In figure 5.46 the correction factors for the An°% distribution is presented. The correction
factors lie between 1.00 and 1.05 for all bins, except for the last where they fall to around 0.8.
They agree between MC samples and datasets.
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Figure 5.45: Correction factors to stable particle level for leading outside—jet pr for the JetMET-
Tau_ 2010A (left) and JetMET _2010A (right) datasets.

All correction factors have values around 1 and, as expected, did not result in big corrections.
There is a clear dependence of the correction factors on A¢, which is explained by the larger
fraction of low—pr jets in the lower A¢ region. Also, this larger correction at lower A¢ is the

pile—up contribution.

Although it is not necessary in this analysis, unfolding is used to produce the final corrected
cross—section. A detailed exposition is given in the next chapter.
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Chapter 6

Unfolding

In this chapter the inherent theory of unfolding (see section 6.1), the methods (see section 6.2),
general benchmarking tests (see section 6.3) and results from the unfolding applied to the analysis
of this thesis (see section 6.4) are presented.

6.1 Theory

Due to limited acceptance, finite resolution and migration effects, the measurement of a
distribution does not vyield the true result. A transformation of the measured distribution is
necessary to obtain a result with a direct physical meaning, without the specific effects from
the used detector. The result should allow a direct comparison with other experiments and
theoretical distributions.

6.1.1 The direct and the inverse process

The transition from the true distribution f(z) to the measured distribution g(y) is described
by the Fredholm integral [175]:

/Q Aly, 2)(2)dz + b(y) = g(y), (6.1)

where b(y) represents the backgroung contribution. The function A(y,x) gives the response
of the measurement device to the distribution f(z). Two types of process are based on the
equation:

e direct process: true distribution f(z) — ¢(y) measured distribution;

e inverse process: measured distribution g(y) — f(x) true distribution.

In the direct process the function f(x) is converted into the detector signal g(y). The direct
processes can be simulated with Monte Carlo. Due to migration effects in the measurement, the
measured distribution is usually smoother than the original distribution.

The process of the reconstruction of the true distribution f(x) from the measured g(y) is
called the inverse process and belongs to the class of ill-posed problems. Due to the smoothing
properties of the response function A(y,x), the inverse process is usually unstable, which means
that a small change in g(y) may lead to large changes in the obtained f(z).

The differences between true and measured distributions are ilustrated in figure 6.1. This
differences come typically from the particle-physics detector response and are due to several
effects:

91
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Figure 6.1: Example of true (blue) and measured distributions (red and yellow filled area) [175].

e In each bin there are statistical fluctuations from Poisson statistics, which can increase or
decrease the number of counts [175].

¢ Due to limited resolution, migration between bins will happen, causing a given count to be
recorded in the wrong bin.

e The limited acceptance and reduced efficiency can decrease the number of entries in a given
bin

e Due to non-linear detector response, there can be an average shift in a certain direction.

Fakes are events outside of the phase—space which contaminate the measured distribution,
while missed events are those that should be in the measured distribution and are not. For
example, in a selection which has an energy threshold, events with F below the cut which are
nevertheless reconstructed with E greater than the cut are called fakes. Events with F over the
threshold which are measured with E smaller than the threshold or not measured at all, are
missed events.

6.1.2 Reimann-Lebesgue lemma

As dicussed earlier, the integration of the response function A(y,z) inside the Fredholm
integral equation of first kind has a smoothing effect on the function f(z). The reduction of
the intensity of the high—frequency component is formulated in the Riemann-Lebesgue theorem.
Using fp,(z) = sin(2wpx) with p = 1,2, ... the result of the folding or the direct process is given
by [175]:

/QA(y, x) sin(2wpzx)dx = g(y) p=1,2,.. (6.2)

The Riemann—Lebesgue theorem states:

g(y) — 0 when p— 00 (6.3)

As the high frequency contributions are supressed in the direct process, they are amplified in
the inverse process, allowing for a small random pertubation of g(y) to create a large effect in the
unfolding result f(x), which limits the capacity to reconstruct narrow structures, for example a
mass peak.
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6.1.3 Discretization of linear inverse problems

The equation 6.1 can be solved using numerical methods, by replacing the functions by sets
of discrete data. Usually, in high energy physics, the measured distributions are given in the
form of histograms with statistical errors. One can define the number of measured bins as m and
the number of true bins as n. The measured values are transformed into a m—size vector y and
the errors replaced by a m—size vector €, while the response function A(y,z) is translated into a
m-by-n matrix A response matriz. Thus, the equation 6.1 becomes linear:

Az +e=vy, (6.4)

assuming a case without background, where x is the n—size vector containing the unfolded
result.

6.1.4 Solution by naive inversion

When the matrix A is quadratic, m = n, and if it has an inverse, the unfolded result z can
be written as:

r=A"ly (6.5)

Using the standard law of uncertainties with the covariance matrix V,, taken from data, one
could compute the covariance matrix of the estimate V, according to:

Ve =A",Aa™HT (6.6)

As a system of linear equation has a unique solution for m = n equations and n unknowns,
the covariance matrix Vj, has no influence on the result x. Although the naive inversion is simple
to perform, its results are usually not accurate. In addition, the case m = n is not recommended,
because of instabilities of the inverse processes. Therefore, more complex methods need to be
applied.

6.2 Unfolding Methods

In the package RooUnfold 1.1.1 [174], used in this thesis, several methods are avalaible. In
this section an overview of the bin-by-bin (see subsection 6.2.1), Bayesian (see subsection 6.2.2),
SVD (see subsection 6.2.3) and TUnfold methods (see subsection 6.2.4) are presented.

6.2.1 Bin—-by-bin Method

The bin-by-bin method is a simple case of unfolding which takes into account only the
diagonal elements of the response matrix. This was applied in section 5.5. For this method, the
response matrix A is always quadratic, m = n, and if one assumes that there is no background,
the unfolding problem is reduced to:

1

= Tmyz (6.7)

Z;

The obvious shortcoming of this method is the fact that it does not take into account the
correlations between bins, assuming an over—simplified picture of the measurement. As discussed
in section 5.4, the confidence of this method is determined by the acceptance, background,
purity and stability values. To be able to use the bin—by—bin method, one should ensure that
the acceptance is very high and the background is very low, otherwise one must correct for it
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or the method will likely introduce a bias in the result. The migrations can not be corrected
directly, thus in the case of very low purity or stability, another unfolding method is required.
As an additional requirement to use the bin—by—bin method, the magnitude of the off-diagonal
elements when compared with the diagonal has to be small.

6.2.2 Bayesian Method

The Bayesian unfolding method was proposed by d’Agostini [176]. One can formulate Bayes’
theorem in terms of several independent causes C;,i = 1,2, ..., n. which can produce the effect E.
If one assumes the initial probability of the causes, P(C;), to be known as well as the conditional
probability of the ith cause to produce the effect P(E|C;), Bayes formula can be written as:

P(E|C;).P(Cy)

P(E|Cy).P(Cy)
1

P(CIE) = + (6.8)

1=

When one event is observed, the probability that it has been due to the ith cause is pro-
portional to the probability of the cause multiplied by the probability of the cause to produce
the effect. Bayes’ formula increases the knowledge of P(C;) as the number of the observations
increases. However, P(C;|FE) depends on the initial probability of the causes, which has to be
known a priori. The final distribution depends on P(E|C;), which must be estimated with Monte
Carlo methods.

When observing n(E) events with effect E, the expected number of events from each cause
is

n(C;) = n(E).P(Ci|E). (6.9)

The outcome of a measurement has several possible effects E;, j = 1,2, ..., ng for a given cause
C;j. For each effect, the P(C;|E;) can be computed. These conditional probabilities P(C;|E;)
come from the response matrix A. Thus, one can write the equation 6.8 as:

P(E;|C;).Py(C;)

P(CHIE) = 5 , (6.10)
> P(E;|Cy).Po(Cy)
I=1
being Py the initial probability. The equation 6.10 should satisty:
nc
° ZPO(CZ) = 1.
i=1
e If the probability of a cause is initially set to zero, it can never change.
nc
e The normalization condition is ZP(CHE]-) =1
i=1
ng
e 0<¢ <1lfore = Z P(E;|C;): there is no need for each cause to produce at least one of
j=1

the effects taken into consideration, with ¢; being the efficiency of detection of cause Cj in
any of the possible effects.

After Ngps experimental observations the expected number of events assigned to each of the
causes, due to observed events, can be computed to each effect from equation 6.9:
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Ne

n(Ci)obs = Y _ n(E;)P(Cy|E;). (6.11)

J=1

If one takes the measurement efficiency into account, the equation 6.11 can be written as:

1 &
n(Ci) ==Y n(E;)P(Ci|E;) with ¢ #0 (6.12)
€ £
7=1
From these unfolded events, the true total number of events (see equation 6.13), the final
probabilities of the causes (see equation 6.14) and the overall efficiency (see equation 6.15) can

be estimated:

Nirae = in(()’i), (6.13)
=1
P(C) = P(Cin(E)) = 20, (6.14)
Nobs
€= N, (6.15)

The obtained e may be different from the initial efficiency €y computed from MC simulations:

nc

> ePy(Ci)

o Nineas _ =1
= = T
2_ Pl
i=1

The closer the initial distribution Py(C') is to the data, the better the agreement with the
final distribution will be. It can be demostrated with a toy MC that P(C') lies between Py(C') and
the true one, suggesting to proceed iteratively. Thus, the Bayesian unfolding can be performed
with the following steps:

(6.16)

1. choose the initial distribution Py(C') and the expected number of events ng(C;) = Py(C;).Nops
from the best knowledge of the process under study;

2. compute n(C) and P(C);
3. calculate the x2 between n(C) and ng(C);
4. replace Py(C) by P(C) and ng(C) by n(C) and go to step 2. If, after the second iteration,

the value of x? is arbitrary small enough, stop iteration.

6.2.3 SVD Method

The SVD (Singular Value Decomposition) method proposes an alternative method to solve
equation 6.4 [177]. An SVD of a real m x n response matrix A can be numerically factorized in
the form [178,179]:

A=USVT (6.17)

where U is an m X m orthogonal matrix, V is an n X n orthogonal matrix and S is an
m X n diagonal matrix with non-negative diagonal elements. These matrices have to obey to the
following conditions:
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« UUT =UTU =T,
« VVT VTV =T,
e S;j =0 for i # j;

e S5;i=s2>0.

The quantities s; are called singular values of the matrix A, while columns of U and V are
called the left and right singular vectors. If A is itself orthogonal, all its singular values are
equal to 1, while a degenerate matrix will have at least one 0 among the singular values. If some
singular values are much smaller than other singular values or equal to 0, it could be difficult
to invert the matrix. Thus, SVD is a possible method to treat such problem and the solution is
given by:

z=VStUly. (6.18)

One of the avaliable implementations is TSVD [180].

6.2.4 TUnfold Method

The TUnfold method [182] solves the inverse problem defined in equantion 6.4 by minimizing
the x? using the following equation:

Y2 = (y — Ax)TVy_yl(y — Ax) + TQ(L(J) — 20)) ' L(z — 20) + X z:(yZ — (Ax);) (6.19)

)

where the first term is the MC input, the second is the regularization and the third is respon-
sable for the preservation of the distribution area. 7 is the parameter defining the regularisation
strength, L is an n x [ matrix with the regularisation conditions, xg is the bias distribution and
A is a Langragian multiplier.

The x? can be minimized as a function of x for fixed A = 0 or as a function of x and \.

The regularization is necessary because the simple least squares solution is dominated by
contributions from data and rounding errors. The choice of the regularization strength 7 is done
using the L-curve, which takes the name from its shape and is defined from A and 7 dependent
functions [181]. An example of an L—curve is found in figure 6.2. The best L—curve value of
the regularization is found at the kink of the L—shaped plot, avoiding a too weak or too strong
regularization.

The interface to the TUnfold method [182] implementation in RooUnfold has 4 different
regularization methods:

None: No regularization is applied;

Size: The size of (z — x) is minimized;

Derivative: The first derivative of (x — zp) is minimized;

Curvature: The second derivative of (z — x¢) is minimized.

6.3 Benchmarking tests

In this thesis, benchmarking tests were performed to ensure a good implementation and
understanding of a given unfolding method and its implementation. The tests comprised the
influence of the binning, influence of the training function and correlations.
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Figure 6.2: Example of an L-Curve [181].
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Figure 6.3: True (back) and measured (red) distributions used in the benchmarking test.

In this tests, true and measured distributions have been generated and are presented in
figure 6.3. The true data were constructed from 10° events distributed according to a double
Breit—Wigner function. The measured distribution was obtained by smearing each event with a
Gaussian function with no bias and a width of 0.5. There was an additional acceptance function
applied described by

2(z — 10)
=1-——-". 6.20
€ 36 (6.20)
The true distribution has 24 equidistant bins, with a bin width of 0.25, while the measured

distribution has 48 bins with a bin width of 0.25.

An unbiased response matrix was generated from 10° uniformly distributed events. This
unbiased matrix is necessary to remove any possible effect of the distribution on the final result.
The training functions of the response matrix are presented in figure 6.4. In this case, as the
training true distribution is uniform, the training measured distribution has the same shape as
the acceptance.

The measured distribution was unfolded with TUnfold algorithm using the size regulariza-
tion and the result is presented in figure 6.5. The unfolded result does not agree with the true
distribution and sometimes is more away than the measured distribution. Thus, as expected, a
blind unfolding cannot be performed, as the inverse problems are highly instable, so one must
control how the method behaves.
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Figure 6.4: Training distributions used to create the unbiased response matrix in the bench-
marking test: true (black) and measured (red).
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Figure 6.5: Unfolded result for the benchmarking test: true (black), measured (green) and
unfolded (red) distributions.
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Figure 6.6: Unfolded result for the benchmarking test with smearing smaller than bin width:
true (black), measured (green) and unfolded (red) distributions.

The study was repeated using a smearing width equal to 0.3, which is smaller than the bin
width. The result is presented in figure 6.6. This test proved that, when the smearing is smaller
than the bin width, the unfold result is compatible with the true distribution.

The bin correlations are presented in figure 6.7 with smearing equal to 0.5 on the left side and
equal to 0.3 on the right side. It can be concluded that the correlations smear out as the smearing
increases. The neighbouring bins are strongly correlated. In both cases, the correlation, p, sign
alternates and the correlation decreases between i—next neighbour to the ¢ + 1-next neighbour.



6.4. UNFOLDING RESULTS 99

‘ Correlations TUnfold True bins = 24 Mesured Bins = 48 TUnfold::kRegModeSize | ‘ Correlations TUnfold True bins = 24 Mesured Bins = 48 TUnfold::kRegModeSize

8 6O weisnoours 8 go| I Mewows

= Next Neighbours = Next Neighbours

c o c o

2 go| Il menexneinvows 2 70/ Il zosestreignsous
5 I 5 e Neghbors
@ @

o [ #n-Next Neighbours 2 g [ #n-Next Neighbours
E 40 Other Contributions E Other Contributions
z z

50

30 40
- 30

20

b ‘ h J.
| L f | L L L L L L L L |
0 -1 -0.5 0 0.5 1
P

Figure 6.7: Correlations between bins for the benchmarking test: smearing equal to bin width
(left) and smaller than the bin width (right).

S
o
o
)
=]
o
-

£

©

6.4 Unfolding results

In this section, the response matrices (see subsection 6.4.1), the closure test (see subsection
6.4.2), the cross—closure test (see section 6.4.3) and unfolded distributions (see subsection 6.4.4)
of this analysis are presented.

6.4.1 Response matrices

To construct the response matrices, the number of true bins was always twice of the measured
ones. This is necessary to a better modeling of the bin migrations.
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Figure 6.8: Response Matrix for A¢ in inclusive scenario for the JetMETTau 2010A dataset
obtained with PYTHIA 6 - TUNE Z2*. Fakes are represented in the negative bin of Adpedron-
Missed eventsare represented in the negative bin of A¢getector-

The response matrix for A¢ in the inclusive scenario, which includes fake and missed events,
can be found in figure 6.8. Most of the events sit on the diagonal, except for a significant amount
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of fake and missed events, which are represented in the underflow bins of the hadron and detector
axis respectively. A similar behavior is found for the response matrices obtained with PYTHIA 8,
for the other datasets and A¢ distributions.
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Figure 6.9: Response Matrix for the leading inside—jet pr for the JetMETTau 2010A dataset
obtained with PYTHIA 6 - TUNE Z2*. Fake events are represented in the negative bin of pp

inside : : : : inside
e . Missed events are represented in the negative bin of pr 251%% .

In figure 6.9 the response matrix for the leading inside—jet pr is presented. Except for a
significant fraction of fake and missed events, most events are on the diagonal or in next—to—
diagonal bins. This portion of the fake and missed events is due to the pr cut on the leading
inside—jet and one can conclude that the bin migrations in pt are small when compared to the
migrations into and out of the sample. Similar results were obtained for the leading outside—jet
pr distribution and also across different MC predictions and datasets.

The response matrix for the leading inside—jet n* is shown in figure 6.10. Although most
of the events are on the diagonal, the fraction of fake and missed events is considerable. This
fraction is, once more, due to the pr cut. The same conclusions can be drawn for both MCs and

datasets.

The response matrix for the leading An°®“sie is presented in figure 6.11. Once again, most

of the elements are on the diagonal, except for a portion of fake and missed events due to the pr
cut. Similar effects were found for the other datasets and MC predictions.

By analysing the response matrix, one concludes that the migrations in and out of the
sample are the major problem, rather than bin migrations. This was already indicated by the
large values of purity and stability and low values of acceptance and high values of background.
Thus, unfolding is expected to be able to deal with this problem in a slightly more efficient way
than the simple bin—by—bin approach.

6.4.2 Consistency test

To make sure that the unfolding methods perform as expected, a consistency test has been
carried out for each distribution. It consists of unfolding the MC prediction on detector level
with the response matrix obtained with the same prediction. The result should be close to the
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Figure 6.10: Response Matrix for the leading inside—jet n* for the JetMETTau 2010A dataset
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Figure 6.11: Response matrix for An°* in inclusive scenario for the JetMETTau_2010A dataset
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hadron—level predition, otherwise there is some problem with the method, implementation or
input.
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Figure 6.12: A¢ in the inclusive scenario for the JetMETTau 2010A daset. The PyYTHIA 6
- TUNE Z2* on detector level unfolded with PYTHIA 6 - TUNE Z2* response matrix. Cross-
section (left) and ratio (right). PYTHIA 6 - TUNE Z2* on detector level is represented with a
red line, denoted as uncorrected data. The MC truth is labeled as standard bin-by-bin and is
represented with a green line. The other curves represent the unfolding results.

The consistency test for A¢ in the inclusive scenario is presented in figure 6.12. One can
see that when the PYTHIA 6 response matrix is used to unfold PYTHIA 6 on detector level with
Bayes method, one gets the hadron-level cross-section back. The small differences, in the order of
2%, were expected because of the diference in the background subtraction method and negligible
since as they are much smaller than the uncertainty of the measurement. Similar results were
obtained for the other A¢ distributions and also when using PYTHIA 8 to unfold itself.
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Figure 6.13: PYTHIA 6 - TUNE Z2* on detector level unfolded with PYTHIA 6 - TUNE Z2*
response matrix for the leading inside—jet pt for the JetMETTau 2010A dataset. Cross-section
(left) and ratio (right). The PYTHIA 6 - TUNE Z2* on detector level is represented with a
red line, denoted as uncorrected data. The hMC truth is labeled as standard bin-by-bin and is
represented with a green line. The other curves represent the unfolding results.

The consistency test for the leading inside—jet pr is shown in figure 6.13. One can see that
all methods, except for Bayes, have trouble to reconstruct the hadron-level prediction in the
medium— and high— pr region. On the other hand, the Bayesian method deviates just a few %
to the bin—by—bin result. Similar results were obtained for the other datasets and also with the
PvyTHia 8 prediction unfolded with itself. Similar trends were found for the leading outside—jet
pr distribution.

In figure 6.14 the unfolding consistency test for the leading inside—jet 7+ distribution is
presented. All unfolding methods perform in an acceptable way in the central region, but deviate
in the edges. The Bayesian method yields less difference from the hadron level prediction than
any other unfolding method. Similar conclusions can be taken from the PYTHIA 8 distribution
unfolded with PYTHIA 8 response matrix as well with the weights of the different datasets.
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Figure 6.14: PyTHIA 6 - TUNE Z2* on detector level unfolded with PyTHiA 6 - TUNE Z2*
response matrix for the leading inside—jet n* for the JetMETTau 2010A dataset. Cross-section
(left) and ratio (right). The PyTHIA 6 - TUNE Z2* on detector level is represented with a
red line, denoted as uncorrected data. The MC truth is labeled as standard bin-by-bin and is
represented with a green line. The other curves represent the unfolding results.

Bin-By-Bin - RooUnfold/Standard

i [Pb]

dAn®™®
Ratio

3.5
<<<<<<<<<<<< TUnfold/Bin-By-Bin

- SVD/Bin-By-Bin
~rr Bayes/Bin-By-Bin

do

)
TTTTTT ‘\ H‘H

25

~
\

Uncorrected Data
Standard Bin-By-Bin

10*

£ e RooUnfold Bin-By-Bin ' 15—
C TUnfold e C e
[— SVD E
Bayes =
ST BAYES b F
10 05—
= | | | | . | P C | | I | |
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
A A

Figure 6.15: PYTHIA 6 - TUNE Z2* on detector level unfolded with PyTHIA 6 - TUNE Z2*
response matrix for the leading An°“! for the JetMETTau_ 2010A dataset. Cross-section (left)
and ratio (right). The PYTHIA 6 - TUNE Z2* on detector level is represented with a red line,
denoted as uncorrected data. The MC truth is labeled as standard bin-by-bin and is represented
with a green line. The other curves represent the unfolding results.

In figure 6.15 the consistency test for An°“! distribution is shown. Except for the last bin,
all methods could reconstruct the distribution on hadron level, but only Bayes’ method provides
a consistent result for all the bins. This outcome was also found for PyTHIA 8 and in other
datasets.

The consistency test showed that the Bayesian method deliver the best results.

6.4.3 Closure test

A closure test is an additional cross—check to the unfolding process, because it provides
a statistical independent test. It can be performed by dividing the MC events in two sub-
samples, using one half to obtain the response matrix and the other half to obtain the measured
distribution. Statistical independent samples can also be obtained by using a MC generator to
compute the response matrix and another to provide the measured distribution. This analysis
used the latter closure test.

The unfolding closure test for A¢ in the inclusive scenario is presented in figure 6.16. When
using the PYTHIA 8 response matrix to unfold the PYTHIA 6 result, one gets a result close to the
original values. The discrepancy, which is around 5% for most of the bins, is in line with what
one could expect because the response matrix and the measured distribution are generated by
different MC. Similar results were obtained when the opposite was done, using the PYTHIAA 6
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Figure 6.16: PYTHIA 6 Z2* tune on detector level unfolded with PyTHIA 8 4C tune response
matrix for A¢ in the inclusive scenario for the JesMETTau_2010A dataset. Cross-section (left)
and ratio (right). The PyTHIA 6 Z2* tune on detector level is represented with a red line,
denoted as uncorrected data. The MC truth is labeled as standard bin-by-bin and is represented
with a green line. The other curves represent the unfolding results.

response matrix to unfold the PyTHIA 8 distribution. The outcome obtained for other datasets
and other A¢ distributions was similar.
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Figure 6.17: PYTHIA 6 Z2* tune on detector level unfolded with PyTHIA 8 4C tune response
matrix for the leading inside—jet pr for the Jes METTau 2010A dataset. Cross-section (left) and
ratio (right). The PYTHIA 6 Z2* tune on detector level is represented with a red line, denoted
as uncorrected data. The MC truth is labeled as standard bin-by-bin and is represented with a
green line. The other curves represent the unfolding results.

The unfolding closure test for leading inside—jet pr is shown in figure 6.17. The Bayesian
unfolding seems to be the only method which performs in an acceptable way, yielding results
compatible with the bin—by—bin method on the level of few %. The other methods fail in the
middle— and high—pr regions, as they did for the consistency test. The same conclusions can be
drawn from the leading outside—jet pr distribution. Similar results were obtained for different
MC predictions and datasets.

In figure 6.18, the unfolding closure test for leading inside—jet n* is shown. In the central
region, the TUnfold and Bayes methods yield good results, being only a few % away from the
true result. All methods have troubles in the edges, but Bayes’ method gives the most reasonable
results. Similar outcomes were found for the other MC predictions and datasets.

out

In figure 6.19, the unfolding closure test for An°“ is presented. Although all methods describe
reasonably the low An°“! region, the best result is provided by Bayes method. TUnfold and SVD
are away in the last two bins. Similar results have been obtained for other MC predictions and
datasets.
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Figure 6.18: PYTHIA 6 Z2* tune on detector level unfolded with PyTHIA 8 4C tune response
matrix for the leading inside—jet n* for the JetMETTau 2010A dataset. Cross-section (left) and
ratio (right). The PYTHIA 6 Z2* tune on detector level is represented with a red line, denoted
as uncorrected data. The MC truth is labeled as standard bin-by-bin and is represented with a
green line. The other curves represent the unfolding results.
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Figure 6.19: PYTHIA 6 Z2* tune on detector level unfolded with PyTHIA 8 4C tune response
matrix for the An°“ for the JetMETTau_2010A dataset. Cross-section (left) and ratio (right).
PYTHIA 6 - Z2* tune on detector level is represented with a red line, denoted as uncorrected
data. The MC truth is labeled as standard bin-by-bin and is represented with a green line. The
other curves represent the unfolding results.

Bayes method proved to give the best results without too much tuning of the method’s
parameters. It should have been possible to get good results with other methods too, but as the
unfolding is used just as a cross—check it was not considered necessary.

6.4.4 TUnfolded distributions

Taking into account the consistency and the closure test results, the measured data have
been unfolded only with Bayes’ method.

The unfolding result for A¢ in the inclusive scenario is presented in figure 6.20. The obtained
cross-section is very similar to the bin—by—bin result for the higher A¢ region and deviates towards
lower values, up to 0.9, for the lower A¢ region. Similar results were obtained for other datasets
and MC generators.

The results of the A¢ unfolding in the inclusive scenario for different An slices are presented
in figures G.1 and G.2 in the appendix G. The results are very similar to the inclusive scenario,
as well across datasets and MC predictions.

Figure 6.21 shows the unfolding result for A¢ in the inside—jet veto scenario. The difference
between bin—by-bin and Bayes is smaller than in the inclusive scenario, around 2%, and is
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Figure 6.20: Data unfolded with PyTHIA 6 - TUNE Z2*. Cross-section (left) and ratio (right)
for A¢ in the inclusive scenario for the JetMETTau 2010A dataset.
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Figure 6.21: Data unfolded with PYTHIA 6 - TUNE Z2* for A¢ in the inside—jet veto scenario.
Cross-section (left) and ratio (right) for the JetMETTau_2010A dataset.

constant over the whole distribution. Similar results were found for the other MC predictions
and datasets.

The results for A¢ in the inside-jet veto scenario in slices of An are shown in figures G.3
and G.4 in the appendix G. No significant difference between bin—-by-bin and Bayes’ method
is observed except for the very low A¢ region in the wider rapidity separation. The results are
consistent for the other datasets and MC predictions.
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Figure 6.22: Data unfolded with PYTHIA 6 - TUNE Z2* for A¢ in the inside—jet tag scenario
for the JetMETTau_2010A dataset. Cross-section (left) and ratio (right).

Figure 6.22 presents the unfolding result for the inside—jet tag scenario. As expected, the
ratio is very small in the higher A¢ region and goes down gradually as far as 0.87 in the lower
A¢ region. Very similar results were obtained for other MC samples and datasets.
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The results for A¢ in the inside—jet tag scenario in slices of An are shown in figures G.5 and
G.6 in the appendix G.Small discrepancies between Bayes’ method and bin—by—bin, of the order
of 10%, are found, especially in the lower A¢ region. The conclusions are the same for the other
datasets and MC predictions.
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Figure 6.23: Data unfolded with PYTHIA 6 - TuNE Z2* for leading inside—jet p for the Jet-
METTau_2010A dataset. Cross-section (left) and ratio (right).

In figure 6.23 the unfolding results for the leading inside—jet pt are presented. In the lower pr
region Bayes and bin-by-bin agree. For the higher pr region the Bayes method yields a growing
cross—section ratio with pr, up to 40%. When using PyTHIA 8 the effect is the opposite, so the
average still agrees with bin—-by-bin. Similar results were found for both datasets.
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Figure 6.24: Data unfolded with PYTHIA 6 - TUNE Z2* for leading inside—jet n* in the Jet-
METTau_2010A dataset. Cross-section (left) and ratio (right).

In figure 6.24 the unfolding results for the leading inside—jet n* are shown. The results are
compatible with bin-by-bin in the central region. At the edges, where the statistics is smaller,
the results deviate up to 40%. The opposite trend had been found when using PYTHIA 8. The
agreement is consistent between MC predictions and datasets.

In figure 6.25 the unfolding result for the leading outside—jet pr is presented. The conclusions
across the different datasets and MC predictions are the same as for the leading inside—jet.

out

In figure 6.26 the unfolding result for the leading An°* is shown. Except for the last bin,
the results agree between bin—by-.bin and Bayes method, up to few %. The opposite trend in
the last bin is found for PyTHiA 8. The result is similar for both datasets.

In general the Bayes’ method results agree very well with bin—by—bin. The unfolded data
are averaged according to effective statistics, accepting equal contributions from both MC, and
used as hadron-level corrected data for the final results.
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Figure 6.25: Data unfolded with PYTHIA 6 - TUNE Z2* for leading outside—jet pp for the
JetMETTau_2010A dataset. Cross-section (left) and ratio (right).
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Figure 6.26: Data unfolded with PYTHIA 6 - TUNE Z2* for leading An°“ in the JetMET-
Tau_2010A dataset. Cross-section (left) and ratio (right).



Chapter 7

Uncertainties

In this chapter, the determination of the measurement uncertainties is discussed. In section
7.1, the statistical uncertainty due to the limited number of events and the statistical uncertainty
coming from the unfolding procedure are compared. The correlated uncertanties, which include
the uncertainties due to the jet energy scale, the luminosity and the trigger inefficiency, are
presented in section 7.2. The uncorrelated uncertainties are described in section 7.3 and include
statistical uncertainties and the uncertainties due to the model dependence and pile-up. The
total experimental uncertainty, which combines all correlated and uncorrelated uncertainties, is
presented in section 7.4. The y-range of all plots was choosen to be constant to provide a better
comparison across distributions.

7.1 Statistical and Unfolding Uncertainties

When using the Bayes unfolding method, the statistical uncertainty from the propagated sta-
tistical uncertainties decreases with the correction procedure. This is easily understood because
with each unfold iteration of the Bayes method more information is added to the distribution.
However, the effect is regarded as controversial by many statisticians and heavily discussed with-
out consensus [183] and, thus, it is important to estimate the its size. The unfolding uncertainty
is used as statistical uncertainty.
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Figure 7.1: Relative statistical (black-solid) and unfolding (red-dashed) uncertainties of the A¢
distribution in the inclusive scenario.

In figure 7.1 the statistical and unfolding uncertainties of A¢ in the inclusive scenario are
presented. In the following, the statistical uncertainty due to the limited number of events is
called statistical uncertainty, while the statistical uncertainy coming from the unfolding is refered
as unfolding uncertainty. The reason why the statistical uncertainty is reduced almost to half in
some bins is due, as explained earlier, to the information added by the Bayes method iterations.
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This reduction happens strongly in the lower A¢ region. A similar behaviour is observed for the
An slices, as shown in figure H.1 in the appendix H, with reductions between half and one third
in the first bin.
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Figure 7.2: Relative statistical (black-solid) and unfolding (red-dashed) uncertainties of the A¢
distribution in the inside-jet veto (left) and inside-jet tag (right) scenarios.

In figure 7.2, the statistical before unfolding and unfolding uncertainties for A¢ in the inside—
jet veto and inside—jet tag scenarios are shown. The inside—jet veto scenario shows a reduction
of one third for the lower A¢ region and almost no reduction for the higher A¢ region. The
inside—jet tag scenario shows a decrease of 50% between the statistical and unfolding errors for
the lower A¢ region and a tiny decrease for the last bins. The same conclusions can be drawn
for the An slices, as presented in figures H.2 and H.3 in the appendix H, were the reductions are
proportionally smaller for the larger pseudo-rapidity separations.
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Figure 7.3: Relative statistical (black-solid) and unfolding (red-dashed) uncertainties of the
leading inside—jet pp (left) and n* (right) distributions.

The statistical and unfolding uncertainties of the leading inside—jet pr and n* distributions
are presented in figure 7.3. In the leading inside—jet pr distribution, the unfolding smoothed
out the structures at pr = 80 GeV, which were due to the transition between two different
trigger streams (see subsection 5.1.2). In the leading inside—jet n*, the Bayes method reduces
the uncertainty in the central region by a small amount and in the edges up to 50%. Thus, the
bins which suffer more from small statistics are the ones that experience a larger reduction.

In figure 7.4, the statistical and unfolding uncertainties for the leading outside—jet pt and
An°¥ distributions are presented. The outside—jet pr structures are smoothed out, creating
a more uniform distribution and reducing the uncertainty to 50%. The statistical uncertainty
grows with An°“ as does the reduction, which reduces as much as 50% of the initial uncertainty.

A summary of the statistical uncertainties is presented in table 7.1 and a summary of the
unfolding uncertainties is shown in table 7.2. The average uncertainty is an unweighted uncer-
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Figure 7.4: Relative statistical (black-solid) and unfolding (red-dashed) uncertainties of the
leading outside—jet pr (left) and An°“ (right) distributions.

tainty average between bins. The pr distributions have the lowest uncertainty in both cases. As
expected, the double differentially distributions, A¢ in slices of An, yield the largest uncertain-
ties because of the small number of events. In some cases, the information added by the Bayes’
unfolding method can reduce the statistical uncertainty up to 50%, specially where the statistical
uncertainties are bigger.

7.2 Correlated Uncertainties

A correlated uncertainty is such that it affects all the data points to the same direction.
The correlated uncertainties of this analysis are the jet energy scale uncertainty, luminosity
uncertainty and trigger inefficiency uncertainty. To estimate the total correlated uncertainty,
these uncertainties are added in quadrature.

In CMS, the luminosity is measured with an accuracy of 4% [184]. This has a direct impact on
the normalisation of the measured cross-section and, therefore, it is added to the total uncertainty
as a constant.

As discussed in section 5.1, the trigger combination is overall more than 99% efficient, thus
a 1% in the upward direction is added to cover any potential inefficiencies. This addition is not
an error estimation of the trigger uncertainty, but rather a conservative estimation of possible
inefficiencies.

The dominant correlated uncertainty comes from the jet energy scale estimation. Since the
pr spectra are steeply falling distribution functions, most of the events are close to the pp—
threshold, which would turn a small calibration uncertainty into a major migration effect. The
uncertainty of the jet energy scale calibration varies over the pseudorapidity in the detector:
typical values for central jets are 2%, increasing to 6% for the most forward region. The effect on
the measurement is estimated by varying the energy of all detector—level jets in the event by the
corresponding uncertainty, both upwards and downwards, before applying the jet pr selection.

The correlated uncertainty of the A¢ distribution in the inclusive scenario is presented in
figure 7.5. A clear asymmetry between the downwards and upwards variation is visible, on average
is -38% and + 48%, being larger in the upward direction. Trigger inefficiency and luminosity
do not yield a significant contribution to the total correlated uncertainty. The total correlated
uncertainty decreases with increasing A¢, because of the contributions on the lower pr jet in
the lower A¢ region. The higher jet energy scale uncertainty values in the lower A¢ region are
due to the greater fraction of jets near the pr threshold in these bins, which thus increase their
migration probability.

In figures 1.1 and 1.2 in the appendix I, the correlated uncertainty of the A¢ distributionfor
the inclusive scenario in slices of An is presented. The values of the jet energy scale are larger than
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Table 7.1: Relative statistical uncertainty

Distribution Average | Minimum | Maximum

A¢ inclusive scenario 3.47% 0.58% 6.52%

04<An<25 5.91% 0.82% 11.01%

2.5 < An<3.5 7.29% 1.18% 13.74%

3.5 < An< 4.5 8.06% 1.52% 15.56%

4.5 < An< 7.5 7.19% 1.76% 13.16%

A¢ inside—jet veto scenario | 5.36% 0.61% 10.96%

04 < An<25 7.23% 0.84% 14.27%

2.5 < An<3.5 10.98 % 1.23% 21.50%

3.5 < An< 4.5 16.95% 1.62% 44.02%

45 <An< 7.5 16.32% 1.93% 34.50%

A¢ inside—jet tag scenario 4.90% 1.63% 8.54%

04 < An<25 10.94% 3.09% 18.35%

2.5 < An<3.5 10.39% 3.21% 18.41%

3.5 < An< 4.5 9.98% 3.40% 17.65%

45 < An< 7.5 8.50% 3.36% 14.86%

Leading inside—jet pr 2.81% 1.79% 4.10%

Leading inside—jet n* 6.38% 2.55% 17.14%

Leading outside—jet An°% 3.65% 1.74% 7.22%

Leading outside—jet pr 2.85% 1.69% 4.08%
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Figure 7.5: Relative correlated uncertainties of A¢ in the inclusive scenario in case of downward
(left) and upward (right) variation.

in the single differential distribution, because the method is also sensitive to the low statistics,
causing a larger total correlated uncertainty. The other features of the distributions are similar
to the inclusive case.

The A¢ distribution of the correlated uncertainty for the inside—jet veto scenario is shown
in figure 7.6. In the case of upward variation, there is a significant difference between the first
two bins and the rest, the former have an uncertainty of about 80% and the latter about 40%.
By comparison, the downward estimation is flatter and the uncertainty decreases with increasing
A¢. The upwards uncertainty is larger than downwards, which was expected, as the migrations
inside are bigger than the migration outside.

In figures 1.3 and 1.4 in appendix I, the A¢ correlated uncertainty for the inside—jet veto
scenario in slices of A7 is shown. There is a huge variation in the lower A¢ region for the upwards
uncertainty which was caused by a lack of statistics of the estimation in this phase—space. The
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Table 7.2: Relative unfolding uncertainty

Distribution Average | Minimum | Maximum
A¢ inclusive scenario 2.01% 0.40% 3.64%
04 <Anp <25 3.67% 0.57% 6.76%
25 <An<3.5 4.73% 0.82% 8.98%
3.5 < An< 4.5 5.19% 1.06% 9.93%
4.5 < An < 7.5 4.63% 1.22% 8.41%
A¢ inside—jet veto scenario | 3.58% 0.42% 7.42%
0.4 < An <25 4.81% 0.59% 9.48%
2.5 <An<3.5 7.54% 0.86% 15.15%
3.5 < An< 4.5 11.16% 1.13% 27.86%
4.5 < An < 7.5 12.05% 1.34% 27.36%
A¢ inside—jet tag scenario 2.89% 1.08% 4.90%
0.4 < An <25 6.62% 2.08% 11.13%
2.5 <An<3.5 6.69% 2.19% 12.03%
3.5 <An< 4.5 6.53% 2.32% 11.55%
45 < An <175 5.50% 2.27% 9.53%
Leading inside-jet pr 1.30% 0.98% 1.91%
Leading inside—jet n* 3.59% 1.65% 7.96%
Leading outside—jet An°% 2.22% 1.16% 3.94%
Leading outside—jet pr 1.29% 0.97% 1.89%
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Figure 7.6: Relative correlated uncertainties of A¢ in the inside—jet veto scenarioin case of
downward (left) and upward (right) variation.

other features observed in the distributions have a similar behaviour as the corresponding cases
in the inclusive scenario.

The A¢ distribution of the correlated uncertainty for the inside—jet tag scenario is presented
in figure 7.7. As in the previous scenarios, the upwards variation is larger than the downwards
and structures due to statistical fluctuations appear. The difference between the bins is smaller
for both upward and downward directions, being smaller than in the inside—jet veto scenario for
the lower A¢ region and larger for the higher A¢ region. Even for the lower values of the jet
energy scale, in the higher A¢ region, the other uncertainties do not contribute in a significant
way to the total correlated uncertainty.

The A¢ correlated uncertainties for the inside—jet tag scenario in slices of An are presented
in figures .5 and 1.6 in the appendix I. The correlated uncertainty is much flatter than in any of
the other scenarios. Otherwise, similar trends as in the corresponding distributions of the other
scenarios are found.
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Figure 7.7: Relative correlated uncertainties of A¢ in the inside—jet tag scenario in case of
downward (left) and upward (right) variation.
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Figure 7.8: Relative correlated uncertainties for the leading inside—jet pr. Downwards (left) and
upwards (right) variation.

In figure 7.8, the correlated uncertainties for the leading inside—jet pt are presented. The jet
energy scale uncertainty is still the dominating uncertainty, displaying a variation of -30% +40%,
and the contributions of the other uncertainties are negligible. The total correlated uncertainty
is almost flat for both directions, without any evident structures, being slightly larger for the
upward direction. The absolute values are, in unweighted average, smaller than for the A¢
distributions.
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Figure 7.9: Relative correlated uncertainties for the leading inside—jet n*. Downwards (left) and
upwards (right) variation.

In figure 7.9, the correlated uncertainties for the leading inside—jet n* are shown. Except for
the increase in the first bin, the correlated uncertainty is almost flat in the downward direction.
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One small peaky structure appear in the upwards variation, causing an increase up to 20% in
the uncertainty of these bins. The fluctuations near the edges can be explained by the lack of
statistics of the estimation, which are of the same order as statistical uncertainties (see figure
7.3-right).
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Figure 7.10: Relative correlated uncertainties for the leading outside—jet pp. Downwards (left)
and upwards (right) variation.

The correlated uncertainties for the leading outside—jet pt are presented in figure 7.10. Ex-
cept for the difference in the fifth bin of the upwards distribution, which is due to a statistical
fluctuation, the uncertainties are flat in both directions. The upwards direction is 10% higher
than the downwards one.
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Figure 7.11: Relative correlated uncertainties for An°4

variation.

. Downwards (left) and upwards (right)

The correlated uncertainties for An°* are shown in figure 7.11. The uncertainty grows

steadily, around 15% in total, from the lower to the higher An°“ region. The last bin of the
upwards variation has a value 10% higher than expected by the assumption of steady growth,
which is just a statistical fluctutation of the method.

A summary of the jet energy scale uncertainty is presented in table 7.3 and a summary
of the total correlated uncertainties is shown in table 7.4. The average is unweighted between
bins. The jet energy scale uncertainty drives the total value of the correlated uncertainty in all
distributions and all bins. The contributions of trigger inefficiency and luminosity are less than
0.5% of the total correlated uncertainty.

7.3 Uncorrelated Uncertainties

The uncorrelated uncertainties do not change the data points in a given direction but are
independent for each data point. The uncorrelated uncertainties of this analysis are due to the
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Table 7.3: Relative jet energy scale uncertainty

Distribution Average Minimum Maximum

A¢ inclusive scenario -37.94% +48.16% | -26.99% +27.80% | -47.60% +68.55%
04<An<25 -38.24% +51.28% | -26.06% +26.75% | -45.91% +83.59%
2.5 < An<3.5 -35.59% +46.48% | -27.53% +27.78% | -44.81% +63.38%
35 < An<45 -36.57% +48.12% | -26.99% +29.27% | -49.60% +70.74%
4.5 < An< 7.5 -41.41% +47.89% | -29.88% +30.48% | -52.68% +62.21%
A¢ inside—jet veto scenario | -38.95% +48.13% | -26.17% +25.66% | -53.00% +82.73%
04 < An<25 -39.80% +53.43% | -25.39% +25.29% | -53.32% +101.85%
2.5 < An<3.5 -35.12% +48.22% | -26.89% +25.55% | -41.93% +75.24%
35 <An<45 -41.27% +63.14% | -19.16% +26.45% | -72.87% +165.46%
45 < An< 7.5 -43.72% +36.69% | -28.39% +22.78% | -62.01% +57.63%
A¢ inside-jet tag scenario | -38.03% +51.24% | -30.94% +42.93% | -45.00% +59.62%
04 < An<25 -37.14% +52.33% | -28.49% +37.55% | -46.32% +66.80%
2.5 < An<3.5 -36.05% +48.55% | -29.93% +40.11% | -47.51% +66.98%
3.5 < An< 4.5 -35.64% +50.23% | -26.56% +35.77% | -46.27% +61.02%
45 < An< 7.5 -41.15% +53.86% | -32.68% +40.41% | -49.72% +72.40%
Leading inside—jet pr -33.54% +44.71% | -30.00% +41.63% | -35.71% +47.93%
Leading inside—jet n* -35.94% +47.75% | -31.93% +36.71% | -49.16% +65.34%
Leading outside-jet An°% | -38.78% +50.84% | -32.82% +44.94% | -59.93% +67.37%
Leading outside—jet pr -33.28% +45.25% | -30.61% +39.42% | -37.29% +59.59%

pile—up modeling, model dependence and the statistical uncertainties due to the limited number
of events. The total uncorrelated uncertainty is obtained by adding in quadrature all uncorrelated
uncertainties. All the plots of this section have the same y—axis scale to make the comparisons
across the distributions easier.

The estimation of the pile—up in data has been accomplished with an uncertainty much
smaller than 1%, as seen from the values obtained with different MC (see section 4.3). As this
uncertainty may have an effect on the unfolding, 1% was attributed to this effect.

The statistical and unfolding uncertainties have been discussed in section 7.1. For the total
uncorrelated uncertainty, the unfolding uncertainty has been used as the statistical contribution.

The model uncertainty is estimated by comparing the correction given the detector simula-
tion of two distint hadron-level predictions using a different physics model which, in pratice, is
usually performed by using two different MC generators. In this analysis, the difference of the
unfolding correction yielded by PyTHIA 6 and PYTHIA 8 were used as model dependence.
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Figure 7.12: Relative uncorrelated uncertainties for A¢ distribution in the inclusive scenario.
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Table 7.4: Relative total correlated uncertainty

117

Distribution Average Minimum Maximum

A¢ inclusive scenario -38.16% +48.35% | -27.29% +28.10% | -47.76% +68.67%
04<An<25 -38.45% +51.47% | -26.36% +27.06% | -46.09% +83.69%
2.5 < An<3.5 -35.81% +46.67% | -27.81% +28.08% | -44.99% +63.52%
35 < An<45 -36.79% +48.30% | -27.29% +29.56% | -49.76% +70.86%
4.5 < An< 7.5 -41.61% +48.08% | -30.14% +30.76% | -52.83% +62.34%
A¢ inside—jet veto scenario | -39.17% +48.34% | -26.47% +25.98% | -53.15% +82.84%
04 < An<25 -40.02% +53.63% | -25.71% +25.63% | -53.47% +101.93%
2.5 < An<3.5 -35.36% +48.42% | -27.19% +25.88% | -42.12% +75.36%
35 <An<45 -41.50% +63.32% | -19.57% +26.77% | -72.98% +165.51%
45 < An< 7.5 -43.91% +36.94% | -28.67% +23.15% | -62.14% +57.78%
A¢ inside-jet tag scenario | -38.24% +51.41% | -31.20% +43.13% | -45.18% +59.76%
04 < An<25 -37.36% +52.50% | -28.77% +37.77% | -46.49% +66.93%
2.5 < An<3.5 -36.28% +48.73% | -30.20% +40.32% | -47.67% +67.10%
3.5 < An< 4.5 -35.87% +50.41% | -26.86% +36.01% | -46.45% +61.16%
45 < An< 7.5 -41.35% +54.02% | -33.22% +40.62% | -49.88% +72.52%
Leading inside—jet pr -33.78% +44.89% | -30.26% +41.83% | -35.93% +48.11%
Leading inside—jet n* -36.16% +47.93% | -32.18% +36.94% | -49.32% +65.47%
Leading outside-jet An°“ | -38.99% +51.01% | -33.07% +45.13% | -50.09% +67.50%
Leading outside—jet pr -33.52% +45.44% | -30.88% +39.63% | -37.50% +59.73%

In figure 7.12 the uncorrelated uncertainties for the A¢ distribution in the inclusive scenario
are presented. The total uncorrelated uncertainty grows towards the lower A¢ region, mainly
driven by the model dependence contribution, except in the second and third bin where the
statistical uncertainty dominates over the other uncertainties, because the model dependence is
much smaller in those bins. The total uncorrelated uncertainty only exceeds 5% in the first bin.

In figure J.1 in the appendix J, the uncorrelated uncertainties of the A¢ distribution in
the inclusive scenario as a function of An are shown. The total uncorrelated uncertainty grows
with increasing An separation. Except for the wider pseudo-rapidity separation, where both
statistical and model dependence have a similar magnitude, the uncertainty is dominated by the
statistical uncertainty.
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Figure 7.13: Relative uncorrelated uncertainties for A¢ distribution in the inside—jet veto (left)
and inside—jet tag (right) scenarios.

The uncorrelated uncertainties for the A¢ distribution in the inside—jet veto and inside—jet
tag scenarios are presented in figure 7.13. In the inside—jet veto scenario, the model dependence
is the dominant uncertainty in the first and third bin, while statistical uncertainties dominates
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the second and forth; the remaining bins have similar values for all the contributions. For the
inside—jet tag scenario, the statistical uncertainty dominates in the lower A¢ region and the
uncertainties yield similar values for the higher A¢ region.

The uncorrelated uncertainties for the A¢ distribution in the inside—jet veto scenario in
slices of An are shown in figure J.2 in the appendix J. The uncorrelated uncertainties grow
with increasing pseudo—rapidity separation. While the statistical uncertainty grows slowly, the
model dependence grows quite fast yielding a large contribution in the lower A¢ region in the
distribution with wider An separation.

In figure J.3 in the appendix J, the uncorrelated uncertainties for A¢ in the inside—jet tag
scenario in slices of An are shown. The total uncorrelated uncertainty is almost constant in the
An slices. The statistical uncertainty dominates all the distributions in the lower A¢ region.
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Figure 7.14: Relative uncorrelated uncertainties for the leading inside—jet pr (left) and n* (right)
distributions.

In figure 7.14, the uncorrelated uncertainties for the leading inside—jet pt and n* are pre-
sented. The leading inside—jet pr distribution is dominated by the model dependence uncertainty.
With exception of the last bin, which is due to a missing pr region in PYTHIA 8, the values of the
total uncertainty are smaller than 5%. As expected, the statistical uncertainty for the leading
inside—jet n* distribution is symmetric, growing in both upwards and downwars directions with
increasing |n*|. The model dependence seems to be larger in the left side than in the right side,
but that does not have a significant impact in the total uncorrelated uncertainty.
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Figure 7.15: Relative uncorrelated uncertainties for the leading outside-jet pr (left) and An°%
(right) distributions.

The uncorrelated uncertainties for leading outside—jet pr and An°“ are presented in figure

7.15. The total uncorrelated uncertainty in the pr distribution is smaller than 2% for most of
the bins, having similar contributions from the three uncertainties, except for the last bin where
the model dependence blows up the total uncertainty value, because it has a contribution of
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30%. In the An°“ distribution, the total uncorrelated uncertainty grows with An°“ up to 6%.
Both statistical and model dependence grow with An°“, having similar contributions to the total
uncorrelated uncertainty.

In tables 7.5 and 7.6, respectively, the model dependence and total uncorrelated uncertainties
are presented. The average is unweighted between bins. In some specific phase-spaces, the
model dependence uncertainty dominates over the statistical. However, the statistical uncertainty
drives the total, showing that has no significant dependence on the MC simulation used for the
unfolding.

Table 7.5: Relative model dependence uncertainty

Distribution Average | Minimum | Maximum
A¢ inclusive scenario +1.85% | +£0.17% +5.38%
0.4 < An <25 +2.81% +0.65% +4.88%
25 <An<3.5 +1.86% +0.60% +4.74%
3.5 < Anp< 4.5 +1.81% +0.58% +3.93%
45 < An <175 +3.66% +0.28% +9.14%
A¢ inside—jet veto scenario | +3.18% +0.59% +11.75%
0.4 < An <25 +3.05% +0.56% +7.83%
25 < An <35 +6.58% +0.45% +19.01%
3.5 < Anp< 4.5 +3.78% +0.20% +10.39%
45 < An <175 +14.68% | +0.36% +48.95%
A¢ inside—jet tag scenario | £1.85% | =£0.56% +4.17%
0.4 < An <25 +3.20% +0.95% +6.53%
25 < An <35 +1.28% +0.41% +3.43%
3.5 < Anp< 4.5 +3.37% +0.65% +6.43%
45 < An <175 +3.08% +0.28% +7.20%
Leading inside-jet pr +4.68% | +0.48% | +24.82%
Leading inside—jet n* +2.21% | +0.16% +9.24%
Leading outside—jet An°“t | £1.59% | =£0.83% +3.97%
Leading outside—jet pr +4.55% | +£0.06% | +29.69%

7.4 Total Uncertainty

The total uncertainty is obtained by adding all the correlated and uncorrelated uncertainties
in quadrature. The correlated uncertainty is represented by a yellow band while the uncorrelated
is displayed as error bars.
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Figure 7.16: Relative total uncertainty of the A¢ distribution in the inclusive scenario.
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Table 7.6: Relative total uncorrelated uncertainty

Distribution Average | Minimum | Maximum
A¢ inclusive scenario +3.18% | +1.34% +6.57%

04<An<25 +4.87% | +£1.32% +8.40%

25 <An <35 +5.33% | £1.59% +9.63%

3.5 <An <45 +5.76% | +£1.80% | +10.73%
45 <An< 75 +6.16% | +£1.86% | +12.46%
A¢ inside—jet veto scenario | +5.31% +1.26% +13.93%
04<An<25 +5.90% | £1.29% | +12.33%
25 <An <35 +10.67% | +1.60% | +22.23%
3.5 <An <45 +11.96% | +1.54% | +29.75%
45 < An <75 +20.17% | +1.83% | +53.37%
A¢ inside—jet tag scenario +3.81% +1.72% +5.45%

04<An<25 +7.71% | £2.77% | +£11.22%
25 <An <35 +6.96% | +£2.56% | +12.10%
35 <An< 45 +7.73% | £3.06% | +£13.25%
45 < An <75 +6.51% | +£2.80% | +11.98%
Leading inside-jet pr +5.22% | +£1.65% | +£24.91%
Leading inside-jet n* +4.57% | £2.33% | £12.07%
Leading outside-jet An°“ | £2.98% | +1.98% +5.68%

Leading outside—jet pr +5.26% +1.56% +29.76%

The total uncertainty for the A¢ distribution in the inclusive scenario is presented in figure
7.16. The main contribution comes from the correlated uncertainties, while the contribution
The average values are 38% for the

of the uncorrelated uncertainties are almost negligible.

downward and 48% for the upward variatio
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In figure 7.17, the total uncertainty of the A¢ distribution in the inclusive scenario in slices
of An is presented. The total uncertainty is dominated by the correlated uncertainties and the
small contribution from the uncorrelated uncertainties is almost only visible in the lower A¢
region.
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Figure 7.18: Relative total uncertainty of the A¢ distribution in the inside—jet veto scenario.
The total uncertainty of the A¢ distribution in the inside—jet veto scenario is shown in figure

7.18. Appart from the increased asymmetry between the downwards and upwards directions, the
conclusions are analogue as for the inclusive scenario.
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Figure 7.19: Relative total uncertainty of the A¢ distributions in the inside—jet veto scenario
as function of An: 0.4 > An > 2.5 (top-left), 2.5 > An > 3.5 (top-right), 3.5 > An > 4.5
(bottom-left) and 4.5 > An > 7.5 (bottom-right).

In figure 7.19, the total uncertainty of the A¢ distribution in the inside—jet veto scenario
is shown in slices of An. The total correlated uncertainty in the upwards direction is bigger in
the first bin when compared with the second of the 2.5 > An > 3.5 distribution, this is due
to the larghe jet energy scale uncertainty in this bin, which is caused by low statistics used in
the estimation. The total uncorrelated uncertainty is quite large for the first two bins of the
4.5 > An > 7.5 distribution, mainly because of the model dependence uncertainty.
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Figure 7.20: Relative total uncertainty of the A¢ distribution in the inside—jet tag scenario.

In figure 7.20, the total uncertainty of the A¢ distribution in the inside—jet tag scenario is
shown. The distribution is flatter and more symmetric than in the previous scenarios, having
almost no contribution from the uncorrelated uncertainties. This is due to a more uniform
distribution of the statistics between the bins and better agreement of the different models used
for the unfolding.
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Figure 7.21: Relative total uncertainty of the A¢ distributions in the inside—jet tag scenario
as function of An: 0.4 > An > 2.5 (top-left), 2.5 > An > 3.5 (top-right), 3.5 > An > 4.5
(bottom-left) and 4.5 > An > 7.5 (bottom-right).

In figure 7.21, the total uncertainty of the A¢ distribution in the inside—jet veto scenario
in slices of An is presented. The contributions from the uncorrelated uncertainties are almost
negligible. There is no big difference between the different An slices. The asymmetry between
the lower and higher A¢ region is less pronounced. The effects of the upward and downward
variations are less asymmetric than in the other cases.

In figure 7.22, the total uncertainty for inside—jet pr and n* is presented. The total uncer-
tainty for the inside—jet pr is flat with pp with correlated uncertainties dominating the overall
uncertainty. The last bin of pr is an exception, having a larger uncorrelated uncertainty value
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Figure 7.22: Relative total uncertainty of the inside—jet pr (left) and n* (right) distributions.

due to the model dependence, which yields a significant contribution to the total uncertainty.
The inside—jet n* total uncertainty is dominated by the correlated uncertainties.
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Figure 7.23: Relative total uncertainty of the outside—jet pr (left) and An°“ (right) distributions.

In figure 7.23, the total uncertainty for the outside—jet pr and An

is displayed. Except

for the presence of an excess caused by statistical fluctuations in the upward direction of the
fifth bin, 57 < pr < 72 GeV, for the outside—jet pr distribution, the conclusions are the same as
for the inside-jet pr distribution. The An°“ total uncertainty is dominated by the correlated

uncertainties.

The summary of the total uncertainties is presented in table 7.7. Except for the few cases
discussed earlier, the jet energy scale uncertainty dominate the total uncertainty of the analysis.
The typical values are -40% in the downwards and +50% in the upwards variation.
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Table 7.7: Relative total uncertainty

Distribution

Average

Minimum

Maximum

A¢ inclusive scenario
04<An <25
2.5 < An<3.5
35 < An<4b
4.5 < An< 7.5

-38.31% +48.47%
-38.80% +51.72%
-36.30% +47.02%
-37.31% +48.69%
-42.15% +48.54%

-27.32% +28.13%
-26.40% +27.10%
-27.86% +28.13%
-27.35% +29.61%
-30.20% +30.81%

-48-21% +68.98%
-46.63% +84.11%
-46.01% +64.04%
-50.91% +71.66%
-54.28% +63.58%

A¢ inside—jet veto scenario
04<An<25
2.5 <An<3.5
35 < An<4b
4.5 < An< 7.5

-39.64% +48.70%
-40.52% +53.99%
-37.55% +50.00%
-43.88% +64.59%
-50.48% +45.38%

-26.50% +26.01%
-25.73% +25.66%
-27.24% +25.93%
-26.37% +26.80%
-28.72% +27.01%

-54.95% +84.00%
-54.87% +102.68%
-47.62% +76.83%
-78.81% +168.17%
-78.36% +73.72%

A¢ inside—jet tag scenario
04 <An<25
2.5 < An<3.5
35 <An<4b
4.5 < An< 7.5

-38.44% +51.56%
-38.30% +53.16%
-37.05% +49.34%
-36.78% +51.05%
-41.92% +54.46%

-31.24% +43.17%
-30.74% +39-29%
-30.35% +41-91%
-28.35% +36.14%
-33.34% +40.72%

-45.50% +60.01%
-47.63% +67.58%
-49.18% +57.72%
-48.30% +62.08%
-51.30% +73.51%

Leading inside—jet pr
Leading inside—jet n*

-34.88% +45.71%
-36.51% +48.25%

-32.59% +41.90%
-32.45% +38.87%

-39.20% +50.48%
-50.78% +65-99%

out

Leading outside—jet An
Leading outside—jet pr

-39.11% +51.10%
-34.87% +46.57%

-33.12% +45.17%
-30.91% +39.66%

-50.41% +67.74%
-44.39% +59.86%




Chapter 8

Results

In this chapter, the final results of the analysis are presented in the form of fully unfolded
cross—sections compared to stable particle-level MC predictions. The A¢ distributions for the
inclusive scenario are shown in section 8.1. The distributions for the inside—jet veto scenario are
presented in section 8.2 and the results for the inside—jet tag scenario are displayed in section
8.3. The cross—sections for the outside—jet tag scenario are shown in section 8.4. A summary of
the scenarios is presented in section 8.5.

In all plots of this chapter, the data are presented as dots with the error bars indicating the
uncorrelated uncertainties and the yellow band the correlated uncertainties added in quadrature.
The statistical uncertainty on the MC is represented by the error bars connected to the lines.
All cross—sections are normalized to bin width.

8.1 Inclusive scenario

The results of the inclusive measurement are shown in figures 8.1, 8.2, 8.3, as well as in K.1
and K.2 in the appendix K.

In figure 8.1 the cross—section is presented as a function of the azimuthal difference between
the forward and the central jet, A¢. The curve is a steeply falling distribution, spanning over 2.5
orders of magnitude. In the top-left and bottom-left plots, the data are compared to PYTHIA 6
predictions with different tunes, as well as to a PYTHIA 6 prediction performed without MPIL.
PyTHIA 6 predicts events with jets which are somewhat more correlated than in the data, and
no large difference between the various PYTHIA 6 tunes is observed. However, overall the data
are described by PyTHIA 6 when considering the fairly large systematic uncertainties. The
exclusion of the contribution from MPI results in a larger correlation between the forward and
central jets, since the radiation from MPI mixed with the hard scattering, its absense results
in a worse agreement. In the right-top and right-bottom plots in figure 8.1, the data are
compared to different MC generators. HERWIG+—+ describes the shape and normalisation very
well. HERWIG 6.5 predicts the correct slope and slightly underestimates data, while PyTHIA 8
predicts a slightly steeper A¢ distribution. The best description is provided by HERWIG+-.

When presenting the A¢ cross—sections differentially in the pseudorapidity separation be-
tween the forward and central jets, An, the A¢ distributions of the jets tend to flatten out with
increasing An. This is shown in figures 8.2, 8.3, K.1 and K.2. Such behavior is expected from
kinematics, because a large separation between the jets allows more QCD radiation between
them, leading to a larger decorrelation between the forward and central jet. In figure 8.2 the
data are compared to PYTHIA 6 predictions with different tunes and without MPIL. As for the
An-integrated measurement, there is no striking difference between the tunes. The contribution
from MPI is independent of An. The deviation between data and MC is of about the same order
as the inclusive measurement and, when considering the correlated uncertainties, the data are
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Figure 8.1: Cross—section in bins of A¢ (top) and ratios between MC and data (bottom) in the
inclusive scenario. Data are compared to PYTHIA 6 predictions with different tunes and without
MPI (left), and to various MC generators (right).

described by PYTHIA 6. When comparing the inclusive double-differential measurement to the
different MC generators, in figure 8.3, one again sees that HERWIG++ describes the data very
well. With HERWIG++, the shape is slightly better reconstructed than the other generators at
low pseudo-rapidity separation, An, as can be seen in figure 8.3-bottom. In general, there are
no large differences between the inclusive and the double-differential measurement in terms of
MC-data comparison.

8.2 Inside—jet veto scenario

In figures 8.4, 8.5, 8.6, and in K.3 and K.4 in the appendix K, the azimuthal jet correlations
for the inside—jet veto scenario are shown, in which events with inside—jets above pr = 20 GeV
between the forward and the central jets have been rejected.

The azimuthal correlation in the inside—jet veto scenario is presented in figure 8.4. The curve
is steeper than in the inclusive scenario, spannning three orders of magnitude. The PYTHIA 6
predictions are further away from the data, predicting a too strong correlation, and the prediction
without MPI is even further away, having a difference of up to one order of magnitude for the
lower A¢ region. On the other hand, the PYTHIA 6 tunes agree with each other within the
statistical uncertainties. Both HERWIG 6 and PYTHIA 8 yield a better description of the
data than PYTHIA 6, but HERWIG++ provides the best overall description. HERWIG 6
underestimates the total cross-section and PYTHIA 8 predicts a too steep slope.
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Figure 8.2: Double—differential cross—section for the inclusive scenario in bins of the difference
in azimuthal angle between the forward and the central jet, A¢, in bins of the pseudorapidity
separation between the two jets (top), An, and the ratio between MC and data (bottom). Data

are compared to PYTHIAG.
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Figure 8.3: Double—differential cross—section for the inclusive scenario in bins of the difference in
azimuthal angle between the forward and the central jet, A¢, as a function of the pseudorapidity
separation between the two jets (top), An, and the ratio between MC and data (bottom). Data
are compared to various MC generators.
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Figure 8.4: Cross—section for the inside—jet veto scenario in bins of the difference in azimuthal
angle between the forward and the central jet, A¢, (top) and ratios between MC and data
(bottom).

In figures 8.5 and 8.6, and in K.3 and K.4 in the appendix K, the A¢ distribution in the
inside—jet veto scenario in different regions of of An are presented. There is no significant
variation of the slope with An, all distributions display the same three orders difference between
the first and last bin. This outcome was expected as the absence of an inside—jet would not
destroy the inherent correlations between the leading jets. Except for the prediction without
MPI, the PYTHIA 6 tunes agree with each other. The PYTHIA 6 tune without MPI is up
to one order of magnitude lower than data in the lower A¢ region. This can be understood if
the lower pr jets are taken into account, which do not interfers with the scenario requirement
but still flatten the distribution. The predictions for PYTHIA 6 are inside the error band for
the higher A¢ region and outside for the lower A¢ region. Except for the statistical fluctuation
in the wider An case in the lower A¢ region, the behaviour is similar for all PYTHIA 6 tunes
in all An slices. With the exception of a few statistical fluctuations in the lower A¢ region, the
conclusions regarding PYTHIA 8 and HERWIG 6 are the same as for the integrated inside—
jet veto scenario. The best prediction is still provided by HERWIG+H+-, showing only small
differences in the lower A¢ region.

8.3 Inside—jet tag scenario

The leading inside—jet pr is presented in figure 8.7 and the leading inside—jet n* is shown in
figure 8.8. In figures 8.9, 8.10 and 8.11, also in K.5 and K.6 in the appendix K, the azimuthal jet
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Figure 8.5: Double—differential cross—section for the inside-jet veto scenario in bins of the differ-
ence in azimuthal angle between the forward and the central jet, A¢, (top) as function of the
pseudorapidity separation between the two jets, An, and ratios between MC and data (bottom).
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Figure 8.6: Double—differential cross—section for the inside-jet veto scenario in bins of the differ-
ence in azimuthal angle between the forward and the central jet, A¢, (top) as a function of the
pseudorapidity separation between the two jets, An, and ratios between MC and data (bottom).
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correlations for the inside—jet tag scenario is shown, in which only events with inside-jets above
p1 = 20 GeV between the forward and the central jets have been accepted.

CMS Preliminary, pp — 2 jets + X [INSIDE-JET TAG] \s=7TeV  CMS Preliminary, pp — 2 jets + X [INSIDE-JET TAG] \s=7TeV
-&E —4— Data -&E —— Data
§ 100 B Pythia 6 - P11 Tune 3 100 —— Herwig 6
- E wersssssss Pythia 6 - AMBTA Tune - F orreeeeree. HErWiQ ++
s F . " T .
‘_g L Pythia 6 - Z2* Tune 5 = E— Pythla 8-4C
10° e Pythia 6 - Z2* Tune (No MPI) 10° E
L L e
107 102 = —r—
ol —. = ¢ .
E . 10 +
E L, =3.2 pb™, Anti-k (R =0.5) | ’ E L, = 3.2 pb™, Anti-k (R =0.5) *
C P 35 GV, ) < 2.8 B f F peTHHE > 35 GeV, ] < 2.8
r e 5 35 GeV, 3.2 < | < 4.7 H L plemiet 5 35 GeV, 3.2 < | < 4.7 1
1= T plnserel > 20 GeV : T praiel > 20 GeV/ !
E T 1= T
Evv v b b b b b b bl Lo Evv vl b b v b Ly o T T
20 40 60 80 100 120 140 160 180 201 20 40 60 80 100 120 140 160 180 20
pmswde [Gev] pmswde [GeV]
T T
CMS Preliminary, pp — 2 jets + X [INSIDE-JET TAG] \s=7TeV CMS Preliminary, pp — 2 jets + X [INSIDE-JET TAG] \s=7TeV
E F L, =32 pbr" Ank_(R=05) —— Das E - —$— Data L,, = 32pb Antik_(R = 0.5)
Q25— per > 35 GeV, | < 2.8 A Q25— . p=eel > 35 GeV, I < 2.8
g r P 5 35 Gev, 32 < i <47 Pas- Pl Tune g [ Herwig 6 P 5 35 Gov, 32 < <47
rC T C : reerrsseses Pythia 6 - AMBT1 Tune [ wawan i T T :
: s~ 2130 Vi 6- AV . Herwig ++ e » 20000 |
P ===—==Pythia 6 - Z2* Tune ol Pythia 8-4C A
r e Pythia 6 - Z2* Tune (No MPI) r
15 w5
C 1 C R e
1 4 p— 1k 1+ L 1
i v )
L C 1
L 1
0.5 05— I 1
Covn bl b b Lo b o b et i Covv v b b Lo b by Lo By
%O 40 60 80 100 120 140 160 180 201 %O 40 60 80 100 120 140 160 180 201

p‘T"Side [GeV] p‘T"Side [GeV]
Figure 8.7: Cross—section as a function of pr of the inside-jet. Data are compared to PYTHIAG
(left) and various MC generators (right).

The leading inside—jet pr is a falling power—law distribution towards the higher pr region
and spans almost over four orders of magnitude. The various PYTHIA 6 tunes describe the
distribution reasonably well for the lower p region, agreeing with each other, except for the tune
without MPI. The PYTHIA 6 without MPI predicts a lower cross—section in the lower pr region.
The Z2* tune yields a very low cross—section for higher pp region. PYTHIA 8, HERWIG 6
and HERWIG ++ display an acceptable prediction for the lower pt region. HERWIG ++
deviates for the higher—pr region, showing different shape than any other generator, having a
flatter slope. The best description is given by PYTHIA 6 with P11 tune, which has similar
results to the AMBT1 tune.

The leading inside—jet n*cross—section is shown in figure 8.8. Most of the events are concen-
trated in the central region of the distribution, meaning that most of the leading inside—jets are
near to the mid—point of both leading jets. The PYTHIA 6 prediction without MPI shows a
significant deficit in the central region. The other MC predictions are within the uncertainties
for most of the bins, not being able to fully describe the edges and giving an overall slighty
lower cross—section. The best prediction is given by HERWIG-++, describing the data within
uncertainties, closely followed by PYTHIA 8.

The A¢ cross—section is presented in figure 8.9. As expected from kinematics, the events with
an inside—jet give a flatter distribution, spanning only one and half orders of magnitude, because
the jets are less correlated due to the fact that the additional inside—jet removes momentum
from the forward—central jet system. When comparing the data to PYTHIAG, it is seen that the
description of the shape by the MC is better than in the inclusive scenario. All tunes agree with
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Figure 8.8: Cross—sections as a function of n* of the inside-jet. Data are compared to PYTHIAG
(left) and various MC generators (right)

each other, except for the prediction without MPI, which is half an order of magnitude lower.
HERWIG 6 yields a slightly lower cross—section. The best description is given by HERWIG—+—+,
followed closely by the PYTHIA 8, PYTHIA 6 AMBTI and Z2* tunes.

In figures 8.5, 8.6, also in K.3 and K.4 in the appendix K, the A¢ distribution in the
inside—jet veto scenario as a function of An are shown. The slope is smaller than in the other
scenarios and as An increases, decreases from two to one and half orders of magnitude. This is
expected, as the presence of extra radiation washes out the correlation as the pseudo-rapidity
diference, An, between the leading jets increases and the phase—space for such radiation increases.
The prediction without MPI yields consistently a lower cross—section in all slices. The other
PYTHIA 6 Tunes agree with each other and they describe the data within uncertainties, yielding
a similar performance. HERWIG 6 tends to underestimate the total cross—section. PYTHIA &
yields a reasonable description, but HERWIG ++ gives the best description.

8.4 QOutside—jet tag scenario

out

In figures 8.12 and 8.13, the measurements of the leading outside—jet pr and An°“ cross—

sections are shown.

The leading outside—jet pr is presented in figure 8.12. The distribution is steeply falling
spanning three orders of magnitude. Although the prediction without MPI is on the edge for
the first bin, which reflects that low pr jets contribute to some extent in this region, the leading
inside—jet pr is well described by all predictions in the lower A¢ region. In the higher A¢ region,
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Figure 8.9: Cross—section for the inside—jet tag scenario as a function of the difference in az-
imuthal angle between the forward and the central jet, A¢, (top) and the ratio between MC and
data (bottom).

the prediction given by the PYTHIA 6 AMBT1 tune is too low. The best description is given
by the PYTHIA 6 Z2* tune.

The An°“ distribution is presented in figure 8.13. The distribution decreases towards the
higher An°“ region, spanning around one and half orders of magnitude. The PYTHIA 6
prediction without MPI yields a smaller deficit for the lower An°“! region when comparing to
other PYTHIA 6 Ttunes, which agree with each other. Except for the last bin, where the
predictions are located near the lower edge of the correlated uncertainty band, the PYTHIA 6
tunes give a fair description of the data. The shape prediction by HERWIG 6 is compatible
with the data and although the cross—section is slightly lower, but still inside the uncertainty
band. The best description is given by the PYTHIA 8 and HERWIG++ generators.

8.5 Comparison of scenarios

The azimuthal correlations were measured in different scenarios and for different rapidity
separations and compared with different Monte Carlo predictions. Overall HERWIG 6.5 and
HERWIGH++ perform better than PYTHIA 6 and PYTHIA &, giving the best shape description.
The best overall description is provided by HERwiG++. The presence of MPI in PyTHIA 6
72* tune enhaces the prediction, which otherwise was almost one order of mangitude away from
the data in the low—x phase—space. The different PYTHIA 6 Tunes yield very similar results,
showing that appart from MPI, the modelation of remaining UE effects do not contribute in
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Figure 8.10: Double—differential cross—section for the inside—jet veto scenario as a function of the
difference in azimuthal angle between the forward and the central jet, A¢, (top) as a function
of the pseudorapidity separation between the two jets, An and ratios between MC and data

(bottom).
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Figure 8.12: Cross-sections as a function of pr of the outside—jet. Data are compared to PYTHIAG
(left) and various MC generators (right).

a significant way. It was found that DGLAP MCs describe the observables very well and no
significant deviation from the DGLAP-regime was found.

The slope variation between the scenarios is further illustrated in figure 8.14 where the
integrated measurements are compared in one plot. The plots highlight the differences in the
slopes, thus emphasising the correlation dependence on the scenarios, making them into a perfect
summary of the analysis.
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PyTHIAG (left) and various MC generators (right).

of the outside—jet. Data are compared to
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Figure 8.14: Comparison between the cross—sections for the three different scenarios investigated

in this analysis.



140 CHAPTER 8. RESULTS



Conclusions and Outlook

The azimuthal difference A¢ between forward (3.2 < || < 4.7) and central jets (|n] < 2.8) has
been measured at a centre-of-mass energy of /s = 7 TeV. The measurement is done inclusively
and differentially in the pseudo-rapidity separation, An, between the jets. In addition, the
measurement is repeated for events with a third jet, with pp > 20 GeV, between the forward
and the central jet in pseudo-rapidity, and for events with this inter-leading jet activity vetoed.
The tendency is that the correlation between the jets decreases with increasing An and when a
third jet is required between the forward and the central jet. This effect is expected since the
additional radiation in the event will naturally destroy the simple back-to-back topology of pure
dijet events. Consequently, the correlation is strongest when the third-jet activity is vetoed.

The tested Monte Carlo generators and tunes in general describe the measurement within
the systematic uncertainties. HERWIG++ provides by far the best predictions describing both
the shape and normalization of the data.

Similar conclusions apply for the case of the measurement of the pr and n* of the leading
jet inside the forward-central dijet system. Again, HERWIG++ describes best the overall shape
of the spectrum. The pr of the leading jet outside of the leading forward-central dijet system
is also in shape best described by HERWIG+-+. The pseudo—rapidity separation between the
outside-jet and the forward-central dijet system is remarkably well described by both PyTHIA 8
and HERWIG++, while PYTHIA 6 fails to describe both shape and normalization.

The different PYTHIA 6 Tunes do not differ much in their predictions. When the contribution
from MPI is turned off, the description of the dijet correlation is worse, because the increased
activity in the event which interfers with the leading pair is not present.

In summary, the DGLAP-based generators describe well the complex observables of this
analysis. No conclusion about evidence for BFKL-like parton dynamics, or any other evolution
scheme beyond DGLAP, can be drawn from the presented measurement.
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Comparison with MC using different evolution equations are being prepared, thus the BFKL
and CCFM [37-40] prescriptions will be tested. The SHERPA [185,186]|, CASCADE [153] and
POHWEG [154] predictions will be compared to data.

The next logical step, in which interesting results can be obtained, is to measure the cor-
relations in the presence and absence of an outside—jet. This outside—jet could then define two
scenarios: outside—jet veto and outside—jet tag, see figure 8.15, in which A¢ could be measured
both as single differential and as a function of An. Unfortunately, because of the lack of statis-
tics for the low pile—up data, it is only possible to measure the exclusive dijet case, presented in
figure 8.15, as a function of An but it is not possible to measure it for the scenario with both an
inside and an outside—jet, shown in figure 8.15. A summary of the statistics avaliable for these
scenarios is shown in table 8.1. With all these scenarios together, it would be possible to draw
a more accurate picture on the influence of extra radiation in the dijet correlations and thus,
better understand the subtle effects of the parton evolution.

Table 8.1: Number of events in each scenario to studied

Sample JetMETTau_2010A | JetMET 2010A | Total
Outside—jet tag scenario 17872 04980 72852
Outside—jet veto scenario 43414 81823 125237
Exclusive scenario 31054 46051 77105
Inside+outside—jet tag scenario 5340 21108 26448

Because of the higher pile—up conditions foreseen in the next LHC phase, some of these
measurements will become extremely difficult. Thus, inclusive cross—sections may not be the
easiest way to study the QCD phenomena, but rather a difference of cross-sections [187].

I must not fear

Fear is the mind-killer

Fear is the little death that brings total obliteration

I will face my fear

I will permit it to pass over me and through me

And when it has gone past I will turn the inner eye to see its path
Where the fear has gone there will be nothing

Only I will remain

- Bene Gesserit Litany Against Fear, Dune, Frank Herbert
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Appendix A

Service Work - Castor

Every scientist joining the CMS Collaboration is expected to perform the necessary service
to the experiment. The technical part of the thesis focused on the CASTOR sub—detector, which
is described in detail in subsection 2.3.4. The calibration (see section A.1), upgrade (see section
A.2) and DQM (see section A.3) activities, in which I took part, are summarized in this chapter.

A.1 Castor Calibration

The absolute CASTOR jet energy calibration was performed, during 2011, using the dijet
pr—balacing technique. Events with at least one central jet, |n| < 2.5, and at least one jet in
CASTOR, -5.2 < n < -6.6, were selected. In a balanced dijet event in a perfect calibrated
detector, the transverse momenta of the two jets are in average equal. The non—uniform jet
energy response as function of pseudo-rapidity spoils the balance. Thus, the scale of a dijet
event is defined by the average transverse momentum of the two jets:

central castor
Pt = P (A1)
The balance, B, is the difference between the pt of the two jets:
central __ ,castor
de]et — bt 5 bt (AQ)

The balance can be used to estimate the relative response of the jet in CASTOR with respect
to the central jet:

2+ (B)
. A3
For exactly one event, the estimator 7 is just p§estor /psentral while for many events it is the

least biased estimator of the relative response.

The dijet pr—balance for jets in the back—to—back configuration in the azimuthal plane,
A¢ > 2.7 rad, is presented in figure A.1. There is a good agreement between the PYTHIA 6,
PyTHIA 8 , HERWIG++ predictions and the data.

A.2 Castor Upgrade

During 2012, CASTOR went through an upgrade phase, which was intended to prepare the
detector for the pPb run and for the low pile—up pp run in the beginning of 2013, before the
first long shut—down. The Photomultiplier Tubes characterization, discussed in section A.2.1,
and replacement was one of the main tasks of this upgrade.
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Figure A.1: Dijet pr—balance between a central jet and a CASTOR jet compared with different
MC predictions.

A.2.1 PMT Characterization

The PMT (PhotoMultiplier Tube) characterization was carried out during the summer of
2012. All PMTs in sectors 1 to 10, and 4 in the sector 11 were removed and tested. This was
necessary to estimate the radiation damage on the PMTs and to decide the ones in need of
replacement. The test consisted in illuminating the PMT with light from various wavelengths
and measure its cathode and anode currents. This was done in a dark box and the LEDs had
the following wavelengths: 400, 470, 500 and 517 nm. The measurement has been carried for the
working voltages of 800, 900, 1000, 1200, 1400, 1600 and 1800 V.

A typical measurement would span around three hours, and an example can be seen in figure
A.2. The procedure was the following:

1. It started with a rest phase of about two minutes, in which no voltage or light were fed
into the PMT.

2. A working current was appplied to the PMT and the system was allowed to rest for around
ten minutes. This is important to stabilize the PMT and reduce the dark current, which
is the cathode current due the applied voltage.

3. An LED light was switched on for about ten minutes and then switched off.
4. The box was left without any LED light for around five minutes.

5. If no more LED have to be tested, then the working current is changed. Go to step 2. If
another LED have to be tested, then go to step 3.

6. If all LED and the working currents have been tested, then all LEDs and the working
current are switched off.

7. After waiting two minutes, the measurement is finished.

The cathode, working voltage and LED switched on, as well the anode currents for the PMT
under test and the reference PMT, which was one PMT not yet damaged by the radiation, were
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Figure A.2: A typical PMT measurement: anode current (top-left), high voltage feed to the
PMT (bottom-left), cathode current (top-right) and LED light (bottom-right) as function of
time.

recorded. Points in the cathode current with a sudden and unexplained variation, denonimated
spikes, were removed from the subsequent treatment of the data. To ensure the robustness of the
method, several PMT were measured more than once. In general, the repetitions yield similar
results. A function was fitted to the cathode current without any LED light turned on, the dark
current:

T

y=po+p 7, (A.4)

where y is the current in Ampere, x is the time in seconds and pg, p1 and po are fitting
parameters. An example of such a fit is presented in figure A.3. The interval without points in
the plot corresponds to the removed points due to the LED light.

If the fit was sucessful, the value of the resulting function was subtracted from all the data
points corresponding to a single working voltage, as can be seen in figure A.4. In the case of a
good fit, the base current is around 0. If the fit was not sucessful, the points around where the
LED was switched on and off were sampled and averaged to estimate the jump. This value or
the absolute value of the cathode current with the LED light, when the subtraction was done,
have been used as cathode current.

Thus, the gain is defined as:
anode current

in — . A5
gan cathode current ( )
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Figure A.3: An example of the fit of leakage current in the cathode.

| Cathode current as function of time after background subtraction |

10

45

40

Current [V]

35
30

25

20

15

I,,]+,LL\I._l\LI\|.J\IL‘II\..Il\II\l.L\IIlIIIIl

10

et B

5

fﬂ_m N

1000 2000 3000 4000 5000 6000 7000 8000
Time [s]

Figure A.4: Cathode current after leakage current subtraction.

The quantum efficiency is defined as:

cathode current

QF = . (A.6)

anodeyeference Current

The values of the gain, quantum efficiency and ratio of the gain of the first and third led, all
at 1200 V, as well as the number of measurements and number of bad fits (x2/NDF > 100) and
were mapped for both old and new PMTs.

Sector
Line

Figure A.5: Number of measurements for old (left) and new (right) PMTs.
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The number of measurements for each PMT is shown in figure A.5. Some of the multiple
measurements were either incomplete or made to test the consistence of the method, or to have
an extra input when the characterization of the PMT was dubious.
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Figure A.6: Number of bad fits for old (left) and new (right) PMTs.

The number of bad fits for each PMT is presented in figure A.6. There were more bad fits
in the new PMTs than in the old ones because the dark current was much higher in the new
ones. Even in the measurement with bad fits it was possible to extract the cathode current for
the background.

The gain is shown in figure A.7. One can see that the radiation has not affected all the PMTs
in the same way. One could expected more damage in the first modules, but the gains do not
yield this kind of structure.
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Figure A.7: Gain at 1200V for old (left) and new (right) PMTs.

In figure A.8, the quantum efficiency at 1200V is presented. The values for the new PMTs
were very similar to each other and relatively high, except for one defective PMT, located in
third line of the second row. As expected, the values of the quantum efficiency for the old PMTs
were lower but they did not follow any particular pattern.

In figure A.9, the ratio of the quantum efficiency at 1200V between the first and the third
LED lights is shown. This ratio reflects the darkening of the cathode glass as function of the
wavelenght due to radiation damage. Again, no particular structures are present for the old
PMTs. The variation among the new PMTs was smaller than in the old ones.

Taking in account the quantum efficiencies and gains at 1200V, a proposal for the replacement
and rearrangement of the PMTs was done. The gains and the quantum efficiencies of the installed
PMTs are presented in figure A.11. The PMTs with higher gain were installed in sectors 7 and
8, to compensate for the maximum of the magnetic field present in that region. The highest
quantum efficiencies were selected to be installed in the first modules, where the radiation damage
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Figure A.8: Quantum efficiency at 1200V for old (left) and new (right) PMTs.
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Figure A.9: Ratio of quantum efficiency at 1200 V between the first and the third LEDs for old
(left) and new (right) PMTs.

Module

Figure A.10: Ratio of quantum efficiency at 1200 V between the first and the third LEDs for
installed PMTs.

is expected to be more severe. The ratio of the quantum efficiency at 1200V between the first
and the third LED is shown in figure A.10. One can see that the distribution is smoother and
more homogeneneous than in the old PMTs, meaning that the values between neighbours are
more similar.

This rearrengement was then applied in CASTOR for the data taking in the beginning of
2013.
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Figure A.11: Gain (left) and quantum efficiency (right) at 1200V for installed PMTs.

A.3 Castor DQM

From the autumn 2012, I was in charge of the CASTOR DQM development and data certi-
fication.

A.3.1 DQM development

Because of its upgrade, CASTOR. was not part of the 2012 data taking. For that reason,
part of the code had to be rewritten to match the new CMSSW requirements as the framework
is always evolving. This oportunity was used to update the modules and the GUI, specially to
improve the organization of the output.
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Figure A.12: CASTOR new GUI

The new GUI layout is shown in figure A.12. It was designed to include all the relevant
information required for the data certification for both shifters and experts in one single page.
This, together with an updated Twiki [188], lead to the inclusion of CASTOR into the official
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certification chain for the first time. Also, new consistency and sanity checks were implemented
to make sure that the performance of the detector and the data collected is well understood.

A.3.2 Data Certification in 2013

In early 2013, CASTOR took part in the pPb and low pile-up pp runs. In the pPb runs,
31.13 nb~! were collected with >99.8% efficiency: only few seconds of data taking could not be
recovered because trigger and HCAL were not working. In the pp reference runs at 2.76 TeV,
5.41 pb~! were collected. Although a hot channel, S4M11, was found, 100% of the data can be
used. A typical report summary for the pp reference run can be found in figure A.13, in which
the hot channel is displayed in orange.

CASTOR reportSummaryMap
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Figure A.13: A typical CASTOR report summary in a pp reference run in 2013.

A.3.3 LS1 software upgrade

During the LS1 (Long Shutdown 1), the DQM software is going through a major upgrade.
The single-thread concept is no longer viable for the processing power needed in the next LHC
phase, thus the multi-thread processing will be used. This require a complete rewrite of the
code, which is on progress, to face the demands of the new framework requirements. In addition,
several old and useless artifacts were removed, to decrease the memory usage and execussion
time. This task is expected to be finished in mid 2014.



Appendix B

Control plots for A¢ in slices of An

In this appendix, the control plots for the double differencial distributions in the different

scenarios are presented.
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Figure B.1: Control plots for the A¢ distribution in different slices of An in the inclusive scenario:
0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right), 3.5 < An < 4.5 (bottom-left) and
4.5 < An < 7.5 (bottom-right).
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Figure B.2: Control plots for the A¢ distribution in different slices of An in the inside—jet veto
scenario: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right), 3.5 < An < 4.5 (bottom-left)
and 4.5 < An < 7.5 (bottom-right).
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Figure B.3: Control plots for the A¢ distribution in different slices of Az in the inside—jet tag
scenario: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right), 3.5 < An < 4.5 (bottom-left)
and 4.5 < An < 7.5 (bottom-right).
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Appendix C

Trigger Efficiency for the Trigger

Combination Using the Division
Method

In this appendix, the efficiency for the trigger combination is presented for the different
scenarions in An slices.
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Figure C.1: Efficiency of the trigger combination for the main scenario as function of An for the
JetMETTau 2010A and JetMET 2010A datasets.
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Figure C.2: Efficiency of the trigger combination for the inside—jet veto scenario as function of
An for the JetMETTau_2010A and JetMET 2010A datasets.
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Figure C.3: Efficiency of the trigger combination for the inside—jet tag scenario as function An

for the JetMETTau_ 2010A and JetMET 2010A datasets.



Appendix D

Resolution for the An Slices

In this appendix, the A¢ resolution in An slices is presented for the different scenarios.
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Figure D.1: A¢ resolution between the leading central and the leading forward jets in the
inclusive scenario for different A slices: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right),
3.5 < An < 4.5 (bottom-left) and 4.5 < An < 7.5 (bottom-right)
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Figure D.2: A¢ resolution between the leading central and the leading forward jets for the inside—
jet veto scenario in different An slices: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right),
3.5 < An < 4.5 (bottom-left) and 4.5 < An < 7.5 (bottom-right)
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Figure D.3: A¢ resolution between the leading central and the leading forward jets for the inside—
jet tag scenario in different An slices: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right),
3.5 < An < 4.5 (bottom-left) and 4.5 < An < 7.5 (bottom-right)



Appendix E

Acceptance, Background, Purity and
Stability in Slices of An

In this appendix, the acceptance, background, purity and stability as function of A¢ in An

slices is presented for the different scenarios performed on the JetMETTau 2010A datasample.
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Figure E.1: Acceptance, background, purity and stability for the bin—by-bin correction with
PYTHIA 6 - TUNE Z2* in the main scenario for different An slices.
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Figure E.2: Closure test for the bin-by-bin correction performed on the JetMETTau 2010A
datasample corrected with PYTHIA 6 - TUNE Z2* in the main scenario for different An slices.
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Figure E.3: Acceptance, background, purity and stability for the bin—by-bin correction with
PYTHIA 6 - TUNE Z2* in the inside—jet veto scenario for different An slices.
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Appendix F

Correction Factors

In this appendix, the correction factors for A¢ as function of An for the different scenarios
for the JetMETTau 2010A dataset are presented.
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Figure F.1: Stable particle level correction factors for A¢ in the main selection in different An
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Appendix G

Unfolding Results

In this appendix the unfolding results for A¢ in An slices for the

different scenarios are

presented.
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Appendix H

Statistical and Unfolding Uncertainties

In this appendix the statistical and the unfolding uncertainties for the A¢ distributions, as
function of An, for the different scenarios are shown.
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Figure H.1: Relative statistical (black) and unfolding (red) uncertainties of the A¢ distributions
in the inclusive scenario as function of An.
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Figure H.2: Relative statistical (black) and unfolding (red) uncertainties of the A¢ distributions

in the inside—jet veto scenario as function of An.
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Appendix 1

Correlated Uncertainties

In this appendix the correlated uncertainties for the A¢ distributions, as function of An, for
the different scenarios are presented.
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Figure [.1: Relative downwards correlated uncertainties of the A¢ distribution in the inclusive

scenario as function of An: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right), 3.5 < An < 4.5
(bottom-left) and 4.5 < An < 7.5 (bottom-right).
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Figure 1.3: Relative downwards correlated uncertainties of the A¢ distributions in the inside—
jet veto scenario as function of An: 0.4 < An < 2.5 (top-left), 2.5 < Anp < 3.5 (top-right),
3.5 < An < 4.5 (bottom-left) and 4.5 < An < 7.5 (bottom-right).
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Figure 1.4: Relative upwards correlated uncertainties of the A¢ distributions in the inside—
jet veto scenario as function of An: 0.4 < An < 2.5 (top-left), 2.5 < Anp < 3.5 (top-right),
3.5 < An < 4.5 (bottom-left) and 4.5 < An < 7.5 (bottom-right).
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Figure 1.5: Relative downwards correlated uncertainties of the A¢ distributions in the inside—
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Appendix J

Uncorrelated Uncertainties

In this appendix the uncorrelated uncertainties for the A¢ distributions, as function of An,
for the different scenarios are presented.
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Figure J.1: Relative uncorrelated uncertainties of the A¢ distributions in the inclusive scenario

as function of An: 0.4 < An < 2.5 (top-left), 2.5 < An < 3.5 (top-right), 3.5 < An < 4.5
(bottom-left) and 4.5 < An < 7.5 (bottom-right).
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Appendix K

Double differential results

In this appendix, the A¢ unfolded cross—section as a function of Az for the different scenarios
is compared with several MC predictions. The data are shown as dots with the error bars indi-
cating the uncorrelated uncertainties and the yellow band showing the correlarated uncertainties
added in quadrature. The statistical uncertainty on the MC is represented by the error bars
connected to the lines.
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Figure K.1: Double—differential cross—section for the inclusive scenario in bins of the difference
in the azimuthal angle between the forward and the central jet, A¢, as a function of the pseu-
dorapidity separation between the two jets An. Data are compared to PYTHIAG.
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Figure K.2: Double—differential cross—section for the inclusive scenario in bins of the difference
in the azimuthal angle between the forward and the central jet, A¢, as a function of the pseu-
dorapidity separation between the two jets Arn. Data are compared to several MC predictions.
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Figure K.3: Double differential cross section for the inside—jet veto scenario in bins of the dif-
ference in the azimuthal angle between the forward and the central jet, A¢, as a function of the
pseudorapidity separation between the two jets An. Data are compared to PYTHIA 6.
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Figure K.4: Double—differential cross—section for the inside—jet veto scenario in bins of the dif-
ference in the azimuthal angle between the forward and the central jet, A¢, as a function of
the pseudorapidity separation between the two jets An. Data are compared to several MC
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Figure K.5: Double—differential cross—section for the inside—jet tag scenario in bins of the differ-
ence in the azimuthal angle between the forward and the central jet, A¢, as a function of the
pseudorapidity separation between the two jets An. Data are compared to PYTHIA 6.
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predictions.
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