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Abstract

Energy flow, dE/dη, has been measured in proton-proton collisions at the

lhc, for two centre-of-mass energies,
√
s = 0.9 TeV and 7 TeV, using an

integrated luminosity of 239 µb−1 and 206 µb−1 respectively. The measure-

ments were made in a previously unexplored phase space (3.15 < |η| < 4.9)

using the CMS detector for two separate event topologies: minimum bias

events and events with a hard scale set by the transverse momentum of the

jets in a di-jet system. Data from each of the measurements have been com-

pared to leading order Monte Carlo pp-collision event generators that use

k2
T -, Q2- and angular-ordered parton showers. The forward energy flow mea-

surements are shown to be sensitive to the models and tuning parameters in

both their shape and magnitude. The necessity of underlying event models

in order to describe data will be demonstrated. In addition, predictions

from cosmic-ray event generators are shown to describe data consistently

well for each of the measurements.



Zuzamfassung

In dieser Arbeit wurde der Energiefluss dE/dη in Proton-Proton-Kollisionen

des Beschleunigers lhc für zwei verschiedene Schwerpunktsenergien,
√
s =

0.9 TeV und 7 TeV, mit Hilfe einer integrierten Luminosität von 239 µb−1

und 206 µb−1 gemessen. Die Messungen wurden in einem zuvor uner-

forschten Bereich des Phasenraums (3.15 < |η| < 4.9) mit Hilfe des CMS De-

tektors für zwei verschiedene Ereignistopologien durchgeführt: zum Einen

wurden Minimum Bias Ereignisse betrachtet und zum Anderen wurden

Zwei-Jet-Ereignisse analysiert, wobei die harte Skala durch den Transver-

salimpuls der Jets definiert wurde. Die Daten dieser beiden Messungen

wurden mit Monte Carlo pp-Ereignisgeneratoren in fuehrender Ordnung

verglichen, wobei k2
T -, Q2- und nach Winkeln sortierte Parton Shower Ver-

wendung fanden. Diese Analysen zeigten, dass die Verteilungen des En-

ergieflusses im Vorwärtsbereich sensitiv auf die unterschiedlichen physikalis-

chen Modelle und die Tuning Parameter sowohl in ihrer Form als auch

in ihrer Größenordnung reagierten. Es wird gezeigt, dass die Verwendung

passender Underlying Event Modelle zur Beschreibung der Daten notwendig

sind. Ferner wird aufgezeigt, dass die Vorhersagen von Ereignisgenera-

toren für kosmische Strahlung die Daten der einzelnen Messungen konsistent

beschreiben.
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1

Introduction

Particle physics, the branch of science that studies the existence and interactions of the

fundamental constituents of matter, has undergone centuries of conceptual development

and seen many philosophical treaties on the nature of elementary particles. Abstract

reasoning led ancient philosophers such as Leucippus and Democritus to the concept

of fundamental building blocks of matter, the doctrine of atomism [1]. These ideas

were further expounded upon by medieval and modern European scientists, each of

whom attempted to reconcile contemporary theories on motion and mass with their

own hypotheses. By the 19th century, however, the majority of the beliefs were either

riddled with speculation or rife with dogma. It was not until the investigations into the

disintegration of elements by Rutherford, that the initial postulates were substantiated

through empirical observation and experimentation. With the advent of the Wilson

Cloud Chamber, the foundations for further investigations were set, giving birth to the

field of experimental particle physics [2].

Modern particle physics focuses on subatomic particles by investigating the inter-

actions between matter and energy at short distances, or equivalently, at high ener-

gies. As many of these elementary particles do not occur under ambient conditions

on Earth, they are created artificially in high energy collisions by particle accelerators.

Accelerator-based scattering experiments in the 1950s and 1960s detected a plethora of

particles; the large variety hinted at more fundamental constituents, just as Mendeleev’s

periodic table suggested an atomic substructure. In an attempt to explain this myriad

of particles as combinations of a smaller number of fundamental objects, the Standard

Model (sm) [3] was formulated.
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1. INTRODUCTION

The Standard Model [4] [5] is a collection of quantum field theories which respect

the principles set by Special Relativity [6]. Using a Lagrangian [7] to define the re-

lationship between the potential and kinetic energy of a field, observable forces can

be deduced from local gauge symmetries within the Lagrangian density. Heisenberg’s

uncertainty principle [8] allows for the treatment of localised particles as extended

fields, while the Lorentz-invariance [9] permits matter-energy equivalence. In short,

the paradigm fulfils all the conditions required from a description of relativistic objects

at the quantum scale. Moreover, the model has withstood almost all experimental ver-

ification conducted till date. It has proven to be robust in its predictions, and tested

to a high precision up to energies of the order of several hundred giga-electron volts

(O(100 GeV)). This includes recent measurements of neutrino masses, which have been

adapted into the model through a simple expansion of the existing framework [10].

The exception is the elusive Higgs boson [11] [12] [13] [14]; a scalar particle produced

from the electroweak symmetry breaking mediator SU(2)-doublet (the Higgs-field), for

which no conclusive experimental evidence has been found till date [10]. Additionally,

from a theoretical standpoint, the sm has a few shortcomings. It fails to address some

fundamental issues, such as the how and why of fermion masses and mixing, the existing

matter-antimatter asymmetry, and the gauge hierarchy problem [15] [16] [17]. More

fundamentally, sm does not attempt to explain gravitation and cannot account for the

observed amount of cold dark matter (cdm) [18]. Within the emerging “standard model

of cosmology”, composite particles such as baryons only account for four percent of the

total matter and energy in the universe.

There are theories that adapt the current framework and propose certain changes

to provide solutions to these failings. Alternatives include theories such as dynamical

electroweak symmetry breaking via Technicolor [19] [20] [21] [22] [23], “little Higgs solu-

tions” [24], low-energy supersymmetry [25] [26] and extra dimensions [27] [28] [29] [30]

[31]. The majority of such scenarios predict signals at the TeV-scale, which, until

recently, was beyond the scope of most particle accelerators.

Built to study this new energy scale is the Large Hadron Collider (lhc), a proton-

proton collider with a beam energy of up to 7 TeV and a design luminosity of L =

1034 cm−2 s−1. As it can produce a centre-of-mass energy seven times greater and

luminosity one-hundred times higher than the tevatron, it is perfect for studying rare,

high energy processes. However, the use of a hadron collider provides complications of
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its own; proton-proton collisions are complex processes due to their internal hadronic

structure. Often viewed as a superposition of several contributions, a collision event

can be separated into two components: the primary scattering, and all the activity

that is not associated with the primary process or the underlying event. As higher

than before centre-of-mass energies (
√
s) are explored, the impact of the underlying

event in collision events becomes progressively important.

On a theoretical level, components of the underlying event are not well under-

stood, and a systematic description in Quantum Chromodynamics (qcd) remains a

challenge. Nonetheless, phenomenological approaches to multi-parton dynamics exist,

relying heavily on parametrised models (tunes) to describe data. But these tunes are

limited as their extrapolation to larger energies is uncertain, often leading to sizeable

discrepancies amongst the various predictions. The data collected with the Compact

Muon Solenoid detector (cms) allow for these models to be studied with far greater

precision over a larger phase space than was possible in previous investigations.

Till date, measurements of the underlying event structure have been performed for

central pseudorapidities (η). This thesis describes the measurement of the energy flow

in the pseudorapidity range 3.15 < |η| < 4.9. Two different centre-of-mass energies,

0.9 TeV and 7 TeV, are investigated, providing an insight into the scaling of the energy

flow with respect to both the qcd scale and the centre-of-mass energy. A measurement

of the energy flow in this η-region has never been reported at hadron colliders. Com-

parable measurements were performed in deep inelastic scattering events at hera [32].

Aspects of qcd that are relevant to this measurement are summarised in Chapter 2.

Chapter 3 describes the experimental apparatus. The main features of the Monte Carlo

event simulations used for describing the physics and detector are covered Chapter 4.

The event selection and measurement is detailed in Chapter 5. Chapters 6 and 7 discuss

the corrections and systematic uncertainties related to the energy flow measurement.

The results are presented in Chapter 8, and Chapter 9 summarises and concludes the

thesis.
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2

Theoretical Overview

2.1 Quantum Chromodynamics

2.1.1 Fundamentals of Quarks and Gluons

The Standard Model (sm) describes the interactions of elementary particles observed

till date. It accounts for the twelve known particles of matter (quarks and leptons)

that interact via the strong, weak, and electromagnetic forces [33] [34] [35] [36]. The

force-carriers, or particles responsible for the interactions are gauge bosons (gluons,

W and Z bosons, and photons, respectively). Figure 2.1 (taken from [37]) lists the

twelve fermions (red for quarks, orange and yellow for leptons) and four vector bosons

(in blue) along with their spin, electric charge and masses. These particles combine to

form the composite particles observed until now. The term particle could be considered

a misnomer, however, given that the dynamics are governed by quantum mechanics.

The particles exhibit wave-particle quality and are described by quantum state vectors

in a Hilbert space. Consequently, the sm is a set of quantum field theories (qft) [38] [39]

that are used to characterise the behaviour of these fundamental constituents of matter.

The quantum field theory of the strong force, the fundamental force describing

the interactions of quarks and gluons, is a non-Abelian, gauge qft called Quantum

Chromodynamics (qcd). According to the paradigm, quarks (spin-1
2 fermions) are the

quanta of a Dirac-spinor field with a colour charge. Gluons are spin-1 bosons, the

quanta of the colour field, born from the need for local gauge invariance of the quark

fields. Together, the quarks and gluons (collectively referred to as partons) make up
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2. THEORETICAL OVERVIEW

hadrons such as the proton, neutron or pion. The property of colour in qcd is analogous

to the electric charge in Quantum Electrodynamics (qed).

The colour field is characterised by the su(3) symmetry of the qcd Lagrangian.

Accordingly, there are three independent, conserved colour charges; red, blue, green.

Like colour theory in the visual arts, mixing red, green and blue partons in equal

proportions form a colour neutral object (white). Combining a parton with another

that possesses the equivalent anti-colour produces the same result - formation of a

”colourless” object. Quarks carry one unit of colour and gluons carry one unit of colour

and anti-colour. Gluons carrying a colour charge is unique to qcd, arising from the

theory’s non-Abelian nature, and leads to self-coupling. However, they are electrically

neutral, in contrast to quarks which carry 2
3 or −1

3 e. A more in depth description of

qcd can be found elsewhere [3] [36][40][41][42].

Figure 2.1: Elementary particles of the Standard Model - The particles are listed

according to the generation to which they belong, along with their corresponding spin,

electric charge and mass. The Higgs-boson is not shown in this table. [37]

2.1.2 Key Aspects of QCD

Interactions described by qcd can be shown through simple Feymann diagrams, where

any interaction between coloured objects can be drawn in terms of the fundamental
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qcd vertices (see Figure 2.2). Diagrams which contain the fewest number of vertices for

an interaction are termed Leading Order (lo) diagrams, while calculations at the next

(higher) order are called Next-to-Leading-Order (nlo). Such diagrams may also contain

closed loops, which have important consequences in all qfts. Since the loops can be

arbitrarily massive, diagrams containing them produce a divergence in calculations.

These divergences are removed through the introduction of an artificial scale, µr, which

limits the energy contained within loops. This method is called renormalisation.

antiquark

quark

gluon

Figure 2.2: Fundamental vertices in qcd - g + g → g (top left), g + g → g + g (top

right), g → q + q̄ (bottom left), and the legend (bottom right).

The dependence on µr and the divergences are absorbed into the coupling constant,

αs. As a result, αs (and µr) is dependent on the scale of the process under study,

earning it the name running coupling constant. At leading order, αs is [36] [40] [42]:

αs(µ
2) =

4π

β0ln(µ2/Λ2
QCD)

(2.1)

where the ΛQCD is a constant called the qcd-scale (∼ 217 MeV) and µ is the energy

scale. β0 is a constant, the qft beta-function which encodes the running of a coupling

parameter, adapted for su(3). Here, β0 = 11 − 2
3nf , dependent on the number of

flavours (nf ), where β0 is positive at all energy scales. Therefore, the strength of the

coupling decreases logarithmically with an increase in energy. This property is termed

asymptotic freedom. The implication of asymptotic freedom is that at short enough

distances, quarks and gluons de-couple and can be treated as quasi-free particles.
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2. THEORETICAL OVERVIEW

Equation 2.1 and ΛQCD form the basis for two additional effects in observational

qcd: confinement [43] and hadronisation [36]. When two colour charges separate, it

becomes more energetically favourable for a new quark–antiquark pair to to be created

from the vacuum, due to the large energy potential between the charges. The resulting

colour-neutral particles cluster to form colourless hadrons (e.g. mesons and baryons).

Confinement (or colour confinement) is the phenomenon whereby colour-charged par-

ticles cannot be directly observed and the clustering process is called hadronisation, or

fragmentation.

Finally, the collinear properties of qcd such as collinear singularities and colour

coherence must be considered. Generally speaking, they are the result of divergences

in αs at low energy scales. Colour coherence is the effect whereby hard gluon radiation

tends to be emitted within a cone bounded by a pair of hard partons close to each

other (colour dipole). At low energies, colour dipoles are more abundant because gluon

emission is related to the scale of αs. The profusion of gluons with low transverse

energy causes the formation of a dense cloud of collinear gluons around a coloured

object, known as a collinear singularity. Such phenomena have strong implications

for both observational particle physics (e.g. jets 4.2.4) and in qcd calculations (e.g.

factorisation of divergences 2.2.2).

2.1.3 Perturbative QCD

As in classical mechanics, the equations of motion for qcd are derived from its cor-

responding Lagrangian. Solving these equations analytically and making testable pre-

dictions is impractical, due to the infinite number of interactions possible. Numerical

methods resolve this issue by using a perturbative expansion. At high energies, the

coupling is small, allowing for a more manageable number of terms. Successive terms

or orders of the expansion are proportional to higher powers of αs. However, the valid-

ity of the expansion is limited; the scale of the interaction must be sufficiently large for

the perturbative approach to be applicable. Given the impact of collinear effects and

that the hadron structure is non-perturbative in nature, perturbative qcd ( pqcd) is

replaced by phenomenological models at the ΛQCD-limit.
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2.2 Proton-Proton Collisions

Proton-proton collisions are complicated processes due to the internal hadronic struc-

ture. The hadronic final state of hadron-hadron interactions can be described as the

superposition of several contributions: products of the partonic hard scattering with

the highest pT , including initial and final state radiation; hadrons produced in addi-

tional multiple parton interactions (mpi); and beam-beam remnants (bbr) resulting

from the hadronisation of the partonic constituents that did not participate in scatter-

ings [44]. Figure 2.3 illustrates interactions at these three separate scales [45]. As such,

interactions possess both hard and soft processes.

Figure 2.3: Components of a hadron-hadron collision - The final state of a hadron-

hadron collision is a superposition of several contributions: products of the partonic hard

scattering with the highest pT (in red), hadrons produced in additional parton interactions

(in green) and beam-beam remnants (in black) [45].

The hard (primary) interaction can be estimated through lo - and nlo-calculations
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2. THEORETICAL OVERVIEW

of the cross-section. However, the soft component cannot be treated in perturbation

theory, as discussed previously. Moreover, the distribution of quarks and gluons within

the proton has to be considered alongside the hard process [46]. Therefore, both pqcd

and non-perturbative calculations are needed. The factorisation theorem separates the

two, using pqcd to calculate the short-distance, process-dependent parton cross section,

and determining the long-distance functions empirically. The long-distance functions

include hadronisation, parton distribution functions fitted to data and models of multi-

parton interactions. This section covers each of these aspects.

2.2.1 Structure of the Proton

Hadrons such as the proton contain two kinds of quarks, valence quarks (qv) and sea

quarks (qs). Valence quarks contribute to the quantum numbers of the hadron and

determine its behaviour, e.g., if it is a proton (uud) or a neutron (udd). Sea quarks

are virtual quark-antiquark pairs which form upon the splitting of a gluon within the

hadron. Conversely, the annihilation of sea-quarks forms gluons, resulting in a constant

flux of qs–g. The distribution of quarks and gluons within the proton is given by parton

density functions (pdf)s, which take the form fa|p(x,Q
2). They give the probability

to find a parton (quark or gluon) a, with the momentum fraction x, at the momentum

scale Q2 inside the proton. A more detailed discussion of pdfs is in Section 2.2.4.

2.2.2 Hard-Scattering Formalism: Factorisation Theorem

The factorisation theorem formulated by Drell and Yan [47] characterises the hard

interaction between two protons. It postulates that the cross section for a particular

process (σAB) can be reformulated as a convolution of the partonic cross section (σ̂ab)

with the pdf of the proton (fa|A(x, µF )). The predicted cross-section is scale dependent,

with the scale usually set to the same order of magnitude as the momentum scale of

the hard interaction, i.e., αs of the interaction.

As mentioned earlier, collinear singularities result in the perturbative calculation

breaking down due to the divergences. As long as αs < 1, the perturbative series

converges. This implies that pqcd describes gluon radiation as long as the scale is

comparable to the momentum scale of the radiated gluon, but not low-pT gluons emit-

ted. In order to deal with the divergence, factorisation removes these singularities

through the introduction of an arbitrary scale, µF , called the factorisation scale. The
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scale, similar to the renormalisation scale (µR), creates an artificial limit between the

divergent and convergent parts of the calculation. Taking into consideration the fac-

torisation scale (µF ) and the renormalisation scale (µR) of the hadronic cross section,

the total cross-section is:

σAB =

∫
dxadxbfa|A(xa, µ

2
F )fb|B(xb, µF )

{
σ̂LO + αs(µ

2
R)σ̂NLO + ...

}
ab→X (2.2)

2.2.3 Partonic Cross Section

A matrix element is the amplitude of an interaction. The partonic cross-section, σ̂, for

a given hard interaction is calculated by integrating the square of the matrix element

for a particular process over the amount of phase space available to the interaction.

More often than not, the calculation is done numerically and divergences are avoided by

excluding the corresponding regions of phase space. Leading order calculations give a

good estimate of the expected cross-section. In the case of strong scale dependencies of

the interaction, an nlo-calculation becomes necessary. They take into account virtual

corrections, isr and fsr. K-factor, the ratio between the lo and nlo cross section,

quantifies the strength of the nlo calculation with respect to the lo.

2.2.4 Parton Distribution Functions

To obtain production cross sections at hadron colliders, the non-perturbative dynamics

and pqcd calculations are merged by convoluting the matrix elements with the pdfs.

pdfs give the distribution of quarks and gluons within the proton, parametrising the

momentum fraction (x) of a parton within a proton. Through the factorisation theorem,

collinear singularities are removed from the calculation of the partonic cross-section and

absorbed into the pdfs. The factorised proton pdf is then applicable to all scatterings

(ep, pp̄ and pp) that adhere to the same factorisation convention.

Given that pdfs also contain the non-perturbative information about the hadronic

interaction, pqcd cannot be used to derive them. Instead, they (starting distribution

of a pdf) are extracted from data through global fits independent of the experimen-

tal set-up. With the starting distribution parametrised, the Q2-evolution is treated

with perturbative qcd via the dglap equations. Various groups such as cteq [48],
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2. THEORETICAL OVERVIEW

mstw [49], and groups at hera [50] have presented sets of pdfs based on data ob-

tained from deep-inelastic scattering and related hard-scattering data from hera and

the tevatron. Different measurements are compared by evolving the parton distribu-

tions using evolution equations (see next section).

Figure 2.4 shows the mstw pdfs for up-, down-, charm- and strange-quarks as well

as for their anti-particles. The gluon distribution, scaled down by a factor of 20, shows

a significant rise for low-x, indicating an increase in gluon density within the proton,

while the valence quarks are dominant at high-x values.
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Figure 2.4: hera parton distribution function at nlo - Q2 = 10 GeV2 (left) and

Q2 = 104 GeV2 [51]. The gluon distribution has been scaled down by a factor of 20.

2.2.5 Parton Evolution

Perturbative qcd cannot predict the internal distributions of partons within a pro-

ton, but it can model how the distributions evolve for a given input (e.g. at a given

scale, Q2). The x-dependence of pdfs are obtained from fitting experimental data,

while the development of the partons can be described by one of the many parton

evolution schemes that exist. The Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (dglap)

equations [52], [53], [54], [55] determine the distributions for higher Q2, starting from

an initial distribution at a predefined scale. In this framework, the parton cascade is

strongly ordered in transverse momentum (kT ), with only a weak kinematical-ordering

for the momentum fraction (x).
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2.2 Proton-Proton Collisions

However, at large centre-of-mass energies, log(1/x) contributions are non-negligible,

limiting the application of dglap to the scenario where log(µ)� log( 1
x). The Balitsky-

Faden-Kuraev-Lipatov (bfkl) evolution equations [56], [57], [58], [59] resum the

log(1/x) contributions and is therefore believed to be the dominant scheme at low-x.

The cascade follows a strong ordering in x but not in kT , which implies that a clear

distinction between dglap- and bfkl-dynamics should be observable at low-x regions.

Yet, no conclusive evidence for bfkl-physics has been observed till date and therefore

bfkl equations are not used for evolving extracted parton distributions (pdfs).

The dglap equations set the scale dependence and the pdf is written as:

dfa|p(x,Q
2)

dlogQ2
=
αs
2π

∫ 1

x

dz

z

{
Paa′(z

′, αs)fa′|p(
x

z′
, Q2)

}
(2.3)

where Paa′(z, αs) gives the probability that a parton a evolves into another parton

a′ carrying the momentum fraction z by emitting a gluon or quark. Known as the

Altarelli-Parisi splitting functions [54], they describe the amplitudes of the processes

that generate additional partons. They can be expanded in αs as follows:

Paa′(z, αs) = PLOaa′ (x) +
αs
2π
PNLOaa′ (z) +

(αs
2π

)2
PNNLOaa′ (z) + ... (2.4)

Figure 2.5 shows the elements that form the basis of initial-state (isr) and final-state

(fsr) radiation, described by equation 2.4. isr showers are qcd emissions (radiation)

from the initial-state partons and radiation from final-state partons is known as fsr.

This means that the internal structure and evolution of the incoming partons is related

to the isr while the fragmentation of the outgoing partons is dependent on the fsr.

Experimentally, radiation emitted before the hard interaction and close to the beam

line is considered as isr and fsr occurs after the hard interaction in close proximity to

the outgoing partons.

z z z z

1 − z 1 − z 1 − z 1 − z

Pqq Pgq Pqg Pgg

Figure 2.5: Altarelli-Parisi splitting functions - The leading order Altarelli-Parisi

splitting function diagrams [60].
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The Ciafaloni-Cantani-Fiorani-Marchesini (ccfm) scheme [61] [62] attempts to de-

scribe both the bfkl (low) and dgalp (high) dominated x-regions. A lo evolution

equation, ccfm is based on the principle of colour coherence, i.e., emissions of gauge

bosons. As a result, it features only gluon emissions instead of quarks (e.g. gluon jets).

A description of the scheme and its hadronic final-state predictions can be found in

[63].

2.2.6 Underlying Event in Proton-Proton collisions

In hadron-hadron collisions, the final states of a hard interaction can be described as

the superposition of several contributions: products of the partonic hard scattering plus

initial- and final-state radiation, hadrons produced in additional multiple parton inter-

actions (mpi) [64], and beam-beam remnants (bbr) resulting from the hadronisation of

the partonic constituents that did not participate in any scattering. The combination

of mpi, bbr, isr and fsr is called the underlying event.

A primary process is defined as a parton-parton interaction which is completely

insensitive to additional incoming particles and beam remnants, including coherent

radiation of all orders; the source of the partons is irrelevant, i.e., the definition holds

true for ep, pp and pp̄ collisions. From this stems a working definition for the underlying

event (ue): all the activity or energy flow that is not associated with the primary

process. However, it excludes contributions from pile-up events as they are beam-

luminosity dependent and not characterised by the physics of an event.

A predominant source of underlying event activity is multi-parton interactions.

When composite particles collide, more than one pair of partons can interact. Given

the rise of parton densities at low x, the probability for additional parton-parton scat-

ters increases at such regions (illustration in Figure 2.6). These secondary collisions are

called multi-parton interactions. They can occur at both ep and hadron-hadron col-

liders, contributing significantly to an increase in the interaction cross section. Other

sources of ue activity include initial and final state radiation, multiple scattering where

a primary particle re-scatters off the remnants, beam-beam remnants, and other effects

that may affect primary scattered partons.

Fragmentation models deal with the hadronisation of the final state particles and

parton shower models describe gluon radiation in the initial and final state. Imple-

mented in event generators, these models have been tuned to describe data taken at
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2.2 Proton-Proton Collisions

Figure 2.6: Increase in cross-sections due to mpi - With an increase in the density

of partons with decreasing x, the probability for more than one partonic interaction per

event increases. Multi-parton interactions lead to increased cross-sections.

previous colliders such as lep, hera and the tevatron. Similarly, multi-parton in-

teraction models, have made a lot of progress recently. There is a large amount of

experimental evidence for mpis in hadron-hadron and ep interactions; measurements at

zeus [60], cdf [45] [65] [66] [67] and h1 [68] [69][70], have provided some insight into

their nature.

mpis may be very soft (i.e. small transverse momenta) constituting the soft under-

lying event, or hard, i.e., with high enough transverse momenta to form jets. Signals of

such activity include an increase in charged particle multiplicity and an ET pedestal,

a surge in the production of mini-jets, and an augmented jet rate and energy scale.

Moreover, events with high pT jets in the final state show a higher ue activity. The

discrepancy between the data and event simulations without mpis is accentuated for

multi-jet events (e.g. 4-jet events, necessary for top mass reconstruction) [71]. In fact,

there is a need for more than a fifty percent double-parton interaction to describe data

in certain experiments [72]. Finally, mpis impact triggering strategies as the additional

activity can influence isolation criteria (e.g. Drell-Yan measurements) and reduce the

rapidity gap survival probability (e.g. diffraction). As a result, they contribute signifi-

cantly to jet (and possibly Higgs) production and can adversely affect the analyses at

collider experiments.
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2. THEORETICAL OVERVIEW

To understand this qcd background for the primary interactions, a coherent de-

scription for high and low pT multi-parton interactions is needed [73]. With the lhc

operating at far higher centre-of-mass energies than hera and the tevatron, the need

to understand such phenomena is imperative for future measurements the TeV scale.

Phenomenological models attempt to describe mpis, using different parametrisations

of the correlations between momentum and energy conversation, and other quantum

effects. However, the extrapolations of these predictions to lhc energies is unreliable,

motivating the need for further investigations.

Figure 2.7 depicts the complexity of a hadron-hadron event with a primary hard

scatter (W+ → c+s̄) and a secondary or semi-hard interaction (recoiled d-quark) at the

top of the picture, gluon radiation (isr and fsr) in the middle, and soft mpi (gg → gg)

overlaid on it at the bottom of the picture.

2.3 Physics in Event Generators

Event generation and simulations are key to most analyses in particle physics. The

different components of event generation used in this analysis and the way they come

together is covered in Chapter 4. In this section, the implementation of qcd-physics

in the event generators is briefly discussed. The key differences in hadronisation pro-

cedures, modelling of parton showers and mpis are highlighted via the comparison of

two multi-purpose generators, herwig [75] and pythia [76]. Where relevant, alterna-

tive methods employed by programs such as cascade [63] and sybill are expanded

upon. The concepts introduced previously and discussed here are central to the data-

simulation comparisons in Chapter 8.

2.3.1 Minimum pT

The integrated cross section can be written as a function of a low transverse momentum

scale (pT,min), such that:

σint(pT,min) ∝ 1

p2
T,min

, (2.5)

If the pT,min scale is infinitely small, the integrated cross section above the pT,min-

threshold diverges and exceeds the total pp cross section [77] [78]. To suppress scatters
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2.3 Physics in Event Generators

Figure 2.7: Pictographic representation of proton-proton collisions at high en-

ergies - Hard process plus a secondary scatter (top), overlaid with initial- and final-state

radiation (middle), and finally a soft mpi involving radiated gluons added to the event

(bottom). [74]
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2. THEORETICAL OVERVIEW

below pT,min, a lower limit on the minimum transverse momentum of the interaction

is imposed. Since the inclusive cross section scales as 1/p4
T and high-pT states are rare,

discarding events below this cut-off also improves the efficiency of generating high pT

events. Nonetheless, to ensure an unbiased event sample with a realistic amount of soft

activity, pT,min is kept moderately small. herwig employs an abrupt

pT,min-cut-off whereas pythia utilises a smoothly dampened, adjustable variable. More

on the variation of this parameter and its impact on mpis can be found in Section 2.3.4.

2.3.2 Parton Showers

Parton showers play a key role in event simulations by approximating the amount of

isr and fsr in a collision. While the showers for isr and fsr are simulated differently

because their cascades are space-like (isr) and time-like (fsr), the general approach

remains the same. dglap equations relate partons from the hard interaction to partons

at the ΛQCD scale, describing the development, kinematics and flavours of the emitted

partons. The development is characterised by an evolution variable; in pythia, it is

either the virtuality of the parent parton (Q2) or the transverse momentum squared

(k2
T ) of the two emitted partons. In herwig, the evolution variable (E2(1 − cos θ))

depends on the energy (E) of the parent parton and the emission angle (θ) between

the two showered partons. The angular-ordered parton showers in herwig account

for the ordering present in cascades due to colour coherence; an additional, adjustable

constraint is introduced in the pythia shower model to describe its impact. Infrared

singularities cancel out in both approaches.

2.3.3 Hadronisation and Fragmentation

Once the showering cascade is finished, i.e. the virtuality of the partons Q2
0 < 1GeV 2,

hadronisation models cluster the emitted partons. Two iterative models are predomi-

nantly used, the cluster fragmentation model (herwig) [79] [80] and the Lund string

model [81] [82].

The Lund string model assumes colour flux tubes or strings between qq̄ pairs exiting

the parton shower. The tubes are defined such that they are uniform in length, have

negligible transverse momentum and posses the diameter of a meson (1 fm). The

behaviour of the tubes is based on the principles of confinement. As the qq̄ pairs

move apart, the colour strings are stretched until it is more energetically favourable
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2.3 Physics in Event Generators

to fragment and create an additional qq̄ pair. The procedure is repeated until all the

strings are too light for further fragmentation.

The cluster fragmentation model follows a simpler strategy to combine partons into

observable hadrons. Final-state gluons are split into qq̄ pairs which are grouped with

the other outgoing quarks and diquarks to form colour-singlet clusters. Light quark-

antiquark pairs are added to the cluster, fragmenting them until stable hadrons are

formed. In cases where a cluster is too light to fragment into a hadron, a light hadron

replaces the cluster.

2.3.4 Multi-Parton Interactions

The cross section for the hard (primary) interaction, given by Eq. 2.6, diverges faster

than 1/p2
T,min for p2

T,min → 0. At low values of pT,min, σhard eventually exceeds the

total inelastic cross section, as seen in Figure 2.8. This difference between the two

calculations can be explained if σhard is interpreted as the partonic cross section instead

of the hadron-hadron cross section; it contributes multiple times to the integrated cross

section. However, σhard contributes only once to the total non-diffractive cross section

(σnd). Therefore, the average number of parton-parton scatterings above pT,min in an

event can be given by Eq. 2.7.

σhard(p
2
T,min) =

∫ s/4

p2
T,min

dσhard
dp2

T

dp2
T , (2.6)

〈n〉 =
σhard(pT,min)

σnd
, (2.7)

Initial measurements of charged particle multiplicity at ua5 [83] demonstrated that

data is better described by accounting for additional activity in an event. From this

emerged a simple model for multi-parton interactions [64]. Subsequent measurements

of charged particle multiplicity and γ+three-jet events at cdf [84], and multi-jet events

in photoproduction at hera provided more insight into this phenomenon by probing

specific regions especially sensitive to mpi activity.

Though the data paved the way for old models to be adapted and new models to

be formulated, the fundamental concept behind modelling mpis remained the same.

That is, to apply the qcd factorisation theorem to the additional scatters as well, with

the transverse momentum of the additional scatter (pT,as) adopted as the factorisation
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2. THEORETICAL OVERVIEW

Figure 2.8: Integrated interaction cross section - The integrated interaction cross

section (σint) above pT,min for the tevatron with 1.8 TeV pp̄ collisions, and the lhc, with

14 TeV pp ones. The flat lines represent the respective total cross section. Taken from [78]

scale (µF = p2
T,as). Therefore, the basic form of the second interaction’s cross section

is a partonic cross-section convoluted with a parton density.

The number of interactions is strongly dependent on the minimum transverse mo-

mentum cut-off (pT,min). With a lower value corresponding to more multiple interac-

tions, there is also an implicit dependence between the cut-off and the average charged

particle multiplicity (dNchg/dη) in an event. Thus, at any energy scale, the simplest way

to determine pT,min is to impose a requirement that the predicted particle multiplicity

agree with data.

Extracting pT,min from data inexorably leads to the question of the variable’s

energy-dependence. Relevant for comparisons of jet rates at different collider ener-

gies, the issue is in the limelight with the start-up of the lhc. Post hera data, pdfs

predict parton densities to be rising more steeply at small-x (e.g. x-regions explored at

the lhc) than initially assumed during the conception of the simple mpi model. The

default energy dependence given by:

pT,min(s) = (1.9GeV )

(
s

1 TeV2

)ε
, (2.8)

such that pT,min is assumed to increase in the same way as the total cross section;

that is, with some power (here, ε ≈ 0.08) which relates to the behaviour of parton

distributions at small-x and Q2 [76]. Since the pT,min values are determined for given
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2.3 Physics in Event Generators

model parameters and a given calculation of jet cross sections, the parameter must be

retuned according to each scenario.

Collisions are also parametrised by impact parameters, b, which quantify the overlap

of matter in hadrons. Most models use such impact parameters but vary in the assump-

tions made on the matter distribution within the hadrons. The greater the overlap,

the more likely it is for additional interactions to occur. Therefore, mpi models include

impact parameters that can be adjusted. Models which consider an impact-parameter

dependence of mpi also use the same ansatz given in Eq. 2.12 for the pT,min cut-off’s

energy-dependence, but with additional tweaking (e.g. 1.9 GeV→ 2 GeV).

Other aspects of a collision that may impact mpi [64] and vice versa include par-

ton showering, possible scenarios for colour string connections, saturation effects, and

diffraction in mpi events.

The colour flow in an event can affect the angular distribution of gluon radiation.

Moreover, the colour structure can change the behaviour of soft, background partons.

In the mpi models developed initially, simple assumptions were made on colour flow,

with colour connections of the beam remnant only to the first hard scattering. Similarly,

early models included a treatment of initial-state and final-state parton showers, but

only for the hard scattering. Subsequent improvements in the treatment of parton

showers, specific to the two most commonly used event generators, is discussed in the

following sub-sections.

The connection between mpi, saturation and diffraction is given via the Abramowski-

Gribov-Kancheli (agk) cutting rules [85]. Though the treatment forms a basis for the

phojet event generator [86] (used briefly in Chapter 7), its impact is not considered

an integral part of this study. As a result, the relation will not be discussed here.

More on the subject of agk-rules and their role in mpis can be found in the following

references [87] [88] [89].

It is important to remember that mpis are the least understood aspect of hadron-

hadron collisions. Despite the immense progress made in both phenomenological de-

scriptions and experimental techniques over the last twenty years, further measure-

ments to investigate mpi-behaviour are necessary. As such, there are few observables

and event topologies which are sensitive to the physics of multi-parton interactions;

charged particle multiplicity in minimum bias events, jet pedestals in the transverse

region for high pT jet events, three-jet+γ and four-jet angular de-correlations have
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2. THEORETICAL OVERVIEW

proved useful in studies of the semi-hard component of the underlying event. Models

have been developed as a consequence of such analyses, and tuned to data (e.g. cdf

[90]). The following sections discuss the latest features of mpi models in the two most

widely-used event generators, pythia and herwig.

2.3.4.1 pythia

pythia utilises a smoothly dampened, adjustable pT,min to place a lower limit on the

minimum transverse momentum of the interaction, where p2
T,min → p2

T0 + p2
T and pT0

is modified to describe data. The additional interactions are ordered (high to low) by

their transverse momenta, before calculating the probability of their occurrence. For

each scatter, activity at lower pT scales are integrated out of the parton densities; the

single-parton densities are re-scaled to account for flavour and momentum correlations

between partons. The generator also uses an impact parameter, b, tuned to data. The

impact parameter is based on different choices for the overlap function (e.g. single

Gauss, exponential, double Gauss) [78]; by default, the matter is distributed according

to a spherically-symmetric double-Gaussian. The formalism for mpi assumes the prob-

ability for n interactions for a given impact parameter b is characterised by a Poisson

distribution, as it considers each parton scattering to be independent from each other.

Finally, the latest mpi model features interactions interleaved with parton show-

ers [91], i.e., it treats initial-state parton showering and mpi at the same time. New,

transverse-momentum-ordered showers are introduced, making pT the common evo-

lution scale for multi-parton interactions, and for initial-state and final-state radia-

tion [76]; Eq. 2.9 formulates the probability distribution for an interaction at a given

pT scale, composed from its various contributions. Each multiple interaction is associ-

ated with its set of isr, as shown in Figure 2.9.

dP

dpT
=

(
dPMPI

dpT
+
∑ dPPS

dpT

)
⊗ exp

(
dPMPI

dpT
+
∑ dPPS

dpT

)
(2.9)

The figure illustrates the structure of a hadron and the evolution of its partons;

it depicts one hard interaction and three subsequent interactions at successively lower

pT scales, along with their associated initial-state radiation. The approach is to first

consider the hardest interaction (p⊥,1), thus allowing the use of normal parton densities

for the initial scattering. Next is the description of the second interaction (p⊥,2),
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2.3 Physics in Event Generators

Figure 2.9: Schematic Representation of Interleaved Parton Showers and

Multi-parton Interactions - Schematic figure illustrating one hard interaction and three

subsequent interactions at successively lower pT scales, with associated initial-state radia-

tion. Full lines and spirals represent quarks and gluons, respectively. Taken from [91]

followed by the soft isr associated with the hardest interaction. Giving priority to the

second interaction over isr associated to the hardest interaction is what allows the use

of the standard parton densities to characterise the primary interaction (p⊥1) and the

isr that occurs above p⊥2. The known (or estimated) correlation effects are introduced

via the subsequent scatterings at lower pT . The procedure is repeated and the evolution

continues until p⊥,min, the non-perturbative border or the cut-off point is reached. A

complete picture would include a mirrored image for the other hadron, with the two

incoming hadrons joined at the interactions.

2.3.4.2 herwig

Unlike pythia, herwig imposes a sharp cut-off for pT,min, the additional scatters are

generated with matrix elements similar to the primary interaction, and the single-parton

densities are not re-scaled. Moreover, the mpis are not ordered in pT nor interleaved

with parton showers. Finally, instead of pythia’s impact-parameter functions (e.g.

double-Gaussian), herwig adopts the eikonal paradigm [92] to characterise the over-

lap between protons. The use of the eikonal model is based on the assumption that

for a fixed impact parameter (b), the individual scatterings are independent and that

distribution of partons can be characterised by b and their x-dependence [92] [93].
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The model approximates interacting hadrons as disks extended in the transverse

plane [92]. The impact parameter, b, quantifies the overlap of the two disks during a

collision. A function A(b) (cf. Eq 2.10) dependent on the impact parameter provides

the distribution of the partons within the interacting hadron; it is modelled by the elec-

tromagnetic form factor, the inverse proton radius (µ), and a modified Bessel function

(K3). Together with the inclusive cross section σinc, the partonic overlap function of

the colliding hadrons (A(b)) gives the average number of partonic collisions for a given

value of b via Eq 2.11. Here, a large impact parameter and dense distribution implies

a larger probability for mpis. The number of scatters, n, are distributed according to

a Poissonian, due to the assumed uncorrelation between them.

A(b;µ) =
µ2

96π
(µb)3K3(µb) , (2.10)

〈n(b, s)〉 = A(b)σhardinc (s; pT,min) (2.11)

Though the assumption that the scatters are independent is a valid approximation

for small-x regions, there is a fraction of events for higher x values that lead to some

correlations. By vetoing any interaction which would violate the conservation of total

momentum, flavour and energy of the event, the correlations are taken into account.

The generation of additional scatters occurs only after the hard scatter and its as-

sociated parton showers have been simulated. The number of multi-parton interactions

is determined via the formalism described earlier, and are generated in a manner sim-

ilar to the primary interaction. That is, a matrix element calculates the additional

scatter and parton showers evolve the produced particles for each of these interactions.

Upon evolution, if the process violates conservation principles, the scatter is vetoed.

Centre-of-mass dependent parametrisations and colour flow reconnections for mpi are

a relatively new feature; details can be found in [94].

2.3.5 Brief Description of Monte Carlo Models and their Tunes

Parameters in event generators can be adjusted such that the predictions of physics at

non-pertubative scales agree with experimental data. These parameter sets differ in

their choice of flavour, fragmentation and ue properties. Underlying event tunes, i.e.,
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settings relevant to this measurement include specifications on the minimum pT -cut-

off and
√
s-energy dependence, impact parameters, possible momentum correlations,

parton showering and choice of pdfs. In this section, the main features of the Monte

Carlo models used for comparison with the data (see Chapter 8) are presented.

2.3.5.1 pythia6.4

The primary generator used in this analysis, for both the comparisons and the correction

of the data is pythia6.420 [76]. An average of predictions by the tunes D6T [66],

ProQ20 [95], Z2, and P0 forms the basis of the final correction factor (see Chapter 6).

Additional parameter sets compared to corrected data include DW [66], Pro-pT0 [95],

Perugia 2011 (P11) [96] and the atlas Minimum Bias Tune 1 (AMBT1) [97].

The tunes differ in how they regularise the formal 1/p4
T divergence of the lead-

ing order partonic scattering amplitude at the limit p̂T → 0. As discussed earlier,

the divergence is regularised by the introduction of a cut-off parameter (pT0), which

is energy-dependent; the parameter’s energy dependence shown in Eq. 2.12 can be

rewritten as:

pT0(
√
s) = pT0(

√
s0)

( √
s√
s0

)ε
, (2.12)

where
√
s0 is the reference energy at which pT0 is determined, and ε some power

which relates to the behaviour of parton distributions at small-x and Q2. Since the

value of pT0 governs the amount of multi-parton interactions, the different values will

produce varying amounts of additional activity. For example, D6T describes the lower

energy ua5 and tevatron data, but is known to predict lower ue activity with respect

to the other tunes [98]. The other pythia6 tunes which adopt the tevatron reference

energy (e.g. ProQ20 and P0) also fail to describe dNchrg
dη and ue data at the lhc.

The ue settings for P11 and AMBT1 are based on the Professor tunes [95] and recent

measurements at the lhc, including charged multiplicity [99] and ue [44] [98] data.

The tune Z2 is similar to Z1 [100], featuring pT ordered parton showers. The

difference between the two sets is that the transverse momentum cut-off at the nominal

energy of
√
s0 = 1.8 TeV is decreased by 0.1 GeV/c for Z2. Moreover they differ in

their choice of pdf. While cteq5l [101] is the default for the majority of the pythia6

tunes, D6T and Z2 prefer to implement the newer pdf set cteq6l [102] to describe the
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protons. Both cteq5l and cteq6l are pdfs obtained in a global fit with lo hard cross

sections. However, the cteq6l is a newer generation of parton distribution functions

with increased precision and quantitative estimates of uncertainties. Moreover, the new

gluon distribution is considerably harder than that of previous standard fits [102]. The

majority of them also share common flavour and fragmentation parameters, determined

using data from lep. Two models which feature improved high-z fragmentation, where

z denotes the ratio of the momentum of an outgoing charged particle to the momentum

of the parton initiating the hard scatter, are P0 and ProQ20. Finally, P11 and Z2

feature a new mpi model [103] interleaved with the parton showers. A more detailed

comparison of the tunes can be found in [96].

2.3.5.2 Alternative generators

pythia8 [104] also incorporates the new mpi model but the predictions correspond to

the default settings of the generator. A unique characteristic of this version is that

it introduces a simulation of the hard diffractive component in an event, distinguish-

ing it from most other generators including herwig. The herwig++2.5 [93], used

for comparisons with data, has been tuned independently for different centre-of-mass

energies. Parameters for the ue and colour reconnections [94] were tuned to ue and

minimum-bias data at
√
s=0.9 TeV and to ue data at

√
s =7 TeV [105]. It should be

noted that the precise description of diffraction is of little relevance for this study, since

the diffractive contributions are strongly suppressed by the event selection requirements

(see Chapter 5 and Chapter 6). Therefore, it is reasonable to expect a better description

of the corrected data by the tuned herwig++2.5 models, than the default pythia8

tune where predictions include diffraction but are not adjusted to describe lhc data.

In contrast to pythia and herwig where parton showers are based on the dglap

evolution equations, dipsy is an event generator [106] based on a dipole picture of

bfkl. Predictions from it are relevant for this measurement since it is built to describe

parton dynamics at low-x and non-diffractive final states. Another generator with an

alternative description of parton showers is cascade [63], which implements the ccfm

evolution equations for the initial-state cascades, supplemented with off-shell matrix

elements for the hard scattering. dipsy includes a model for mpi while cascade does

not; neither generator is tuned to describe recent data from hadron colliders.
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2.3.5.3 Cosmic-ray event generators

Lastly, predictions from hadronic mc event generators based on Reggeon-Field-Theory

(rft) [107] are considered. In general, the soft component is described via exchanges

between virtual quasi-particle states (pomerons), which are governed by rft; the soft

interactions include elastic, diffractive and soft-inelastic scatterings [108]. Semi-hard

interactions (e.g.
√
s ≈ O(100 GeV)) can be treated within pqcd, with partonic cross

sections convoluted with pdfs; the perturbative parton splittings are described by

dglap equations while the non-perturbative effects are modelled using the Lund string

model and beam-remnant modelling [108] [109]. For energies comparable to those at

the lhc, additional effects such as saturation effects and mpis also play a role - the

interaction cross section exceeds the total inelastic cross section and low-x effects (rise

in gluon distributions) become increasingly important. Such effects are accounted for

by employing eikonal (multi) parton ladders and a regime for treating gluon satura-

tion [110]. The perturbative interactions use rft generalised to treat parton-parton

interactions via hard “cut” Pomerons (“semi-hard Pomeron” approach [111]), or the

dglap formalism (pqcd) according to the so-called minijet model [112].

The approach described above is used primordially in event generators built for

cosmic-ray physics. Predictions from Epos 1.99 [113], Qgsjet II [114], Qgsjet 01 [115]

and Sibyll [116] are compared to corrected data in Chapter 8.

Epos takes into account energy-momentum correlations between multiple re-scatterings,

with the description of non-linear effects is based on an effective treatment of lowest

order pomeron-pomeron interaction graphs. Qgsjet-II also treats non-linear parton

effects via pomeron interactions, but they are based on an all order re-summation of

the corresponding Reggeon-Field-Theory diagrams. Based on the dual parton model

(dpm) [117], Sibyll also employs Pomeron formalism, but uses the minijet model

for the perturbative interactions and the Lund model for hadronisation. In contrast

to Sibyll, semi-hard scattering processes are treated as exchanges of “semi-hard”

Pomerons in Qgsjet. The models diverge in their predictions primarily due to dif-

ferent treatments of non-linear interaction effects related to parton shadowing and

saturation [108] [109] [110].

The model parameters are tuned with accelerator data from SppS and the teva-

tron. In general, 0.9 TeV data at the lhc is well-reproduced but the particle mul-
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tiplicity is not well predicted at 7 TeV [108]; the simplest models ( Qgsjet, Sibyll)

seem to provide the best description.

2.4 Relevance of the Measurement

2.4.1 Predictions for the lhc

The procedure outlined in Section 2.2 has been used to calculate sm cross sections at

nlo, for the tevatron and the lhc. The results are shown in Figure 2.10, where the

two vertical lines denote the tevatron operating
√
s-energy for pp̄ collisions and the

lhc’s design
√
s-energy for pp collisions.

However, additional interactions (i.e., mpis) lead to an increase in measured cross-

sections, leading to a significant increase in background for important signal processes.

At large collision energies, the momentum fraction of the proton (x) carried by the

partons can become very small and the parton densities increase, giving rise to mul-

tiple parton interactions. Thus, the probability of more than one partonic interaction

per event increases for collision energies produced at the lhc, with respect to the

tevatron.

Till date, measurements of the underlying event structure at hadron colliders have

been performed for central pseudorapidities, i.e., |η| < 3, where η = − ln [tan (θ/2)] , θ

denoting the polar angle of the particles with respect to the beam axis [44, 65]. Since

two units in pseudorapidity roughly translate to one order of magnitude in x [119],

analysing data from the forward regions allows us to probe the partonic content of the

proton at smaller x values. With this increase in phase space, we can further examine

the influence of the evolution process on the hard interaction, the behaviour of the

proton remnant and the fragmentation process. This will allow us to further constrain

existing underlying event models. Furthermore, measurements could provide first in-

dications of alternative parton dynamics such bfkl or ccfm evolutions. Figure 2.11

shows the accessible (x, Q2) region for a final state with invariant mass M (e.g. mass

of muon pair, Z-boson, or top quark), the factorisation scale equal to M , and rapidity

y, at the lhc for two collision energies at the lhc,
√
s = 7 TeV (left) and

√
s = 14 TeV

(right).
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Figure 2.10: Standard Model cross sections at the tevatron and the lhc - Cross

sections for various hard-scattering processes at the tevatron and the lhc, calculated

at nlo, using the mrs98 pdf. The two vertical lines denote the tevatron operating√
s-energy for pp̄ collisions and the lhc’s design

√
s-energy for pp collisions. [118]
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Figure 2.11: lhc parton kinematics - (x,Q2)-plane for the production of a heavy

system of invariant mass, M , and rapidity, y, at the lhc (in blue) and previous experiments

(in green). For 7 TeV on the left and 14 TeV on the right [119]

2.4.2 Looking Forward

The central region is limited in its investigations of several processes such as phenomena

at low-x, diffraction, luminosity determination with qed processes, and energy and

particle flows for tuning cosmic ray event generators [120]. Moreover, studies have

shown that a high fraction of the energy in collision events is at η > 3 [121] [122]. The

increase in the available phase space (see Figure 2.11) and added information at large

pseudorapidities (see Figure 2.12) necessitates measurements in the forward region. By

extending the coverage of particle physics detectors through the addition of forward

calorimeters on both sides of the experiment, measurements for higher η values become

possible.

By opening up the available phase space for further emissions, the forward region is

the perfect tool to study higher order reactions and small-x physics [123]. Alternative

parton dynamics are expected to manifest themselves at such low-x regions, and studies

on the full evolution become possible. Additionally, the forward region can distinguish

between types of mpi (remnant-remnant, parton-remnant, or additional parton-parton);
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2.4 Relevance of the Measurement

investigations at large pseudorapidities could add information on colour reconnections

of multi-parton interactions to beam remnants, the beam remnant itself, and possible

long-range energy-multiplicity correlations based on trigger energy (or particle triggers)

in forward detectors.

Central
Detector

Figure 2.12: Forward region - Representation of the information gained through mea-

surements at large pseudorapidities. The rectangles denote the forward region.

2.4.3 Energy Flow

Energy is a global variable that provides information on both neutral and charged

particles. Energy flow is defined as 1
Nevents

dE
dη , where E is the total energy of charged

and neutral particles measured in bins of pseudorapidity. Among other things, the

amount of energy flow generated by the additional partonic processes provides a way

to distinguish between soft and hard mpis [71]. If the transverse energy is too soft to

form a jet within a kinematic region, it is a soft mpi. However, the energy produced

may still be reconstructed and add to the jet, thereby creating a pedestal effect in the

energy and ET of the jets from the primary interaction. Semi-hard or hard secondary

collisions lead to the direct formation of additional jets in the final state, leading to

multi-jet events [60]. Therefore, at large pseudorapidities, energy flow is considered to

be directly sensitive to the amount of parton radiation and multiple parton interactions.
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2. THEORETICAL OVERVIEW

2.4.3.1 Previous measurements

Previous measurements at proton-proton colliders found that the interactions were char-

acterised by in increase in particle multiplicity dependent on
√
s, but a very small depen-

dence of the particle transverse momenta on centre-of-mass energies [124], [125] [126].

A relation between the average multiplicity and transverse momentum of the produced

particles was proffered [127], which described the measurements existing at the time.

However, with higher luminosities in pp experiments, phenomena with an underlying

dynamics involving hadron constituents became apparent [128].

The ua1 collaboration measured the transverse energy flow in proton-antiproton

collisions over a large range of centre-of-mass energies (0.2 TeV – 0.9 TeV) at the sps

collider. They found that the average transverse momentum in an event was the same

over a large variation of
√
s for low particle multiplicity, but that it corresponded to the

average pT measured in events with a hard jet (high multiplicity events). That is, the

evolution of the pT distribution with increasing centre-of-mass energy implicitly lead

to an increase in the average transverse momentum of the event. Large multiplicities

and large transverse momentum were attributed to “gluon radiation from the inter-

acting hadron constituents, or multiple low-x parton-parton interactions” [128]. The

strong energy-dependent correlation between tranverse momentum and charged par-

ticle multiplicity was experimentally confirmed, and a parametrisation was proposed.

They asserted that the average transverse energy in an event should increase with

centre-of-masss energy, faster than ln(s) (see Chapter 8) [128].

Similar measurements were made at hera, both in the traditional dis frame-

work and in the proton rest frame, over a wide kinematic range (3.2 GeV2 < Q2 <

2 200 GeV2, 8· 10−5 < x < 0.11, 66 GeV < W < 233 GeV) as a function of Q2, x,

W and pseudorapidity [32]. For the most part, the mc and data exhibited reason-

able agreement with each other, over the kinematic range presented. However, the

low-x behaviour (∼ 10−3, i.e., near the proton remnant) could not be characterised

by dglap-based models, as mc produced insufficient activity. Though bfkl calcula-

tions described the x-dependence better, the uncertainties were too large to draw any

definitive conclusions on low-x parton dynamics.

Also, initial studies at hera and measurements at hadron colliders failed to observe

a significant dependence of the transverse energy flow on Q2. Subsequent analysis of
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2.4 Relevance of the Measurement

data collected by the H1 collaboration provided the first experimental evidence for a

rise in the transverse energy with Q2 in the central pseudorapidity bin [32]. Other

findings, such as a dependence on W and insensitivity to the nature of the colliding

particles are consistent with data from hadron-collider experiments.

2.4.3.2 At the LHC

The lhc allows a similar study of the energy flow, for hadron-hadron collisions over a

larger kinematic range and with a higher precision. Theoretical predictions of transverse

energy flow as a function of pseudorapidity for minimum bias events and for events with

a hard scale set by a central (η < 2.5) dijet system are presented in Figures 2.13–2.14.

The distributions are generated with pythia6.4 D6T at two centre of mass energies,
√
s = 0.9 TeV and

√
s = 7 TeV, with and without multi-parton interactions, over the

approximate η-range accessible to the Compact Muon Solenoid.

First and foremost, the plots (Figures 2.13– 2.14) illustrate the dependence of trans-

verse energy flow on particle multiplicity; there is a large difference in magnitude be-

tween events with and without mpi-activity, often with twice as much transverse energy

flow in a given pseudorapidity range. The flat distribution of ET (plateau, in green)

seen in Figure 2.13 indicates an even distribution of charged particles and activity

throughout the range for events without mpi. The plateau ends abruptly, when there

is very little energy left for additional activity; the edge of the plateau is related to the

centre-of-mass energy, going further in η for higher beam energies (
√
s). Conversely,

the distributions for multiple interactions in minimum-bias events (in black) fall, as

there is less and less energy for particle production at larger pseudorapidities.

The presence of a hard, central dijet system (pT,jet > 8 GeV and 20 GeV at
√
s =

0.9 TeV and
√
s = 7 TeV, respectively) produces the peaks observed in Figure 2.14.

Following the hard scatter, there is little energy left for further particle production,

which leads to the flattish slope in the non-mpi scenario. Both the presence of a

dijet and the inclusion of multi-parton interactions increases the amount of radiation

and particle multiplicity throughout the pseudorapidity range, a characteristic more

pronounced by the difference in gradient within the range 3 < |η| < 6.

The figures illustrate that significant differences in the distributions of transverse

energy flow in the forward region (|η| > 3) can be observed through shape differences,

i.e. beyond a simple difference in magnitude; the dissimilarity between the models are
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Figure 2.13: Transverse Energy Flow in Minimum Bias Events - Theoretical

predictions of transverse energy flow in minimum bias events for
√
s = 0.9 TeV (left)

and
√
s = 7 TeV (right), with (black) and without (green) multi-parton interactions,

using pythia6 Tune D6T. Note - different scales used for the two different centre-of-mass

energies.
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Figure 2.14: Transverse Energy Flow in Dijet Events - Theoretical predictions of

transverse energy flow in dijet events for
√
s = 0.9 TeV (left) and

√
s = 7 TeV (right),

with (red) and without (blue) multi-parton interactions, using pythia6 Tune D6T. Note -

different scales used for the two different centre-of-mass energies.
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2.4 Relevance of the Measurement

pronounced in the forward region. Distributions of energy flow display the same traits

and expose the underlying physics expected - an increase in activity with respect to

centre-of-mass energy, an η-dependence of the energy flow, and heightened activity in

the forward regions (and therefore increased sensitivity to the underlying event) in the

presence of a hard scale in the central region. Investigations using these observables

provide complementary data to the existing ue studies, and go a long way towards

improving our understanding of the underlying event and dependence on centre-of-

mass energies (
√
s), in a previously unexplored phase space region.
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3

The Experiment

3.1 Accelerator

3.1.1 Large Hadron Collider

Based near the Swiss-French border, and part of cern (Conseil Européene pour la

Recherche Nucléaire), the Large Hadron Collider (lhc) [129] accelerator collides pro-

tons (and heavy ions) with each other. Supplied by the Proton Synchrotron (ps) and

Super Proton Synchrotron (sps), the lhc has run at three different energies since it

became operational in 2009. Until the end of the 2009 running period, protons with en-

ergies of Ep = 0.45 TeV and 1.8 TeV were collided, generating a centre-of-mass energy,
√
s = 0.9 TeV and 2.36 TeV, respectively. In early 2010, the proton beam energy was

increased to 3.5 TeV, generating a new centre-of-mass energy of 7 TeV. At present, the

lhc has a centre-of-mass energy that is higher than any previous collider experiment,

and is providing a substantial rate-of-collisions that will enable us to further probe the

realm of high-energy physics.

The lhc has a circumference of 26.7 km. The protons travel in separate beam pipes,

each of which can contain up to 1380 bunches in a single fill, separated temporally by

25 ns.

Six experiments use the lhc. There is one situated on each of the four straight

sections that break the circular symmetry of the ring, as shown in Figure 3.1. The

atlas [130] and cms [131] experiments, which are located on the Swiss and French

sides respectively, operate multi-purpose detectors to study the pp collisions. Both
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3. THE EXPERIMENT

detectors cover a solid angle approaching 4π and incorporate vertex, calorimeter and

muon detectors.

The other two experiments with large detectors, alice [132] and lhcb [133] (shown

in Figure 3.1), have more specific goals; the former is built to study heavy-ion collisions

and heavy-quark physics, while the latter uses pp-collisions to study CP violation in

b-meson decays. The remaining two experiments study forward physics in pp collisions;

lhcf [134], based in the atlas cavern, and the totem experiment [135], based in the

cms cavern.

Figure 3.1: Graphical representation of the experiments at the lhc - Schematic

layout of the lep tunnel along with the four main experiments. atlas and cms are the

general purpose experiments, while alice explores heavy-ion physics in lead-lead collisions

and lhcb investigates b-physics in proton-proton collisions [136].

3.2 Compact Muon Solenoid Detector

At present, the cms collaboration comprises of 2000 physicists, from 155 institutes

located in 37 different countries. A description of the detector built and currently used

for data-taking is described herein. A more detailed description can be found in [131].

3.2.1 Coordinate System

CMS uses a right handed coordinate system, as shown in Figure 3.2. The z-axis points

in the direction of the proton beam, and the x-axis towards the centre of the ring. In
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3.2 Compact Muon Solenoid Detector

the equivalent polar coordinates, r is the radial distance from the beam line, the polar

angle, θ, is measured with respect to the z-axis and φ is the azimuthal angle. The

pseudorapidity, η, is used to define the central and forward regions, in preference to θ.

Figure 3.2: cms coordinate system - Representation of the right-handed coordinate

system used at cms, including the beam directions.

3.2.2 Detector Overview

The Compact Muon Solenoid (cms) detector is a general purpose detector designed to

run at the highest luminosity at the lhc. It has been optimised for the search of the

sm Higgs boson over a mass range from 90 GeV to 1 TeV, but it also allows detection

of a wide range of possible signatures from alternative electroweak symmetry breaking

mechanisms. cms is also well adapted for the study of top, beauty and tau physics

at lower luminosities and will cover several important aspects of the heavy ion physics

programme. The experiment has chosen to identify and measure muons, photons and

electrons with high precision. At the core of the cms detector sits a large supercon-

ducting solenoid generating a uniform magnetic field of 4 T. The choice of a strong

magnetic field leads to a compact design for the muon spectrometer without compro-

mising the momentum resolution. The inner tracking system (cf. Section 3.2.3.1) will

measure all high pT charged tracks with a momentum precision of ∆(p)
p ∼ 0.1 pT (pT

in TeV) in the range | η |< 2.5. A high resolution fully active scintillating crystals

based electromagnetic calorimeter designed to detect the two photon decay of an inter-

mediate mass Higgs, is located inside the coil (cf. Section 3.2.3.2). Hermetic hadronic
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calorimeters surround the intersection region up to | η |≈ 5 allowing tagging of forward

jets and measurement of missing transverse energy (cf. Section 3.2.3.3).

Figures 3.3 and 3.4 show, respectively, the cms detector and the orientation of the

various sub detectors from the side, as it was in the original design, and from the r-z

plane. The detector as a whole, measures approximately 21.6 m in length, 14.6 m in

diameter, and weighs around 12500 tons. It is almost hermetic, with only the beam

pipes breaking the full coverage, and is asymmetrical, comprising of an additional

detector (castor) in the backwards direction. The main components of the detector

are briefly described in the subsequent sections; namely, the inner tracking system,

muon system, electromagnetic calorimeter and the hadronic calorimeter, the latter of

which comprises of the Hadronic Forward Calorimeter (hf). The hf is described in

detail, as it is the main component used in this analysis.

Figure 3.3: Perspective of cms - cms detector and its various components. [137]

3.2.3 Specific Components

3.2.3.1 Tracking System

The cms tracker, with a length of 5.5 m and a radius of 1.25 m, is located around the

interaction point, measuring charged particle trajectories and their production vertices.
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3.2 Compact Muon Solenoid Detector

Figure 3.4: Quadrant of cms in the r-z plane - The most important subsystems

are shown in the r-z plane, i.e. the tracker (Trk.) inside the magnetic coil (Magnet) ,

the electromagnetic- barrel (eb) and endcap (ee) calorimeters, the hadronic barrel- (hb),

hadronic endcap- (he), outer hadronic- (ho) and hadronic forward- (hf) calorimeters, and

finally the muon barrel (mb) and endcaps (me) of the muon system. Additionally, the

location of the tracking detector of the totem experiment is shown. [138]

Situated within the solenoid, the magnetic field is at its strongest: B = 3.8 T along

the z-axis. This field bends charged particle trajectories, in order to measure the

momentum and charge from signals left in the detector by the particle.

An all-silicon detector, the tracker’s material is radiation hard, allows a highly

granular design with a fast response time. Owing to the high hit rate density close

to the nominal vertex (see Table 3.1) and the desired occupancy of less than 1%,

silicon pixel detectors are used in the innermost part of the tracker. Further from the

nominal vertex, silicon micro-strip detectors with larger cell dimensions are used, with

occupancies ranging from 2% to 3% per bunch crossing.

Table 3.1: Hit rate densities at LHC design luminosity.

Distance to nominal vertex Hit rate density

4 cm 1000000 Hz/mm2

22 cm 60000 Hz/mm2

115 cm 3000 Hz/mm2
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There are three pixel layers, followed by ten strip layers in the barrel. Endcaps

with silicon modules perpendicular to the beam axis complement the inner tracking

system - two pixel disks and three inner plus nine outer strip disks on each side. The

total pseudorapidity coverage is up to η = 2.5. Figure 3.5 shows the exact layout, as

described here. This design meets the demands (high granularity, fast response) and

accounts for the difficult operating conditions at the lhc.

The material budget varies from 0.4 Xo to 1.8 Xo, depending on the part of the

tracking system. The majority of it is due to non-sensitive material such as mechanical

support structures, cabling, cooling and electronics. This dead material producing

multiple scattering is the largest limiting factor for the transverse momenta precision.

The construction and conception ensures good reconstruction of charged particles

with transverse momenta above 1 GeV/c, within its volume (precisely). Measurements

of secondary vertices and impact parameters allow efficient heavy flavour identification.

Electrons are measured using a combination of information from the tracker and ecal,

while muons use the muon systems instead of the ecal. Among other uses, track

measurements provide an important input to high-level trigger algorithms.

3.2.3.2 Electromagnetic Calorimeter

The electromagnetic calorimeter (ecal) is a composite, non-compensating calorimeter

made of lead tungstate (PbWO4) crystals, designed to measure energy deposits from

electrons and photons. The use of such a material (high density, short radiation length,

small Molière radius) results in a compact, fast, highly granular and radiation-resistant

calorimeter, with good energy resolution. The composite nature of the calorimeter is

depicted in Figure 3.6 and described below.

The barrel (eb) covers the pseudorapidity range |η| < 1.479, comprises of 61 200

crystals decomposed into 360 cells in azimuth and 2× 85 cells in pseudorapidity, with

signals read out using avalanche photodiodes. The total radiation length of the barrel

crystals is 25.8 Xo.

The pseudorapidity range 1.479 < |η| < 3.0 is covered by the endcap (ee), with one

half (dee) on either side of the interaction point. Each dee has 3 662 crystals and the

signals are read out using vacuum photodiodes. The length of the endcap crystals is

1.1 Xo shorter than for the eb, due to the presence of the preshower detectors in front

of it.
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Figure 3.5: CMS Tracker and its components - The tracker is made up of a pixel

detector and a silicon strip detector, each consisting of barrel layers in the central region

and r-φ discs in the endcap region. The detector is installed around the beam pipe, covering

up to |η| = 2.5. [138]
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The preshower detector helps improve the position resolution of electromagnetic

particles as well as identifying neutral pions, within the pseudorapidity range 1.653 <

|η| < 2.6. Silicon strip sensors measure the showers produced by particles interacting

with the lead radiators.

The fine granularity of the ecal leads to good shower position resolution and less

shower overlaps. The scintillation decay time of the used crystals is relatively fast, where

80% of the light is emitted within 25 ns, thereby separating showers originating from

different bunch crossings. Finally, the total depth of 25 Xo ensures the full-containment

of electromagnetic energy, for energies below 500 GeV.

For energies above 500 GeV, shower leakage from the rear of the calorimeter is

significant. In such cases, a simple parametrisation of the energy resolution (σ) is no

longer valid. Disregarding such a scenario, the energy resolution of the detector is given

by [139]:

( σ
E

)2
=

(
S

E

)2

⊕
(
N

E

)2

⊕ C2 (3.1)

where S is a stochastic term (2.8%), N is a term for noise contributions (0.12), and

C is a constant (0.3%). Each estimate has been confirmed with test beam data, using

electron beams of energies 20 – 250 GeV/c.

Figure 3.6: Longitudinal sketch of the Electromagnetic Calorimeter - Transverse

section through the ecal, showing the geometrical configuration of the electromagnetic

barrel (eb), endcap calorimeter (ee) and the preshower detector (es). [139]
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3.2.3.3 Hadronic Calorimeter

The cms Hadronic Calorimeter (hcal) is a sampling calorimeter, providing coverage

up to η < 5. Its depth of 10 interaction lengths prevents shower leakage, thereby

preventing a degradation of the energy resolution. Moreover, the extensive coverage

in pseudorapidity is essential for reliable measurements of missing transverse energy.

Figure 3.7 is a longitudinal sketch of the hcal, showing the geometrical configuration

of its various components.

Figure 3.7: Longitudinal sketch of the Hadronic Calorimeter - Transverse section

through the hcal, showing the geometrical configuration of the hadronic barrel (hb),

hadronic endcap (he), hadronic outer (ho) and hadronic forward (hf) calorimeters. The

numbers denote pseudorapidity. [137]

The hcal barrel (hb) and endcap (he) detectors are composed of alternating lay-

ers of brass (absorber) and plastic scintillators. Each scintillating tile is coupled to

wavelength-shifting fibres, which are coupled to hybrid photodiodes. The detectors

are divided into a tower geometry (see Figure 3.8). The hb covers |η| < 1.3 with

each tower occupying 0.087 × 0.087 of η–φ space. The he covers the pseudorapid-

ity region 1.3 < |η| < 3, with similar tower dimensions as the hb for |η| < 1.6 and

∆η ×∆φ = 0.17× 0.17 for the more forward regions.

The Hadron Outer calorimeter (ho) is sandwiched between the solenoid and the

muon system, to absorb energy leaking beyond the magnet. It provides further con-

tainment of hadronic showers (tail catcher), necessary for accurate missing-ET mea-

45



3. THE EXPERIMENT

Figure 3.8: Tower structure of the cms hcal in the r-φ view - A schematic view

of the tower mapping in r-z of the hcal barrel and endcap regions. [139]

surements. It is composed of five rings, each 2.5 m long in z, and maintains the same

scintillator geometry as the hb.

The Hadronic Forward calorimeter (hf), also a sub-system of the hcal, is discussed

in more detail later in this chapter (see Section 3.2.4.1), as it qualifies as a forward

detector.

The energy resolution seen in beam tests for the hb, coupled with the corrections

for the system’s non-linearity, is:

σ

E
=

94.3%√
E
⊕ 8.4% (3.2)

with the energy given in GeV.

3.2.3.4 Muon System

The solenoid is surrounded by a dedicated muon detection and momentum measure-

ment system. It uses three types of gaseous tracking chambers due to the large area,

variations in particle flux and magnetic field, precision and speed; drift tubes (dt)

in the barrel region (|η| < 1.2), cathode strip chambers (csc) in the endcap region

(0.9 < |η| < 2.4), and resistive plate chambers (rpc) in the barrel and endcap regions

(|η| < 1.6) (see Figure 3.9).

In the barrel, where the magnetic field is less intense and the muon rate is low, high

precision dt chambers are used. cscs are employed in the endcaps as they cope well

with the higher muon flux, neutron-induced background and the magnetic field. Due
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3.2 Compact Muon Solenoid Detector

Figure 3.9: Layout of the CMS Muon System - . [131]

to their fast response with good time resolution, rpcs cover both regions, for triggering

purposes and complimentary, albeit coarse position measurements.

In total, the system provides 25000 m2 of active detection, with approximately 1M

channels. A combination of the inner tracking system with the muon system provides

the best muon momentum measurement, approximately 1% – 2% resolution for muons

with pT = 100 GeV/c .

3.2.4 Forward Calorimeters

3.2.4.1 Hadronic Forward calorimeter

The cms Hadronic Forward (hf) calorimeters cover the range in pseudorapidity of

2.866 < |η| < 5.205. They are located 11.2 meters from the interaction point on both

sides of the detector and consist of iron absorbers (absorber) and embedded radiation

hard quartz fibres (active material), which provide a fast collection of Čerenkov light.

Half of the fibres run over the full depth of the absorber, while the other half start at

a depth of 22 cm from the front of the detector (see Figure 3.11). These long (L) and

short (S) fibres alternate in the hf structure, making it possible to distinguish between
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Figure 3.10: Transverse segmentation of the hf tower - [137]
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showers generated by electrons and photons from those generated by hadrons due to

differences in shower depths. The light from the fibres is detected by 8-stage photo-

multiplier tubes (pmt) with borosilicate glass windows. They are housed in special

read-out boxes. Each box contains 24 pmts which corresponds to 10◦ in φ.

Figure 3.11: Long and short fibres in hf - Long and short fibres alternated to dis-

tinguish energy deposits of different particles types. Long and short fibres are separated

in read out.

hf detectors use a 60Co radioactive source for calibration. 60Co produces two kinds

of gamma rays with energies of 1.2 MeV and 1.3 MeV which produce Compton electrons.

If the electron momenta are above the Čerenkov threshold, Čerenkov light inside quartz

fibres are being created. The source is inserted into the centre of each readout tower by

using a long wire and atomised source driver system. The charge difference in “source

in” and “source out” histograms is used in three different methods (namely mean

charge, fixed interval, and extrapolation methods) to calculate precision in calibration.

These methods find the results for L and S fibre pmt readouts separately. Overall

results on calibration precision vary between 5% and 10% for L fibre readout pmts and

from 6% to 20% for S fibre pmts [140].

cms uses a numbering convention for calorimeter towers, iη and iφ, which helps

identify the towers internally; the hf has 27 segments in iη and 18 segments in iφ. These

numbers are used for internal corrections and consistency checks (see Chapter 5.2.1.2,

Chapter 7.1.5 and Chapter 7.2.7). Overall, the hf calorimeter is composed of 13 rings

with a similar ∆η coverage of approximately 0.175 for each ring. The numbering

convention of hf rings relevant to this analysis is given in Table 3.2. The energy flow
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in hf is measured in corresponding bins of η, grouping two consecutive rings together,

e.g., ring 2 and ring 3 (4.903 < η < 4.552), or ring 4 and ring 5 (4.552 < η < 4.377).

Table 3.2: HF ring numbering and η divisions.

Ring ∆η η Boundary

1 0.302 5.205 - 4.903

2 0.173 4.903 - 4.730

3 0.178 4.730 - 4.552

4 0.175 4.552 - 4.377

5 0.173 4.377 - 4.204

6 0.177 4.204 - 4.027

7 0.174 4.027 - 3.853

8 0.176 3.853 - 3.677

9 0.174 3.677 - 3.503

10 0.175 3.503 - 3.327

11 0.175 3.327 - 3.152

12 0.176 3.152 - 2.976

13 0.110 2.976 - 2.866

The η segmentation of hf’s geometry is done by using the radial distance from

the centre of the detectors. As a result of this, all readout towers have ∆η × ∆φ =

0.175× 0.175, whereas, as shown in Table 3.2, the actual segmentation of the first and

last rings are much different: 0.111, and 0.300, respectively. These differences result in

a disagreement of the energy response for these towers between data and event simula-

tions. The disagreement arises from the difference in geometry implementation in the

detector simulation for those two rings, with respect to the real detector. In ring 1,

data show a higher response compared to the simulation, and in ring 13, data show a

smaller response compared to the simulation. Issues with shower leakage, overlap be-

tween detectors (e.g. ecal), and improper simulation by the shower library exaggerate

the differences in energy response as well, particularly for the first and last rings. An

update of the simulation is foreseen but will not be completed in time for this analysis.

Therefore, in the present analysis, both rings (the innermost and the outermost) are

excluded.

The region covered by ring 12 (see Table 3.2) is also covered by a section of the
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3.2 Compact Muon Solenoid Detector

electromagnetic endcap calorimeter (ee). In order to simplify the analysis and not

consider the influence of the ee, ring 12 is also not used for the measurement. Taking

all these considerations into account, the active area of hf is being restricted to 3.152 <

|η| < 4.903.

3.2.4.2 CASTOR

castor is a tungsten-quartz Čerenkov calorimeter surrounding the beam pipe at 15 m

to 16.5 m from the interaction point, just beyond hf at the end of cms (Figure 3.12).

It can be broken down further into two sections: the hadronic section which extends

from 5.15 <| η |< 6.4 ∼ 9.2 interaction lengths ( λI), and the electromagnetic section

with a coverage of 5.3 <| η |< 6.5 ∼ 22 radiation lengths ( X0) [141].

Figure 3.12: Location of castor in the cms forward region - [137]

Figure 3.13 shows the various components and the geometry of castor. The

calorimeter is made up of layers of tungsten plates (the absorber) and fused silica plates

(the active medium). To maximise the Čerenkov light collected, the plates are at an

angle of 45o with respect to the particles flight direction. Light is produced by charged

particles of the shower (like e+e−, protons, etc.) passing through the quartz. Internal

reflections allow the light to reach the top of the silica plates which is then collected in

the Reading Units (ru). Longitudinally, the full calorimeter has 2 em sections and 12
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hadronic sections, each of which constitute a ru used for detecting penetrating cascade

particles. It is also symmetric in azimuth, divided into 16 φ-segments (φ = 22.5o) for

better resolution. It is foreseen that additional positional resolution will be given by

t2 from totem. To avoid pile-up there is a need to take measurements during the low

luminosity in the early lhc phase.

Figure 3.13: Details of the components and geometry of the castor calorimeter.

- [137]

3.2.5 Trigger and Data Acquisition

A trigger is essential as the bunch crossing rate at the lhc is ∼ 31.6 MHz, yielding

O(109) events per second; a rate which is far too fast, providing more data than can

be written to tape. Since only O(102) events per second can be archived, cms reduces

the rate using a two-level trigger system. This architecture forms part of the data

acquisition (daq) chain to select the pp events. The trigger is designed to ensure that

this is done with as high an efficiency as possible within the limitations of the detector.

Along with the trigger system, the cms daq system also collects and analyses signals

from cms front-end electronics at the reduced trigger rate.

The Level-1 Trigger (l1t) is hardware based, but custom-designed with flexible

logic and programmable electronics. Designed to reduce the rate to below 10 kHz,
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3.2 Compact Muon Solenoid Detector

there are individual component l1ts which consider information from the calorimeters

and muon systems to search for interesting physics objects (electrons, muons, jets,

etc). These local triggers are linked via the Global l1t. The decision whether to keep

an event or not takes longer than the time between the bunch crossings and so the

data are buffered in a 3.2 µs pipeline, after which time the on-detector buffers lose the

event under consideration. Based on the information available within the 3.2 µs (1 µs

computation, 2.2 µs cable latency) allocated to make the decision, an event is selected

or rejected. The architecture of the l1 trigger is shown in Figure 3.14.

Figure 3.14: Architecture of the L1 trigger - Trigger path from the separate cms

sub-detectors like the ecal or csc to the global L1 trigger. [137]

Following a Level-1 accept, the data are sent to the High Level Trigger (hlt) which

further reduces the output rate from 100 kHz to 100 Hz for offline analysis. The hlt

is a software trigger, with a processor farm and a switching network designed for this

purpose. All sub-detector information is available to the hlt for it to make its decision.

In fact, the information available at the hlt is less crude than the l1t, as it includes

quantities based on limited charged particle tracking, calorimeter timing, jet finding,

the vertex position and various other kinematic quantities.

Each physics group has a set of hlt paths, which, using the hlt quantities, selects

events relevant to the physics studied within that group. One or a combination of
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paths need to be selected for an event to pass the hlt. Each time the hlt sends

an accept signal, the event is classified according to the paths activated and written

to tape. Together with the event data, the information is passed onto the hlt farm.

Finally, the events are reconstructed offline, and pass onto the next stage: distribution,

re-reconstruction, analysis.

Since the computing needs of such an experiment exceed the capabilities of a single

site, computing resources are combined into a common hierarchical structure of Tiers

(see Figure 3.15. The cern Analysis Facility (caf) is a Tier-0 centre, where the

experimental data is recorded and an initial reconstruction of data is performed, before

distribution to the Tier-1 centres.

Figure 3.15: Data flow in cms - Flow of data from the experiment and first processing

(Tier 0) to the analysers (Tier2). [137]

The six off-site (i.e., not at cern) Tier-1 centres receive the raw and reconstructed

data for additional mass storage, a re-reconstruction, and data-intensive central analy-

ses. These are large computing farms with fast links amongst themselves and to the T-0

centre. Finally, data is distributed amongst twenty-five Tier-2 centres, ready for user-

analyses. The bulk of user-related tasks such as simulation studies, offline calibration,

and data analysis are performed at these sites.

cms is a computing-intensive experiment, requiring a multi-tiered, world-wide com-

puting model.
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4

Event Simulation and

Reconstruction

4.1 Event Simulation

Event simulation plays a key role in many aspects of hep, from calibration of detectors

to predictions of physics signals and their backgrounds. In this chapter, an overview of

such simulations is presented.

4.1.1 Monte Carlo Method

Monte Carlo methods are stochastic techniques. That is, the term applies to any

algorithm developed to compute results through repeated random sampling. Such a

method is particularly useful when analytical calculations are unfeasible (e.g. fixed-

order calculations at nlo), and for simulating systems with many coupled degrees of

freedom (e.g. high-dimensional cases like molecular dynamics). Often, it is also used

to complement theoretical calculations, when an analytical solution is viable.

While the exact implementation varies according to the system chosen, the general

algorithm is as follows [142]:

• set a range of possible inputs;

• generate inputs through (pseudo-) random sampling of the range;

• perform a calculation of the function relevant to the system;
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• collate the results.

The results are reliable as long as the inputs are truly random (or large enough to

appear random w.r.t. the domain), and there is a large number of inputs.

In particle physics, certain situations cannot be solved analytically but a numerical

approach is valid; for example, modelling the complex final states in hadron-hadron

collisions with high particle multiplicities, in order to correct for detector effects and

compare measurements to theoretical predictions. Based on the kinematics of an event,

random numbers can choose a hard process from the available matrix elements; after

choosing a process for the event, the generator proceeds to simulate that interaction.

By generating a large sample, we obtain statistically accurate and relevant predictions

such as cross sections (probability distributions). Thus, using the Monte Carlo method

as the underlying technique, event generators are employed to simulate collision events.

The various effects considered in such a simulation, such as parton evolution and hadro-

nisation, have been discussed in Chapter 2.3. The manner in which those effects are

linked through factorised steps is common to most generators and is presented in the

next section.

4.1.2 Event Generation

The first step is to calculate the matrix element at a fixed order of the strong coupling

(αs), with the momenta of the in-going partons being randomly chosen based on the

input parton distribution functions (pdfs). Given the probabilistic nature of physics at

this scale, the initial conditions of the in-going partons do not produce the same final

state for each event; the momenta of the outgoing partons is randomly distributed in

the available phase space.

Following the calculation of the hard process, higher order qcd effects are added

using parton shower models. The evolution of the partons are governed by different

evolution equations, depending on the generator used (see Chapter 2.3).

Next comes the hadronisation of the partons. Tuned to data, hadronisation models

are exclusively phenomenological. They cannot be calculated in perturbation theory

as this effect occurs at energy scales ≈ ΛQCD. The most widely used event generators

often differ in their choice of models. At this stage, the modelling of mpis and the
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Figure 4.1: Steps in event generation - The basic steps common to most event

generators. Concept taken from [143].

underlying event are also taken into account, as they depend heavily on the description

of hadronisation. Finally, the decay of unstable hadrons to stable particles is simulated.

The output or final quantities obtained are called hadron-level or generator-level

quantities. Information from this level is often used to calibrate the detector response,

as well as tuned to data to reduce deviations.

4.1.3 Detector Simulation with geant4

geant4 (geometry and tracking) is a mc-based simulation toolkit which links hadron-

level information to data collected at experiments, by mimicking detector response

and output signals [144]. Through the accurate simulation of particle interactions

with various materials and detector geometry, results from event generators become

comparable to actual data.

cms software (cmssw) [145] uses the geant4 simulation toolkit [144] to simulate

detector effects. Not only are all physical regions (detector, support structure, etc.) of

the detector simulated, but the magnetic field’s effects on the detector response are also

modelled (see Chapter 6) [146]. Up-to-date information on dead channels and poorly

calibrated components are stored in a ’conditions’ database, which are used to produce

realistic event samples on a regular basis.
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Particles from the final state produced by the event generators are decayed ac-

cording to their branching ratios and kinematics. As these particles pass through the

detector, the interaction of the particles with the detector material is computed. De-

tector noise, channel cross-talk, and digitalisation steps applied by each sub-detector

are also included in the simulation. Finally, a full emulation of the l1t and hlts is

added.

The interaction of particles with the material is modelled and parametrised using

test beam data for the individual subsystems. Further deviations between data and

simulation are minimised by tuning the simulations to collision data. However, some

differences still remain, as there are many challenges in modelling phenomena such as

hadron cascades.

4.2 Event Reconstruction through Physics Object Recon-

struction

The output from data streams and from the simulation-digitisation step have the same

structure and format. Calibration and conversion constants are stored in databases,

updated regularly, to ensure similar detector response after the digitisation step. There-

fore, the same reconstruction algorithms are used for both the simulated samples and

collected data; the analyses are independent of the provenance of the sample.

4.2.1 Physics Object Reconstruction

Most physics analyses involve basic physics objects such as electrons, photons, muons

and jets. These objects define the final state of a hard scattering process.

4.2.2 RecHits and CaloTowers

The ecal has been calibrated to electrons depositing energy in an array of 7×7 crystals,

while the hcal has been calibrated to 50 GeV pions for 3×3 (4×4) cells in the hb (he).

Representing a certain amount of energy in a given calorimeter channel (no threshold,

pedestal subtracted), rechits are reconstructed objects of a calorimeter composed of

such cell clusters.
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calotowers are the result of combining ecal and hcal rechits into towers, limited

by the granularity and geometrical structure of the hcal. They are combined according

to a threshold scheme.

4.2.3 Particle Flow Reconstruction

The concept of particle flow (pf) was originally introduced at aleph [147] and employed

at hadron colliders in a limited way [148]. At cms, it is used as a standard reconstruction

method, producing physics objects widely used throughout the collaboration. The idea

is to drawn on information from all the sub-detectors in order to reconstruct a coherent

physics object and improve the overall measurement resolution. The result is a list

of candidates (pfcandidates); electrons, photons, muons, taus, charged and neutral

hadrons, with properties of the particle they represent and accurate four-momenta [149].

The particle flow method seeks to reconstruct the event in terms of individual parti-

cles as well as create the basis for composite objects such as jets. The high granularity

and excellent momentum resolution of the cms tracker offsets the limited energy res-

olution of the calorimeters. The essential building blocks of the algorithm are tracks,

clusters and muons. Figure 4.2 gives an overview of how these building blocks are

combined, using information from all the sub-detectors, to create pfcandidates.

cms uses an iterative tracking algorithm to convert trackrechits into high purity

tracks with a negligible fake rate [151]. With a low contamination rate (≈ 1%), particles

with momentum as low as 150 GeV/c can be reconstructed. Tracks from muons are

combined with signals from the muon system, forming the global muon collection. The

remaining reconstructed particles form the pftrack collection.

In a manner similar to the tracks, a clustering algorithm converts calorimeter

rechits to pfclusters. rechits are re-classified as pfrechits by adding information on

their spatial coordinates (η, φ and x, y, z). This new collection is used as input to the

pf clustering algorithm, which produces pfclusters with clustering parameters specific

to each sub-detector. Provided the showers do not overlap, “clustering”[150] separates

energy depositions that are close together; it distinguishes between charged and neutral

particles.

Given that particles generally interact with more than one sub-detector, it is im-

portant to link the elements from the various sub-detectors if they originate from the

same particle. Linking uses the “block algorithm” [150] to consider all the elements in
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4.2. Elements of the particle #ow reconstruction ∣ 78

FIGURE 4.1 Particle #ow reconstruction
Various terms used in the diagram are explained in the text.
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(pT) of O(300GeV/c). It also gives the direction of the charged particles emanating
from the collision vertex. It is therefore heavily relied upon by particle %ow.

!e track reconstruction must be extremely e&cient and o'er very high purity.
Low momentum hadronsO(< 10GeV/c) will not be well reconstructed based on raw
calorimetric information alone—somuch is obvious fromChapter 3—so it is essential to
absolve ourselves as much as possible from the calorimetry. But if so much responsibility
is to be assigned to the tracker then the reconstruction must be very pure because fake
tracks could have a degrading e'ect on the overall outcome [41].

Particle %ow uses an iterative tracking strategy [77] that creates tracks using very
strict quality criteria which are subsequently loosened to increase e&ciency while
maintaining a negligible fake rate.!e net result is that particles with momentum as
low as 150MeV/c, and created as far as 50 cm from the beam axis are reconstructed with
a fake contamination rate as low asO(1%). Isolated muons inside the tracker acceptance
are reconstructed with an e&ciencyO(99.5%).

Figure 4.2: Flowchart for Particle Flow reconstruction - An overview of the algo-

rithm used to reconstruct particle flow objects [150].
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the event and link them based on their spatial distributions, creating pfblocks. If a

pftrack cannot be connected to a pfcluster, and distribution of the hcal hits overlaps

or envelopes the ecal ones, the calorimeter cells are associated to each other instead.

Finally, the pf algorithms produce the individual particle lists (pfcandidates) by

analysing the content of the pfblocks. These lists form the basis for composite ob-

jects such as jets or missing energy. More information on the exact algorithm and its

performance is described elsewhere [149] [150].

Due to the absence of tracking information, particle flow only uses calorimeter

information at large pseudorapidities. Therefore, particle flow objects are disregarded

for the measurement of the energy flow with the hf. However, the list of pf particles

is used as input for the jet type (pfjets) used in this analysis.

4.2.4 Jet Reconstruction

Jets are narrow cones of hadrons and other particles produced by the hadronisation of

quarks or gluons. These bundles of hadrons are central to most analyses as they contain

a lot of information pertinent to the hard collision; they cut back to the hard partons

emerging from the hard scattering, providing access to qcd dynamics. Therefore, to

probe qcd matter created in a collision event, good jet reconstruction is essential.

4.2.4.1 Jet Algorithms

The purpose of jet algorithms at collider experiments is to reduce the complexity of

the final state, by simplifying the multitude of hadrons to simpler objects; they map

the momenta of the final state particles into the momenta of a certain number of

jets [152]. The extension of the jet is controlled by a resolution or distance parameter,

R, producing well defined physical objects. Running a jet definition produces a physical

observable which can be measured. Requirements of such an algorithm are that it be

simple to implement in an experimental analysis (speed) and the addition of a soft

particle or a collinear splitting should not change the final hard jets (infrared and

collinear safety, irc) [153].

There are two main classes of jet algorithms, sequential recombination algorithms [154] [155]

and cone algorithms [156]. Sequential recombination algorithms have a bottom-up ap-

proach, where they combine particles starting from those closest to the initial seed or

input. This involves setting a distance criterion and iterating the recombination until
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few input objects are left. The resulting object is called a jet. Cone algorithms have

a top-down approach which consists of finding coarse regions of energy flow. A stable

cone is one where its axis coincides with the sum of momenta of particles in it, forming

a jet.

The Iterative Cone algorithm is one of the first cone algorithms developed, often

used due to its speed and efficiency; at cms, its widespread implementation during the

early days of the experiment makes it the default choice for many tasks. However, it is

not ir-safe. The siscone is an improvement on the standard iterative cone algorithms,

made faster and irc safe by inventing circular enclosures to find stable cones (given

radius, R, in η–φ) [156] [157]. Due to its speed and predictable runtime, the ic-jets are

used for triggering purposes at cms [158].

The kt algorithm is a recombination algorithm which work as follows [154] [155] [159]:

• calculate the distances between a pair of particles, dij , as defined in Eq. 4.1;

• calculate the beam distances, diB, as defined in Eq. 4.2;

• combine particles with smallest distance or, if diB is smallest, call it a jet, remov-

ing particle i from the list;

• find the smallest distance again and repeat procedure until no particles are left.

dij = min(k2p
ti , k

2p
tj )

∆y2 + ∆φ2

R2
(4.1)

diB = k2p
ti (4.2)

Here, k2
ti is the transverse momentum, R is a jet-radius parameter to weigh the

distances dij , and p sets the power of the momentum scale. The behaviour of the

algorithm depends strongly on p, the free parameter of this algorithm. The three

commonly used and well-known cases are the kT algorithm (p = 1), the Cambridge-

Aachen algorithm (p = 0) and the anti-kT algorithm (p = −1). Anti-kT is the default

choice for most physics analyses at cms due to irc-safety, speed1 and stability of the

algorithm [161]. Another reason for anti-kT being the preferred jet algorithm is due

to its shape; anti-kT jets have a more regular, conic form, compared to the other kT

algorithms.

1The kT -scheme was improved in speed by reducing the problem to near-neighbour searches [160].
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4.2.4.2 Jet Types

For each of the previous jet definitions, the smallest seed considered was a particle.

With generator-level simulations, the use of particles to produce generator-level jets or

genjets is possible. In experimental data, reconstructed objects are the input for jet

algorithms. There are four different types at cms, based on the four combinations of

reconstructed objects that can be employed.

The first approach is to use the energy deposits in the calorimeters, using calotowers

to produce calojets. The poor energy resolution of the hcal limits this jet-type from

being effective for most analysis purposes. Taking advantage of the excellent momentum

resolution of the tracking system, tracks are matched to the calojets, thereby improving

on the energy measurement. This constitutes the second approach, forming jet-plus-

track (jpt) jets. Creating jets solely from the tracks as input is the third method.

However, the energy scale of these trackjets is comparable to calojets, rendering them

insufficient for physics analyses. Their utility lies in serving as a cross-check for the

other jet types. The fourth and final way is to profit from the efficacy of pfcandidates

(see Section 4.2.3), exploiting the performance of all the sub-detectors, building pfjets

from particle flow objects.

4.2.4.3 Jet Energy Correction

The reconstructed jets (recojets) are calibrated in a set of steps, shown in Figure 4.3 [162].
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Figure 4.3: Flowchart for jet energy corrections - The set of steps taken to correct

reconstructed jets to calibrated jets.

The first step is to correct reconstructed jets by matching them to generator-level

jets in simulated events. The ratio of the two collections as a function of pT and η supply

a global calibration factor, which is subsequently applied to recojets from both data

and detector-level simulations. Discrepancies between detector-level simulations and

the real data result in additional η- and pT -dependent corrections, also called relative

(l2) and absolute (l3) corrections respectively.
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l2 or relative corrections ensure a homogenous, flat energy response in η. Jets with

higher values of absolute η are adjusted with respect to jets in the central region, by

employing momentum conversation (pT balance) in back-to-back dijet events. l3 or

absolute corrections scale the pT response of the jets. γ+jet events provide the correc-

tions by comparing the recoil of the jet to the photon measured in the ecal. The poor

hcal resolution disfavours the use of other (hadronic) event types for l2 corrections.

While l2 and l3 factors can be derived in a data-driven way, simulated events were

used in this analysis. Consequently, deviations between data and simulations remain.

Additional adjustments to pT and η due to such residual differences at high |η| are

applied to data [163]. The combination of simulation-based and residual corrections

reduces the total systematic uncertainty on the jet energy scale.

This analysis uses anti-kT pfjets with a size parameter R = 0.5, using the correction

scheme shown in Figure 4.3.
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Event Selection & Measurement

5.1 Event Selection

5.1.1 Data Collection

Between November 2009 and August 2011, the lhc delivered an integrated luminosity

of 1.74 fb−1. Runs in which all of the central components were functional and conditions

were good for data taking are included in the Run Registry. These data are also required

to pass a number of quality assurance tests. The amount of data recorded over the last

few months is shown graphically in Figure 5.1, alongside the total integrated luminosity

provided by the lhc. The majority of these data were not included in this analysis, as

the instantaneous luminosity during the latter running period was significantly higher.

Their inclusion would be non-trivial and would introduce additional systematic effects.

Moreover, the statistical errors on data used is low, and so the improvement by the

inclusion of further runs is not warranted.

5.1.2 Online Trigger Selection

For the trigger selection, several hlt paths are used on data. The cms trigger sys-

tem [131, 165] was used together with two elements of the cms detector monitoring

system, the beam scintillation counters (bsc) [166] and the beam pick-up-timing for

the experiments (bptx) devices [167]. The two bsc detectors are located at a distance

of 10.86 m from the nominal interaction point, in both directions along the beam axis,

covering the |η| range from 3.23 to 4.65. Each bsc consists of a set of 16 scintillator
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Figure 5.1: Data delivered by the lhc - Total integrated luminosity delivered by the

lhc (in red) and data recorded by cms, till August 2011. Plot taken from [164].

tiles. They provide information on hits and coincidence signals with an average detec-

tion efficiency of 96.3% for minimum ionising particles and a time resolution of 3 ns,

compared to a minimum inter-bunch spacing of 25 ns for data. Located around the

beam pipe at a distance of 175 m from the ip, the two bptx devices are designed to

provide precise information on the structure and timing of the lhc beams, with a time

resolution better than 0.2 ns. The various components of the minimum bias trigger

used in this analysis are:

• the beam-crossing trigger to ensure collisions;

• the trigger based on coincidence of the beam scintillation counters on both sides,

to reject single diffractive events;

• a trigger to veto beam halo events, in order to reduce beam backgrounds and

prevent contamination of the data samples;

• a flag signalling good data taking conditions, i.e., stable beams from the lhc and

key detector components ready for data-taking (e.g. tracker).
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5.1.3 Offline Event Selection

Events which passed the trigger selection were subjected to further selection require-

ments offline, designed to clean data. In order to reject events with interactions between

beam protons and rest gas in the beam pipe (beam scraping events), a minimum of 25%

high purity tracks, i.e. tracks which pass tight selection criteria (details of selection

criteria in [168]) is required if there are more than ten tracks in the event. Also events

with a significant amount of noise in hcal are rejected. Finally, the presence of at least

one good primary vertex is necessary to ensure a collision occurred.

The vertex must fulfil certain quality criteria outlined by cms; proximity to the

nominal interaction point, with a limit on the number of degrees of freedom (ndof)

for the vertex fit (χ2). The number of degrees of freedom parametrises the quality of

the vertex, and is given by:

NDOF = 2 ∗
∑

(weights)− 3 (5.1)

For the vertex selection algorithm currently used by cms, ndof is related to the

number of tracks associated to a vertex (weights = 1 for perfect tracks) [169]. In

this analysis, the reconstructed position of the vertex along the beam line must be

within ±15 cm of the nominal cms detector centre (|z| < 15), and the distance in the

transverse plane from the nominal beam line within a 2 cm radius (r < 2 cm), with at

least five tracks associated to it (ndof ≥ 4).

With each requirement comes the risk of introducing inefficiencies and increasing

the systematic uncertainties. Additionally, they can bias the phase space, thereby

affecting the final cross section definition and complicating the interpretation of the

measurements. However, these quality criteria are strict enough to efficiently clean

data and reduce beam gas contamination from the event samples while minimising

their impact on the total minimum bias cross section [168] [170].

Figure 5.2 gives an estimate of the number of events rejected by each condition.

5.1.4 Signature of Events

It is the aim of this analysis to study energy flow for two different event topologies;

minimum bias events and events with a central dijet system. The presence of a hard

scale set by the dijet system impacts the parton evolution within an event, thereby
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5. EVENT SELECTION & MEASUREMENT

Figure 5.2: Events remaining after selection - The first bin gives us the total number

of events before selection for the
√
s = 900 GeV minimum bias sample. The following bins

show the number of events rejected by each condition, while in the last bin, the number of

events analysed is presented. [171] [172]

requiring different dynamics of the proton’s hadronic constituents from that in a min-

imum bias event; dijet systems are expected to be more sensitive to qcd phenomena.

Figure 5.3 depicts the different event topologies, using the cms event display software.

The comparison of the energy flow for these two event classes, minimum bias (zero or

more partonic interactions) and dijet events (one or more partonic interactions), allows

us to differentiate between soft and hard qcd contributions to the underlying event

activity and investigate the validity of evolution models in a previously unexplored

phase space.

The phase space being examined here is intended to be complimentary to that of

previous energy flow measurements, and to gain sensitivity to the underlying event. The

overriding factor when defining the kinematic region is the limitation of the detector

(see 3.2.4.1).

5.1.5 Di-jet Event Selection Criteria

The dijet selection criteria can be broken down into two components: kinematic phase

restrictions and jet quality criteria. The phase space requirements are that the two jets

with the highest transverse momentum be in a central region (η < 2.5), back-to-back

(∆φ− π < 1.0), with a pT threshold scaled in proportion to the centre-of-mass energy.
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5.1 Event Selection

Figure 5.3: Event displays for minimum bias and dijet events - Top: cms event

display for a random event that passed the minimum bias selection criteria. Bottom: A

dijet event in RZ-view. Taken from [173].
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5. EVENT SELECTION & MEASUREMENT

pfjets (see Chapter 4.2.4) are well-defined within the specified pseudorapidity range,

and the η-restriction prevents jet energy leaking into the hf which would contaminate

the energy flow measurement.

The back-to-back condition is aimed at reducing the angular decorrelations in the

event, i.e. limiting parton radiation. In general, the requirement is applied in certain

ue studies, in order to reduce the contribution of radiation (parton showers) to the

underlying event, thereby allowing a little more sensitivity to mpi effects. Conversely, a

small ∆φ is heightens sensitivity to parton showering. Preliminary investigations show

that the criteria does impact the overall forward energy flow but the effect is minimal.

The lower limit for jet pT is designed to ensure that the two hardest jets are rela-

tively well constructed. Moreover, it is statistically advantageous to keep the momen-

tum threshold low, given the size of the data sample and scaling of multi-jet events.

The requirement on the minimum transverse momentum was chosen in order to give

comparable limits on the fractional momentum (xmin) carried by the jets for the two

centre-of-mass energies; xmin = 2pT√
s
≈ 1.8 · 10−3 (0.6 · 10−3) for

√
s = 0.9 TeV (7 TeV).

Table 5.1: Selection of anti-kT dijets for data and simulated samples at
√
s =

900 GeV. [174]

Variable Selection

pT > 8 GeV

η < 2.5

∆φ− π < 1.0

Neutral hadronic fraction < 1.0

Neutral electromagnetic fraction < 1.0

Number of constituents > 0

Charged hadronic fraction (if jet η < 2.4) > 0.0

Charged electromagnetic fraction (if jet η < 2.4) < 1.0

Charged multiplicity (if jet η < 2.4) > 0

Jet quality criteria (jetid) include limits on the fraction of energy measured in

the ecal (electromagnetic fraction) and hcal (hadronic fraction) from both charged

and neutral particles; pfjets should contain at least one charged particle, if they are

within the tracker limit. These values ensure generic noise-rejection and low fake-jet

rates while maintaining high efficiencies. A summary of the requirements is listed in
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5.2 Measurement

Table 5.2: Selection of anti-kT dijets for 7 TeV. [175]

Variable Selection

pT > 20 GeV

η < 2.5

∆φ− π < 1.0

Neutral hadronic fraction < 0.9

Neutral electromagnetic fraction < 0.9

Number of constituents > 0

Charged hadronic fraction (if jet η < 2.4) > 0.0

Charged electromagnetic fraction (if jet η < 2.4) < 1.0

Charged multiplicity (if jet η < 2.4) > 0

Table: 5.1 (5.2) for
√
s = 0.9 TeV (7 TeV). The values listed are the recommended jet

quality criteria, as they result in negligible biases at the analysis level [174] [175].

5.2 Measurement

5.2.1 Technical Issues

5.2.1.1 HF Fibre Response

The hf calorimeter cells are made up of long (L) and short fibres (S) (see Sec-

tion 3.2.4.1). The long fibres are sensitive to both electromagnetic (photons and

electrons) and hadronic showers, while short fibres miss most of the electromagnetic

(em) showers. This is because the em showers develop and dissipate most of their

energy in the front part of the absorber, making S-fibres more sensitive to hadronic

showers.

In the cmssw release used for this analysis, the hf detector simulation does not

accurately describe the ratio of the long to short fibre response. The deficiency in

the description is due to imperfections in the modelling of the short-fibre response for

low energy particles. Since different event generators (and tunes) are characterised by

different energy spectra and particle compositions, the inaccurate modelling of the S-

fibre response could influence the observed level of agreement among the different mc

predictions. For example, if the primary difference in particle composition between the
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5. EVENT SELECTION & MEASUREMENT

tunes is attributed to low-energy π0, the non-linearity effects of the calorimeter would

be exaggerated by the use of L + S fibres; this would lead to a larger disagreement

amongst the different predictions. Accordingly, the analysis was repeated using L-

fibres exclusively, i.e., measuring the energy of rechits produced in the long fibres.

Figure 5.4: Energy flow using L+S fibres and L-fibres - Ratio of energy flow predic-

tions from various detector-level simulations for different tunes, with respect to pythia6.4

d6t predictions, for long + short fibres (left) and long fibres only (right) [172].

Figure 5.4 shows the ratio of different mc simulations for minimum bias events at
√
s = 900 GeV using both long and short fibres (left) and long fibres only (right).

Figure 5.5 display the ratio of the two histograms for minimum bias events (left) and

events with a dijet system (right), indicating that the relative agreement of different

mc predictions may change by approximately 5% (10% in the last bin for tune p0) if

only the long fibres of hf are taken into account. Figure 5.6 is the same as Figure 5.5,

shown for
√
s = 7 TeV. The relative agreement would change by a smaller amount, for

the higher centre-of-mass energy (3% - 5%).

The energy calibration of the hf (L + S) was done with single particle test beam

data. The calibration imposed the requirement that the mean L+S signal be 100 GeV

for incoming electrons (or pions) of the same energy. The default hf calibration would

correspond to ∼ 77 GeV ( ∼ 60 GeV) for 100 GeV electrons (pions), if only L-fibre

signals were used from the same test data. Moreover, the non-linearity corrections for
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5.2 Measurement

Figure 5.5: Ratio of energy flow using L+S fibres over L-fibres,
√
s = 900 GeV

- Ratio between L + S-fibre and L-fibre ratios, for minimum bias events (left) and dijet

events (right),
√
s = 900 GeV. [171] [172]

Figure 5.6: Ratio of energy flow using L+S fibres over L=fibres,
√
s = 7 TeV

- Ratio between L + S-fibre and L-fibre ratios, for minimum bias events (left) and di-jet

events (right),
√
s = 7 TeV. [171] [172]
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only L-fibres would differ from the current ones. As a result, the interpretation of the

energy flow measurement using long fibres exclusively would be difficult.

Furthermore, we know that low energy photons from π0-decays produce signals

primarily in the long fibres due to their decay channel, π0 → γγ. Therefore, the

precision in the simulation of the short fibres has a low impact on the measurement of

the average energy flow.

With these considerations in mind, the energy flow was measured with the default

hf setup. To cover the effect of the S-fibre imperfections, a systematic uncertainty is

assigned to the measurement (see Chapter 7.2.8).

5.2.1.2 Non-uniformity Effects

The geometrical non-uniformity of the hf calorimeter is inaccurately modelled in the

detector simulation. In the current description, the hf’s active volume is described as a

cylinder with a hole around the beam pipe without any non-sensitive or “dead” zones.

The actual detector has a fraction of dead zones due to the mechanical structure of the

detector’s 20◦–wedge assembly. The calibration constants are also affected, as the test

beam was done in a way such that the electron or hadron shower was completely con-

tained within the sensitive part of the wedge. In short, 100% occupancy is implemented

in the simulations [176].

Until the hf geometry is updated and calibration constants are adjusted in the

detector simulation, the effect of dead material in the hf rings must be accounted for

in data. Implemented on a tower-by-tower basis, the values of the correction factors

range from 0.98, for the innermost hf rapidity segment, to 0.90, for the outer most

hf rapidity segment (Table: 5.3). They are applied to a tower’s energy according to

Eq. 5.2, with iη defined in Chapter 3.2.4.1 [177].

Corrected Energy F low(|iη|) =
Energy F low(|iη|)

ratio(|iη|) . (5.2)

Table 5.3: Ratio of the active HF tower area to the nominal[131][145] tower area [177].

|iη | 30 31 32 33 34 35 36 37 38 39 40

Ratio 0.982 0.978 0.974 0.969 0.963 0.956 0.948 0.938 0.926 0.912 0.895
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5.2 Measurement

5.2.2 Treatment of Pile-up

We consider two types of pile-up events. The first is the trivial case where hard events

produce multiple vertices, so pile up can be easily identified by looking at the number

of reconstructed vertices. The second is pile-up events which consist of single diffractive

dissociation (sd) and double diffractive dissociation (dd) events, which leave no tracks

in the central detector but produce energy deposits in the forward detectors.

Figure 5.7: Number of vertices per event for each run - The red line shows total

number of vertices in the event while the blue line shows the number of vertices that pass

our vertex selection criteria. [171] [178]

Figure 5.7 shows the average number of vertices in an event as a function of run

number, with the red line denoting the average of all vertices and the blue one rep-

resenting all vertices that pass our vertex selection criteria (labelled as ”good”). The

first two bumps in Figure 5.7 are statistical fluctuations, occurring in runs where there

are few events (150 events and 650 events, respectively). The dip occurs for a run with

no events. After run 133483, we see a systematic increase in the number of vertices.

Runs are divided into segments called lumi-sections, in order to identify a particular

run period. Each segment is 23.3 seconds long. The expected number of pileup events

can be calculated using the instantaneous luminosity of each bunch crossing for each

luminosity section, minimum bias cross-section (71.3 mb), and the circulation rate using

the following formula (Eq. 5.3):
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Run Number
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Figure 5.8: Average pile-up per event for each run - Calculated using instantaneous

luminosity of each bunch crossing for each luminosity section (23.3 seconds), minimum bias

cross-section (71.3 mb), and the circulation rate. [171] [178]

Figure 5.9: Total energy per event in the hf (both sides) for each run - The

red line marks the last run used. Runs beyond the red line were discarded for this analy-

sis. [171] [172]
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5.2 Measurement

Npileup xing, ls
=
Lxing, ls · σminimum bias

circulation rate
. (5.3)

Figure 5.8 plots the result of this calculation for each run, with 1% of pile up events

for runs we consider, and 2%–14% for the remaining runs in the data sample. The

regions without pile-up events are runs where the database did not contain information

on the luminosity, making the calculation impossible.

The total energy deposition in the hf stays relatively constant until run 133483

(Figure 5.9). The four ’kinks’ seen can be attributed to statistical fluctuations and

do not affect our measurement of the average energy flow in the hf. The increase in

energy as of run 133483 can be interpreted as an increase in both hard and soft pile-up.

In order to keep the effect of pile-up events to a minimum, we discard all runs beyond

133483 for the measurement of the hf energy flow.

5.2.3 Energy Flow

The energy flow is relatively insensitive to the polar angle between the interaction point

and the detector, compared to the transverse energy flow (see Eq 5.4). Therefore, a

measurement of the transverse energy flow would contain a larger systematic uncer-

tainty, due to the possible misestimation of the exact interaction point and its distance

from the detector. The energy flow’s relative insensitivity to a displacement of the

vertex (see Chapter 7) makes it the variable of choice for this investigation.

ET = E sin θ (5.4)

The energy is measured with the hf calorimeters, by summing all energy deposits

in the hf towers above a threshold of 4 GeV. This threshold, determined previously for

diffractive studies [179], suppresses the electronic noise; for the purpose of this study,

the value is cross-checked using non-collision events for the purpose of this study. In

addition, events in which particles hit the photo-multipliers and cause large signals

in the hf calorimeter towers were removed from the analysis using dedicated algo-

rithms. The rejection criteria are based on the topology of energy deposits and the

pulse shape/timing of the signals in hf [180]. The resulting energy flow data are shown

in five bins, grouping two consecutive rings together (see Chapter 3.2.4.1), with the +η

and −η measurements averaged into a single distribution in |η|.

77



5. EVENT SELECTION & MEASUREMENT

5.2.3.1 Energy Flow in Minimum Bias Events

Figure 5.10 shows the energy flow in the hf acceptance range for minimum bias events

at two different centre-of-mass energies,
√
s = 0.9 TeV and

√
s = 7 TeV. The results

for
√
s = 0.9 GeV are compared with several different model predictions. Different

tunes for the parameters of the simulation of the underlying event in pythia 6.4 [76]

are used: d6t [66], dw [66]pro-q20 [95], z2 [100] and Perugia-0 (P0) [96], the latter

using the new multiple interaction model implemented in pythia [103]. The generated

events are processed through a full simulation of the cms detector response. The results

for 7 TeV are also compared with several mc predictions, coming from pythia 8 [104],

phojet [86], and four pythia6.4 tunes: d6t, pro-q20, Perugia-0 (p0).

Figure 5.10: Uncorrected energy flow in the minimum bias sample - Energy flow

as a function of |η| at
√
s = 900 GeV and

√
s = 7 TeV. Uncorrected data are shown as

points. The histograms are predictions from different mc models. [171] [181]

The simulated samples were generated with varying number of events. The differ-

ence in the number of events generated leads to different statistical uncertainties for

the mc distributions; they are not shown in the figures as they are negligible, given

the size of the data sets. The systematic uncertainties are marked with vertical error
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bars, are estimated to be 10% of the measured value in a given bin. A discussion of the

systematic studies is presented in Chapter 7. The general trend is that the simulations

predict less energy flow for both centre-of-mass energies but they predict the observed

increase with respect to the increase in
√
s. A detailed discussion of the corrected data

compared to various mc event generators can be found in Chapter 8.

5.2.3.2 Energy Flow in Di-jet Events

Figure 5.11 shows the energy flow in the hf acceptance range for events with a central

di-jet system, at two different centre-of-mass energies,
√
s = 0.9 TeV and

√
s = 7 TeV.

Along with the event generators and tunes used for comparisons in the minimum bias

scenario, distributions from phojet[86] have been included. The statistical error for

the di-jet data sets is not shown, as it is considered to be negligible.

Figure 5.11: Detector-level energy flow, di-jet sample,
√
s = 900 GeV - Energy

flow in the di-jet sample, as a function of |η| at
√
s = 0.9 GeV (left) and

√
s = 7 GeV

(right). [171] [181]

Here, the predictions do a better job than for minimum bias events, for
√
s = 7 TeV,

with one distribution (Pro-Q20) describing the data in most bins. For the 900 GeV

samples, the predictions encompass the data but not one tune describes the distribution.

A comprehensive discussion on the comparison between data and simulations can be

found in Chapter 8.
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6

Correction to Hadron Level

The purpose of an unfolding procedure is to correct the detector-level measurements

back to the hadron level, by removing artificial effects caused by the apparatus and

trigger. Bin-by-bin unfolding [182] is the most commonly used procedure at most ex-

periments. It works by scaling the i’th bin of the detector-level measurement by a

factor calculated from a correlation matrix of the detector response. Often a full un-

folding is preferred instead, allowing for a more detailed and complete response matrix.

However, this measurement is not a counting measurement and there were no directly

comparable hadron-detector level objects, rendering such an approach unfeasible.

Here, data are corrected to hadron level using multiple tunes of the event generator

pythia 6.4, together with a simulation of the cms detector based on geant4. The

position and width of the beam spot in the simulation are adjusted to that determined

from the data. The detector simulated events pass through the same analysis chain

as data. Corrections are applied on a bin-by-bin basis, correcting for inefficiencies,

acceptance and bin-to-bin migration arising from the finite detector resolution. The

correction factors are calculated as the ratio of the event simulation predictions on

hadron and detector level.

6.1 Hadron-level Selection

Hadron level is defined by the presence of stable particles (unstable: τ < 10−12 s) and

the exclusion of neutrinos and muons. Neutrinos are excluded as their energy cannot

be measured by the calorimeter. While muons do leave a minimum ionising signal
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6. CORRECTION TO HADRON LEVEL

(mip) in the calorimeter, their contributions would be too small to the overall energy

flow measured with a calorimeter. Figure 6.1 shows that the multiplicity and energy

is low in this region. The most important point is the fractional energy of the muons

- Figure 6.2 shows that they would not account for a large fraction of the energy in

the hf. This confirms that muon contribution to the energy flow (on hadron level) is

negligible, allowing us to exclude it from the correction factor.

Number of Muons
0 1 2 3 4 5 6

a.
u.

-310

-210

-110

1

Energy (GeV)
20 40 60 80 100 120 140 160 180

a.
u.

-310

-210

Figure 6.1: Multiplicity and energy spectrum of hadron-level muons within the

measurement region - Number of muons (left) and energy spectrum (right) within the

measurement region, 3.152 < |η| < 4.902) on hadron level, normalised to the integral of

the histogram,
√
s = 7 TeV. The events were generated using pythia 6.4 Tune d6T.

Furthermore, we require the presence of a charged particle within the bsc range

(3.9 < |η| < 4.4) on both sides, to emulate the bsc1 trigger used on the detector

level (3.9 < |η| < 4.4) [166]. That is, we include everything except single diffractive

dissociation and elastic processes for the correction. No other bias on the particle

energy or rapidity is introduced.

In the case of the dijet systems, we use hadron-level jets defined by the anti-kT

algorithm (R = 0.5) with identical selection criteria applied on the kinematics (pT , η,
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Figure 6.2: Muon contribution to the energy flow, on hadron level - Energy flow

in the hf (both sides) with and without muons, on hadron level,
√
s = 7 TeV. The events

were generated using pythia 6.4 Tune d6t. The contribution from muons is negligible, as

illustrated by the figure and the ratio of the two distributions.

φ) to both detector-level and hadron-level jets.

6.1.1 Impact of Hadron-level Selection

The kinematic region of the measurement as defined at the hadron-level is highly cor-

related to that defined at the detector-level. In order to minimise the sensitivity of

the measurement to model dependence, the kinematic regions for both the measured

and simulated events should be similar. If this is not the case, the final measurements

will be the result of extrapolations based on Monte Carlo predictions. In this analysis,

the reconstructed quantities used in the selection process exhibit little bias after cor-

rections. The hadron-level kinematic region is, therefore, very similar to that at the

detector-level. However, the minimum bias triggers may introduce some inefficiencies.

In order to minimise the possible bias and ineffeciencies that arise due to the bsc-

trigger, different hadron-level selections are explored. The ideal scenario would be

where the hadron-level selection that most resembles the actual trigger, i.e., one charged

particle within the bsc acceptance range, produces the exact same correction factor

as Det-level BSC trigger. Such agreement would indicate 100% efficiency of the

trigger and emulator.
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6.1.1.1 Impact of hadron-level selection on correction factors

Figure 6.3–6.4 show the correction factors for different hadron-level selections, com-

paring them to the correction factor obtained with the detector-level selection. The

conditions were as follows:

• det-level bsc trigger: the hadron-level distributions were obtained by ap-

plying the standard detector-level triggers on the generated sample;

• had level: selection criteria applied on hadron-level objects (generated parti-

cles), to simulate detector-like requirements, i.e, a particle within a given η-range;

• measurement acceptance: generated particles within the measurement ac-

ceptance (on each side), with total energy greater than zero;

• bsc acceptance: similar to measurement acceptance, but using the reduced

η-range of the bsc;

• chrg part: replaces the energy requirement with the necessity of a charged par-

ticle within the specified η–range. The bsc-trigger requires one charged particle.

The plot for the minimum bias scenario (Figure 6.3) demonstrates that the require-

ment of some energy deposit within the bsc η-range on hadron level gives the correction

factor closest to that obtained using a detector-level trigger. Requiring activity within

the measurement acceptance produces a smaller correction factor, with no difference

between an energy requirement or a particle condition. Imposing a condition on the

particle instead of energy within the bsc acceptance gives us a larger correction factor,

with no difference observed due to changes in energy threshold.

The dijet scenario plot (Figure 6.4) indicates that the different hadron-level selection

criteria do not affect the correction factors as much as in the minimum bias scenario.

In fact, with the exception of the bsc-like (charged particle, 3.9 < |η| < 4.4) all of

them produce the same result. This is due to the hard scale defined by the presence of

a dijet in the event, which increases the density of particles in the forward region; the

increased particle multiplicity makes it equally probably to find a particle for each of

the limitations. That is, finding a charged particle is as probable as finding a particle

Eparticle > 0.2 GeV.
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Figure 6.3: Correction factor for minimum bias events,
√
s = 7 TeV - Correction

factors for the different hadron-level selection criteria compared to the correction factor

obtained from detector-level selection criteria for minimum bias events for
√
s = 7 TeV ,

using pythia6.4 d6t. The ”measurement acceptance” histograms overlap with each other,

as do most of the ”bsc acceptance”. [171]
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Figure 6.4: Correction factor for dijet events,
√
s = 7 TeV - Correction factors for

the different hadron-level selection criteria compared to the correction factor obtained from

detector-level selection criteria for minimum bias events for
√
s = 7 TeV, using pythia6.4

d6t. All the lines (except the bsc-charged particle) overlap. [171]
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Looking at the single diffractive component that survives the hadron-level selec-

tion criteria (kinematic restrictions) in minimum bias events (Table 6.1), we find that

twice the single diffractive dissociative (sd) component remains, when using the mea-

surement acceptance for the trigger instead of the bsc limits. That is, the stricter,

bsc-like requirement rejects twice as many sd events as the full measurement range

(measurement HF or mhf). By allowing a larger fraction of diffractive events, the mhf

selection results in smaller overall correction factors than both the actual detector-level

trigger and the bsc-like requirements. That is, the increase in the fraction of diffractive

events causes the difference in the correction factor between the various hadron level

definitions, an effect which disappears in the dijet scenario as there is a negligible rate

of diffractive events (∼ 1%).

Table 6.1: Fraction of single diffractive events that survive the hadron-level ”trigger”

with a charged particle condition, for minimum bias events,
√
s = 7 TeV.

Tune Measurement-acceptance bsc-acceptance

d6t 7% 3.3%

ProQ20 7% 3.3%

p0 6.9% 3.4%

z2 7% 3.4%

6.1.1.2 Impact of hadron-level selection on model dependence

A correction factor calculated using Monte Carlo simulations carries an inherent depen-

dence on the model used (model dependence). The possible bias due to the correction

factor’s reliance on the underlying description of physics can be estimated by comparing

it to one (e.g. a default standard) or multiple models and gauging the deviation. Fig-

ures (6.5–6.6) show the variation of the model dependence of the correction factors (d6t

used as reference, shown in black) for the various hadron-level selections. The model

uncertainty is smallest for the 7 TeV minimum bias scenario using the charged particle

criteria within the bsc-range (≈ 4%), almost half the observed uncertainty when using

the full measurement range (≈ 7%). For dijet events, the model uncertainty increases

to 15% for the bsc-like ”trigger” and ≈ 10% for the measurement acceptance.
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Figure 6.5: Model dependence with bsc-selection for minimum bias and dijet

events,
√
s = 7 TeV - Model dependence of the correction factors, w.r.t. the correc-

tion factor obtained using pythia6.4 d6t, for bsc-like hadron-level selection criteria, for

minimum bias (left) and dijet (right) events. Note the different scales for the two event

types. [171]
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Figure 6.6: Model dependence with measurement-acceptance selection, for

minimum bias events and dijet events,
√
s = 7 TeV - Model dependence of the

correction factors, w.r.t. the correction factor obtained using pythia d6t, for hadron-

level selection criteria using the measurement acceptance instead of the bsc acceptance,

for minimum bias (left) and dijet (right) events. Note the different scales for the two event

types. [171]
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6. CORRECTION TO HADRON LEVEL

pythia 6.4 mpi tunes do not differ much in their treatment of soft diffraction,

and, regardless of the selection criteria, the various parameter sets predict comparable

fractions of diffractive events (Table 6.1). Therefore, assuming that neither the fraction

nor the modelling of the diffractive component is the reason for the increased model

dependence in the mhf samples seems justified.

Seeing that the hf or measurement acceptance requirement is the least restrictive,

it is reasonable to assume the correction factor accounts better for an extrapolation to

a larger event sample than in the other cases. In particular, the extrapolation depends

on the additional particles for which it corrects: particles outside the hf acceptance and

neutral particles. Therefore, the model dependence of these correction factors increases,

as models differ in their description of particle composition and spectra. However, this

is not the case in the dijet selection. The presence of a dijet system in the central region

supersedes the kinematic limits in the forward region; the jets set the hard scale, and

thus drive the particle and energy flow.

The choice to minimise the model dependence for
√
s = 7 TeV minimum bias

samples was the deciding factor in setting the hadron-level criteria.

6.2 Correction Factors

In the first four bins, the correction factors are around 1.60 – 2.50 (1.50 – 2.50) for

the
√
s = 900 GeV (

√
s = 7 TeV) minimum bias data. Due to the presence of dead

material (beam-pipe) at |η| ≈ 4.7–4.9, which absorbs soft particles, the correction factor

for the highest rapidity bin is larger (≈ 2.5). The overall lower correction factors for

the
√
s = 7 TeV data can be related to the fact that higher energy particles, which are

produced at higher centre-of-mass energies, are to a less degree affected by additional

dead material in front of the detector.

These are two separate issues. The last bin has the highest correction factor for

all scenarios because of the additional beam-pipe / dead material. But the differences

in the overall correction factor has an energy scale dependence; 900 GeV min Bias

> 900 GeV dijets > 7 TeV min bias > 7 TeV dijets. This indicates that the detector

response improves for higher energies, leading to a smaller correction factor as the

energy scale increases.

88



6.3 Migrations

The correction factors from the bin-by-bin method (Figures 6.7–6.8 ) are model

dependent. Moreover, they are affected strongly by migrations. For example, if a

model is used in which there are large migrations (e.g. steeply falling pT spectrum),

one would get a correction factor very different from one that was obtained using a

model in which ’little’ is outside a bin. As a result, this method of correction can only

be applied if the simulation model describes the reconstructed distributions well and

the migration effects are minimal.

The correction factors used for correcting the data are obtained by taking an average

of the four distributions shown in Figures 6.7–6.8.

Figure 6.7: Correction factor for minimum bias events,
√
s = 900 GeV and√

s = 7 TeV - The final correction factors are derived from an average of the different

pythia 6.4 tunes shown here. Left:
√
s = 900 GeV. Right:

√
s = 7 TeV. [171] [172]

6.3 Migrations

Migration effects between different pseudorapidity bins may influence the energy flow

measurement and have to be taken into account for the corrections at hadron level. It

is possible, for example, that particles (e.g. low pT charged particles) generated outside

the acceptance of hf deposit energy in the detector due to scattering in regions of dead

material or due to bending caused by the magnetic field.

We see that for the average energy flow, we have reasonable correction factors

(Figures 6.7 – 6.8), but distributions of the energy spectra (Figure 6.9) do not look

very similar when comparing simulations on hadron-level to detector-level simulations.
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6. CORRECTION TO HADRON LEVEL

Figure 6.8: Correction factor for dijet events,
√
s = 900 GeV and

√
s = 7 TeV -

The final correction factors are derived from an average of the different pythia 6.4 tunes

shown here. Left:
√
s = 900 GeV. Right:

√
s = 7 TeV. [171] [172]

Figure 6.9: Energy spectra on hadron level and detector level,
√
s = 7 TeV,

di-jet samples - hf energy spectra in bins of η used for the measurement of the energy

flow. Plots compare hadron-level to detector-level simulations,
√
s = 7TeV, for a di-jet

system. Each plot corresponds to one bin of the measurement shown in the result plots,

i.e., first bin (3.152 < η < 3.503) is top left to the last bin (4.730 < η < 4.903) at

bottom-right. [171] [172]
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Figure 6.10: Energy spectra from data compared to detector-level simulated

events,
√
s = 7 TeV, di-jet samples - hf energy spectra in bins of η used for the

measurement of the energy flow. Plots compare detector-level simulations to data,
√
s =

7TeV, for a di-jet system. Each plot corresponds to one bin of the measurement shown in

the result plots, i.e., first bin (3.152 < η < 3.503) is top left to the last bin (4.730 < η <

4.903) at bottom-right. [171] [172]

91



6. CORRECTION TO HADRON LEVEL

Uncorrected data, on the other hand, agrees well with the detector-level simulations

(see 6.10). The discrepancies suggest that the differences are due to detector-related

effects, such as:

• energy resolution and non linear response in the hf;

• absorption of particles in dead material in front of the hf;

• bending of particles from the central region into the hf region due to magnetic

field, and bending particles out of the hf region due to the magnetic field.

The energy resolution and non-linear response is simulated in the detector mc and

was cross-checked against test beam data. Other than varying the material budget

(done previously [183]), there is no way to check the absorption of particles by the

dead material in front of the hf. The study showed that the effects were negligible,

except for the last bin of the measurement as it is closest to the beam pipe (discussed

further in 6.3.2 and 7.1.5). This dead material (beam pipe) accounts for the clear

difference between the hadron level and detector level simulation seen primarily in the

last bin of Figure 6.9,

In order to account for the magnetic field effects on soft particles throughout the

detector and measurement range, we try to identify the fraction of particles and energy

that enters the hf, compared to what an event generator predicts on hadron level. This

is covered in the following section.

6.3.1 Single Particle Response

rechits were defined in 4.2.2 as the most basic reconstructed object of a calorimeter.

By associating rechits to the particle that fired them via a matching algorithm (see

Figure 6.11), one can relate the hf response as a function of η, pT and energy, to the

properties of the generated particle; i.e. before the particle went through the detector

simulation.

Here we use single particles; pions, electrons and photons generated using a ”particle-

gun” are studied separately, to obtain a better understanding of the hf’s response to

electromagnetic and hadronic particles.

Figure 6.12 shows the uniform distribution in pseudorapidity (−6 < η < 6) and

transverse momentum (0.2 GeV < pT < 40 GeV) of the generated particles. The
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Figure 6.11: Flowchart for matching rechits to generated particles - The match-

ing is done by mapping the reference numbers (id) of each of the objects. The simulated

tracks are matched to the generated particles by comparing the particle id in the track to

the particle id of the generated particle.

extension of the phase space to −6 < η < 6 was done in order to include an overlap

region with the castor calorimeter at the −z side, thereby allowing us to study back-

scattering effects due to the presence of the calorimeter.

Figure 6.12: Pseudorapidity (η) and transverse momentum ((pT ) of generated

particles using a single-particle gun - Left: Flat distribution, particles generated

evenly for −6 < |η| < 6, using a single-particle gun. Right: Flat distribution, particles

generated evenly for 0 GeV < pT < 40 GeV, using a single-particle gun. [171] [172]

6.3.1.1 Pions

The plot showing the pseudorapidity of the matched hf-rechits versus the pseudorapid-

ity of the generated particles (Figure 6.13) illustrates the fact that there are migrations

(most clearly visible in the red region) in η. Moreover, one sees that there are pions be-

yond the hf’s η–acceptance which enter the hf region and fire rechits for both the high

and low η bins. Lastly, we see a pronounced increase in migrated rechits at η ≈ 4.9,

which is due to the presence of dead material (see Section 7.1.5).
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6. CORRECTION TO HADRON LEVEL

Figure 6.13: Pseudorapidity of the matched hf rechits versus the pseudorapid-

ity of the generated pions. - hf+ (left) and hf− (right). [171] [172]

In the left plot shown in Figure 6.14, the multiplicity of the hf rechits is shown

as a function of the pseudorapidity of the generated pion that produced the signal. In

the right plot shown in Figure 6.14, the transverse momentum (pT ) of generated pions

that produced the signal are shown as a function of the particle’s pseudorapidity (η).

Three traits are instantly noticeable: the slant or slope in the left plot in Figure

6.14 shows that there are more rechits with increasing pseudorapidity; the colours

between 1 < |η| < 3 in the right plot in Figure6.14 indicate that pions from outside the

detector acceptance are equally distributed in pT ; for 3 < |η| < 4.5, less low-pT pions

(0 < pT < 10) from the front part of the calorimeter fire rechits than particles with

high transverse momentum (6.14: right).

6.3.1.2 Electrons

The plots for electrons (Figures 6.15 – 6.16) exhibit the same traits as seen in Fig-

ures 6.13–6.14, including the increase in rechits near the last bin of the energy flow

measurement (η ≈ 4.9).

6.3.1.3 Photons

Figure 6.17 shows that there are comparably less rechits due to photons originating

outside the hf acceptance, than for electrons and pions. The dead-material effect

(η ≈ 4.9) seen in the case of electrons and pions remains prominent.
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Figure 6.14: Multiplicity and kinematics of the hf rechits matched to the

generated pions that produced the signal - Left: rechits matched to a generated

pion versus the pseudorapidity of the generated particle. Right: Transverse momentum of

the pions matched to hf rechits versus the pseudorapidity of the generated particle.

Figure 6.15: Pseudorapidity of the matched hf rechits versus the pseudorapid-

ity of the generated electrons. - hf+ (left) and hf− (right) [171] [172]
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6. CORRECTION TO HADRON LEVEL

Figure 6.16: Multiplicity and kinematics of the hf RecHits matched to the

generated electrons that produced the signal - Left: rechits matched to a generated

electron versus the pseudorapidity of the generated particle. Right: Transverse momen-

tum of the electron matched to hf rechits versus the pseudorapidity of the generated

particle. [171] [172]

Figure 6.17: Pseudorapidity of the matched hf rechits versus the pseudorapid-

ity of the generated photons. - hf+ (left) and hf− (right). [171] [172]
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Figure 6.18: Multiplicity and kinematics of the hf rechits matched to the gen-

erated photons that produced the signal - Left: rechits matched to a generated

photon versus the pseudorapidity of the generated particle. Right: Transverse momentum

of the photon matched to hf rechits versus the pseudorapidity of the generated parti-

cle. [171] [172]

Figure 6.18 (for photons) shows the same distributions as in Figure 6.14 (pions) and

similar traits are noticeable. That is, an increase in rechits in the more forward region

of the calorimeter (slope in the left figure) or less low-pT photons in the front part of

the calorimeter. However, one difference is that there are little to no particles from

beyond |η| < 2. This suggests that particles (pions and electrons) from beyond that

pseudorapidity region arrive at the calorimeter due to the magnetic field while particles

closer to the face of the calorimeter produce signals due to back-scattering and dead

material effects.

Altogether, this suggests that the largest factor causing migrations is the presence

of dead material and not the magnetic field.

6.3.2 Overall Effect of Migrations on the Energy Flow

Figure 6.19 shows two distributions for minimum bias events at
√
s = 900 GeV, using

the same rechit–single particle matching algorithm as before; the hf rechit multiplicity

versus the pseudorapidity of the generated particle that fired it, and the pseudorapidity

of the matched hf rechits versus the pseudorapidity of the generated particles. The

main difference between the distributions for single-particle samples and the minimum

bias samples is that there is a larger contribution to the hf rechits from particles outside
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6. CORRECTION TO HADRON LEVEL

Figure 6.19: Multiplicity and kinematics of the hf RecHits matched to the

generated particles that produced the signal in minimum bias events,
√
s =

0.9 TeV - Left: RecHits matched to a generated particle versus the pseudorapidity of the

generated particle. Right: Transverse momentum of particles matched to a hf RecHits

versus the pseudorapidity of the generated particle. [171]

the HF acceptance in minimum bias events than events simulated with a single-particle

gun.

The contribution of particles from different areas outside the measurement accep-

tance to the total energy flow (hf+ and hf−) is compared in Figure 6.20. The plot

shows the largest contribution (≈ 20% for the last bin) to be from particles within

(4.9 < |η| < 5.2), followed by particles from η > 5.2 (≈ 10% for the last bin), and

finally about 3% for the first and second last bins from particles within the hf η–range.

Energy from particles in front of the calorimeter can be considered to be negligible.

Despite the large energy contribution from migrating particles to the last bin of

our measurement, we do not assign an uncertainty due to this effect. The correction

factor accounts for detector effects to a large extent, and we conclude that uncertainties

attributed to the model dependence and dead-material effects would account for the

remainder.

As there are no hadron-level objects that can be compared to detector-level objects

in this measurement (e.g. particles cannot be compared to rechits), it was not possible

to perform investigations on the purity and stability of the correction factor. In the

absence of an analysis, we use these studies to conclude that overall migrations are

small enough to be negligible and that we can rely on the correction factors obtained.
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Figure 6.20: Effect of migrations on the overall energy flow, in minimum bias

events, at
√
s = 7 TeV - Contribution to the energy flow from particles outside the

measurement’s acceptance (red, blue, green and purple) compared to the total energy flow

(black), using rechits, for minimum bias events at
√
s = 7 TeV. ’Out’ signifies the particle

was from outside the hf acceptance while ’In’ means that it is from within the detector’s

range but outside the limit of the measurement.
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7

Systematic Studies

Systematic studies can be split into two categories: systematic checks and systematic

errors. The former consist of checks to test the internal consistency of a method and

reveals potential mistakes. The latter involves evaluating the uncertainties in a mea-

surement that arise from the continual misestimation of a quantity within the method.

If a systematic check highlights a flaw, the method must be corrected or the uncertainty

arising due to it must be evaluated. In the case of systematic uncertainty, estimate on

the possible ambiguity is usually assigned to account for the persistent deviation.

7.1 Systematic checks

7.1.1 Consistency between previous and current measurements

Figures 7.1–7.2, compare results shown in [183] and the analysis done for this thesis.

The deviations arise due to a variety of factors. New corrections (see Section 5.2.1.2)

are implemented for each individual tower, which accounts for a difference of 1%−10%,

depending upon the bin. Another 1% is accounted for by the change in automated algo-

rithms and the reconstruction, covered individually (e.g. pmt hit removal algorithms,

Section 7.2.5).

7.1.2 Splash Triggers

In addition to the standard minimum bias triggers used by cms, splash triggers (triggers

42 and 43), requiring additional hits in a given part of the bsc (inner ring) were

available. These triggers were used by the hcal for calibration and timing studies.
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Figure 7.1: Comparison between previously released and current measurements

in minimum bias events - Comparison of energy flow in minimum bias events,
√
s =

0.9 TeV(left) and
√
s = 7 TeV (right), presented previously [183] using cmssw356 (in red,

open circles) and latest analysis done with cmssw383 (in black, filled circles). The previous

analysis for
√
s = 0.9 TeV is with runs taken in 2009 while the current analysis uses runs

from 2010. Upto 10% of the difference in the last bins is due to the new tower corrections

implemented. The uncertainties shown correspond to the energy scale uncertainty, 15%

and 10% for the previous and current analyses, respectively. The data points differ from

each other by approximately 1%–17% and 4%–10% at
√
s = 0.9 TeV and

√
s = 7 TeV,

respectively. [171] [172]
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Figure 7.2: Comparison between previously released and current measurements

in dijet events - Comparison of energy flow in dijet events,
√
s = 0.9 TeV(left) and√

s = 7 TeV (right), presented previously [183] using cmssw356 (in red, open circles)

and latest analysis done with cmssw383 (in black, filled circles). The previous analysis

for
√
s = 0.9 TeV is with runs taken in 2009 while the current analysis uses runs from

2010. Upto 10% of the difference in the last bins is due to the new tower corrections

implemented. The uncertainties shown correspond to the energy scale uncertainty, 15%

and 10% for the previous and current analyses, respectively. The data points differ from

each other by approximately 3%–15% and 4%–10% at
√
s = 0.9 TeV and

√
s = 7 TeV,

respectively. [171] [178]
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Figure 7.3 shows that the application of this trigger has a negligible (less than 0.5%)

effect on the measured energy flow.
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Figure 7.3: Impact of splash trigger on the energy flow measurement - Here, the

influence of the splash triggers for minimum bias events,
√
s = 7 TeV, is shown. [171]

7.1.3 Vertex Selection

In previous qcd analyses (e.g. ue measurement [44]), the selection required two or more

tracks associated to the primary vertex, thereby keeping the efficiency for event selection

high and the fake-rate manageable. In this analysis, we impose a stricter requirement of

five or more tracks, thereby reducing the vertex fake rate to zero [151] [170]. In Figure

7.4 we see that the difference in energy flow between the two different ndof-limits for

the vertex fit is less than 0.5% in the bin with the largest difference. We consider the

systematic effect to be negligible.

7.1.4 HF Noise Cut-off

Figure 7.5 shows the electronic noise and other effects in the hf, using zero-bias events

and minimum bias event samples [179]. To ensure the removal of all noise, a cross-check
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Figure 7.4: Impact of ndof vertex criteria on energy flow - Variation of energy

flow for different degrees-of-freedom requirements on the vertex fit, for minimum bias and

dijet samples at
√
s = 900 GeV. [171]

is performed by analysing zero-bias samples and applying a 4 GeV limit; there is no

energy deposit above the cut-off, signalling that the threshold is adequate.

Figure 7.5: Noise and background hf towers - Shown for hf+ (left) and hf− (right),

for the collision data sample (black) and the zero-bias sample (red) [179]. [171] [172]

7.1.5 Dead Material Effects

The hf calorimeter is shielded by the beam pipe, except at its two edges (η ≈ 2.9

and η ≈ 5.2). Additionally, at lower η (2.9 < η < 3.1), the calorimeter is shadowed
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by the hadronic endcap calorimeter (he) and some of the support structure of the

electromagnetic endcap calorimeter (ee). These hf towers are in the shadow of the

endcaps and serve to provide the full containment of hadronic showers of particles at

η ≈ 3.

We use a reduced hf-range (see Section 3.2.4.1) that is not shadowed by the endcap

calorimeters, leaving the beam pipe as the main source of dead material effects. The

other components, such as the sagging of the pipe and its support structure have a

small effect, and are well modelled in the detector simulation. totem t1 was not

included in the simulation and the effect from its supporting structure is neglected as

it is not in the path of the hf. Secondary scattering effects are neglected.

Figure 7.6: Distribution of material budget in front of the hf calorimeter - 10λ

is the radiation length of the hf calorimeter, seen in grey. The cyan-coloured peak at

η ≈ 4.9 is dead material from the beam-pipe[184] [185].

Figure 7.6 shows the dead material in front of the hf calorimeter, with the beam

pipe being the largest, or the most visible [184] [185]. The presence of the beam pipe

around η ≈ 4.9 explains the systematic migration effect seen in Chapter 6.3.1. It affects

that particular region of the detector through the absorption and multiple-scattering

of particles.

Figure 7.7 shows the effect of varying the material description in the detector sim-

ulation [184]. The blue and red lines show the energy flow distributions, when the
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material budget is 0.5 – 2 times the existing description of dead material implemented

in the detector simulation. The dashed-blue and dashed-red lines show that the energy

flow varies by less than 1% when all the material except for the beam pipe is increased

to 0.5 – 2 times the existing description. The material budget in other parts of the cms

detector, where one can measure it’s effect from data using the tracker and electromag-

netic calorimeter, is within 10%–20%. Considering an increase in density of the dead

material by 50% (as done in Figure 7.7) is an over-estimation of the material budget

error. Accordingly, we conclude that the main contribution comes from the beam pipe,

and that all other sources of dead material have a negligible systematic effect on the

energy flow.

Figure 7.7: Variation of energy flow for different descriptions of dead material

in the detector simulation - The green and pink lines indicate extreme situations, with

lead and air being used as detector material. Blue and red represent an increase by a factor

of 0.5–2, with and without the nominal beam pipe (dashed and solid) [184].

Figure 7.8 shows the distribution of energy flow as a function of iphi (see Section

3.2.4.1) in bins of η, for simulated events. We know that the xy–position of the vertex

is displaced (tracker erroneously shifted in simulation [186]), resulting in the observed

modulations. There are no additional modulations to indicate dead material effects.

The energy flow distributions as a function of iphi for data are shown in Figure 7.9,
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Figure 7.8: Energy flow as a function of iphi, using simulated events - For the

five η ranges of the energy flow measurement,
√
s = 900 GeV. [171] [172]

Figure 7.9: Energy flow as a function of iphi, using data - For the five η ranges of

the energy flow measurement,
√
s = 900 GeV. [171] [172]
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where we see random fluctuations corresponding to the lacking phi-calibration of the

hf (covered by the energy scale uncertainty). However, there is no significant energy

loss observed at a given iphi, suggesting that any dead material effects present are

phi-symmetric.

7.1.6 Modelling of diffraction

mpi tunes to inclusive, non-diffractive data suffer from uncertainty on the diffractive

component or background [187]. Both data and simulated samples retain a small per-

centage (≈ 3% – 7%) of diffractive events, despite the non-single diffractive (nsd)

selection criteria. pythia 6.4, the generator used to calculate the correction factors,

only includes a description of the soft component of diffraction; the different tunes es-

timate similar rates of diffractive events and do not vary by much in their treatment of

the subject. Therefore, it is necessary to estimate the possible contributions and un-

certainties due to incorrect estimates and modelling of hard diffraction, or lack thereof.

phojet [86] models both the soft and hard diffractive component, and has been found

to characterise measurements of single diffractive dissociation reasonably well [188]. A

comparison of the energy flow predicted by the two event generators for two different

scenarios, with and without diffraction helps, estimate the possible impact of proper

diffractive modelling.

Figure 7.10 estimates a 4%–6% difference in measured energy flow due to diffraction,

by comparing events without single diffraction (generator-level rejection of processes),

and events with diffraction plus the nsd-trigger criteria (i.e., reduced diffraction). The

contribution is small enough to be neglected. The ratio of the predictions from the

generators, for the two scenarios (with and without) indicates that the models differ by

very little, despite their dissimilarities. In other words, the absence of a proper treat-

ment of diffraction by pythia 6.4 does not influence the correction factor significantly;

the effect of differing models is accounted for by the systematic uncertainty assigned

to model dependence, and covered by the large systematic uncertainty (see following

Sections).

7.1.7 Independence via Least Squares Method

Rather than the standard uses for χ2/ndof distributions, here it is adopted as a mea-

sure of the independence of the data from the correction procedure. The χ2/ndof
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Figure 7.10: Contribution of the diffractive component to the energy flow -

Energy flow with and without diffraction for minimum bias events at
√
s = 7 TeV, using

two different models, phojet (black) and pythia 6.4 proq20 (green). [171]
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values for the data and the mc generators are listed in Table 7.1 (uncorrected) and

Table 7.2 (corrected). χ2 is calculated using the formula in Eq. 7.1, and ndof refers

to the number of degrees of freedom; in this case ndof is the number of bins in the

measurement, i.e. five degrees of freedom.

χ2 =
∑
bins

(data−MC)2 (7.1)

It should be noted this procedure is not a true χ2 calculation, as no uncertainties

are included; statistical uncertainties are negligible, and the systematic uncertainties

differ for uncorrected and corrected data. Thus, the values are not an indication of

agreement between mc and data but can be used as a measure of bias introduced by

the correction procedure. The order remains the same before and after corrections for

most cases, signifying no bias was introduced.

Table 7.1: χ2/ndof for comparisons between simulated mc predictions and uncorrected

data. The fields marked with a dash indicate that the simulated mc sample does not exist.

All uncertainties are neglected.

Minimum Bias Data Di-Jet Data

mc prediction
√
s = 900 GeV

√
s = 7 TeV

√
s = 900 GeV

√
s = 7 TeV

pythia 6.4 d6t 9.1 195.4 59.7 1078.9

pythia 6.4 p0 97.4 1350.0 200.1 5951.9

pythia 6.4 proq20 29.4 338.6 4.0 160.1

pythia 6.4 z2 46.0 277.2 68.9 1686.5

pythia 6.4 dw 3.7 - 251.9 -

pythia 8 - 418.5 - 1352.2

phojet - - - 6531.9

7.1.8 Other Effects

The contribution of beam-gas and non-interaction events is investigated by performing

the same analysis for events with no beam-crossing. None of the 3.5 M events passes

the selection criteria [171] [183].
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Table 7.2: χ2/ndof for comparisons between hadron level mc predictions and corrected

data. All uncertainties are neglected.

Minimum Bias Data Di-Jet Data

mc prediction
√
s = 900 GeV

√
s = 7 TeV

√
s = 900 GeV

√
s = 7 TeV

pythia 6.4 d6t 55.0 1073.8 120.6 4124.6

pythia 6.4 p0 414.3 5461.8 499.9 8508.0

pythia 6.4 proq20 130.7 2886.6 23.1 321.5

pythia 6.4 z2 206.4 1483.1 179.3 2606.3

pythia 6.4 dw 18.8 1747.9 596.5 1074.4

pythia 8 277.8 13001.0 461.7 1419.0

7.2 Systematic Uncertainties

7.2.1 Energy Scale Uncertainty

The dominant systematic effect in the measurement of the forward energy flow is the

global energy scale uncertainty of the hf calorimeters. The hf energy scale is de-

termined using Z → e+e− events, data processed with a phi-symmetry calibration,

and corrections to the electromagnetic calorimeter (ecal)[189]. The typical energy

of the electrons in Z → e+e− events spans over a large range, upto several hundred

giga-electron volts (GeV), which is comparable to the typical energy of the particles

measured by the hf; the e/π ratio is determined during beam-tests. Therefore, the

energy scale can be applied for all particles detected by the calorimeter. The method

outlined provides the new energy scale uncertainty of 10% [189]. This uncertainty is

applied directly to the energy flow distributions and is the same for all bins in this

study. With an improved measurement of the energy scale of the hf with increased

amounts of data and tracking information, the overall uncertainty for this measurement

could be reduced.

7.2.2 Primary Vertex z-position

The η is defined with respect to the (0, 0, 0) point in the cms reference system. For

events with a primary vertex different from the (0, 0, 0) point, the distributions of

measured variables as a function of η are shifted. To evaluate the influence of this
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effect, the energy flow is calculated for events with a primary vertex fulfilling |z| < 4 cm,

4 < |z| < 9 cm and 9 < |z| < 15 cm separately. The largest difference for the energy

flow is found to be 1% [183] [184].

7.2.3 Channel-by-channel Miscalibration

To examine the effect of channel-by-channel miscalibration in the hf calorimeters, the

response for each channel is randomly varied by ≈ 15% [183] [184]. They are varied

only once during each systematic study. The resulting energy flow is shifted by less

than 1% in each of the cases.

7.2.4 Noise Threshold

Though the noise threshold is well determined using zero bias events, Figure 7.5 indi-

cates that some energy remains beyond the 4 GeV limit, for one side of the hf. Since

an increase in the threshold by 0.5 GeV would remove the remaining noise, the effect of

such a variation is estimated. Similarly, a known feature of the hf-simulation is that a

discrepancy between mc and data is observed (poor description of noise) for a thresh-

old lower than 3.5 GeV. To gauge the possible influence of a change in the minimum

energy-threshold criteria, the limit for the towers is varied by ±0.5 GeV. The result

(2% change) is included as a global systematic uncertainty [171] [172] [183].

7.2.5 Photomultiplier Hits

Events with particles hitting the read-out photomultipliers cause large signals in the hf

calorimeter towers and are removed from the analysis. The rejection criteria are based

on comparisons of the energy measurement in a given hf calorimeter cell with those

in adjacent cells. The possible remaining noise from photomultiplier hits are estimated

by using an alternative rejection algorithms. The resulting change in the energy flow

is smaller than 3% [183] [184].

7.2.6 Non-linearity Effects

The non-linear response of the hf was investigated with test-beam data and its be-

haviour is properly simulated in the mc [176]. The only remaining systematic effect

resulting from the non-linearity of the hf comes from the difference in the particle
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spectra. Variations in particle spectra between the models produce disparate energy

spectra, and thus dissimilar average energy flow due to the sub-detector’s non-linear

response. As long as the non-linearity of the simulation is well-modelled, this effect is

covered by the model dependence of the correction factor (Chapter 7.2.9).

7.2.7 Non-uniformity Effects

Due to the non-uniformity arising from differences between the geometrical description

of the detector in the simulation and the actual detector, we apply a set of corrections

(Table 5.3), as described in Section 5.2.1.2. The uncertainty from the application of

these corrections (correction[iη]) is determined using the following equation:

Uncertainty = 0.3 · (1− correction [iη]) (7.2)

This leads to an uncertainty of ≈ 3% in the highest η bin and is negligible for

the lowest measurement bin. These values are a conservative estimate which reflect

the difference between fibre counts in different hf wedges and some uncertainty in the

placement of these wedges with respect to each other during the assembly.

7.2.8 Fibre Response

Discrepancies between data and simulation for low-energy particles have been ob-

served [186] [190], indicating that the response from short fibres for low energetic par-

ticles is not correctly simulated. Moreover, the hf L-fibre sections are validated better

with Z → e+e− events, than S-fibres due to the nature and depth of em-cascades. The

concern is that the dominant difference in particle composition between the different

tunes may be related to low-energy π0 - the overlap of many such low-pT particles

would result in significant non-linearity effects [190].

The HF energy scale uncertainty includes an energy scale calibration for both L

and S sections separately. Additionally, low energy photons from π0 decays produce

signals primarily in the L-fibres of the hf; the impact of the modelling of the S-fibres

have a low impact on the analysis of energy flow [176] [186]. Therefore, the possible

discrepancies due to the S-fibre sections are absorbed by the uncertainty of the hf

energy scale.
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Nonetheless, it is prudent to assign an uncertainty until the issue is further investi-

gated. The maximum deviation between the models in Figures 5.5–5.6 (Chapter 5.2.1.1)

is adopted as an estimate of the uncertainty, for each of the measurements. Determined

by repeating the analyses using long fibres exclusively, a 3% and 9% uncertainty was as-

signed for the minimum bias analyses. For the dijet analyses the uncertainty was found

to be between 6% and 10%, except for the two highest rapidity bins at
√
s = 900 GeV

where the uncertainty extends to 13% and 18%. Table 7.3 lists the uncertainties for

each bin in the different measurements.

Table 7.3: Uncertainty attributed to the various measurements due to imperfect modelling

of the short-fibre response in the simulation, for each bin.

Minimum Bias Di-jet

Pseudorapidity range
√
s = 900 GeV

√
s = 7 TeV

√
s = 900 GeV

√
s = 7 TeV

3.152 < η < 3.503 3.0 3.0 6.0 6.0

3.503 < η < 3.853 3.7 3.5 7.0 6.0

3.853 < η < 4.204 4.4 4.0 10.5 6.5

4.204 < η < 4.552 5.5 4.5 13.0 6.0

4.552 < η < 4.903 8.8 6.0 18.0 8.0

Range 3%-9% 3%-6% 6% - 18% 6%-8%

7.2.9 Model Dependence

The model dependence of the correction factor is evaluated using the pythia 6.4 tunes

that contributed to the correction procedure. Employing models which do not describe

data prior to the correction procedure is unreasonable and the simulated predictions

with pythia 6.4 covers a large spread of distributions from other models. Moreover,

the tunes were in reasonable agreement with the measured data prior to corrections

applied. Therefore, it seems justified to only consider the pythia 6.4 predictions.

The model dependent systematic uncertainties represent the maximum variation in

the bin-by-bin correction factors calculated by using several different mc samples. The

uncertainties are applied symmetrically around the data points, and vary between 4%

(0.9 TeV min bias) and 17% (7 TeV dijets). The statistical uncertainty on the correction

factors (and model dependence) is negligible. The fluctuations observed (illustrated in
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Figures 7.11 and 7.12) are due to differences in particle spectra exaggerated by the

hadron-level selection criteria (i.e. charged particle within 3.9 < η < 4.4). The exact

values are given in Table 7.4.

Figure 7.11: Model dependence of the correction factor, for minimum bias

events - Left:
√
s = 900 GeV. Right:

√
s = 7 TeV [171]

Figure 7.12: Model dependence of the correction factor, for dijet events - Left:√
s = 900 GeV. Right:

√
s = 7 TeV. [171]

7.2.10 Jet Energy Scale Uncertainty

In the case of the dijet systems, an additional uncertainty arises from the jet energy scale

(jes). Even though identical kinematic selection criteria were employed for hadron-level

and detector-level jets, the samples still differ due to the jet energy resolution in the

detector. The uncertainty on the jes at
√
s = 7 TeV is approximated at 10% [191].
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Table 7.4: Model uncertainty for each bin, for the various measurements.

Minimum Bias Di-jet

Pseudorapidity range
√
s = 900 GeV

√
s = 7 TeV

√
s = 900 GeV

√
s = 7 TeV

3.152 < η < 3.503 3.2 0.5 5.0 17.0

3.503 < η < 3.853 3.0 0.8 4.0 16.4

3.853 < η < 4.204 2.0 2.3 10.5 13.0

4.204 < η < 4.552 1.0 1.7 8.0 13.5

4.552 < η < 4.903 0.6 1.4 5.7 12.0

Range 1%-3% 1%-2% 4% - 11% 12%-17%

Here, the jet’s transverse momentum is shifted by the uncertainty on the jes, producing

three different energy flow distributions in the hf (pT = 18 GeV, 20 GeV and 22 GeV),

within 2% of each other.

7.2.11 Total uncertainty

Often, a physics effect can impact several uncertainty estimations, thereby creating

a correlation between them. For example, the particle spectra of an event ties in the

energy scale and non-linear response of the calorimeter as well as the model dependence

of the correction factors. In such instances, it is often impossible to disentangle or

isolate the contribution of the effect to the individual uncertainties. To prevent an

overestimation of the overall uncertainty due to possible double-counting, a conservative

approximation by combining the individual estimates in quadrature is preferred.

Table 7.5 summarises the principle systematic effects. The uncertainties are added

in quadrature and applied bin-by-bin. This leads to a global systematic uncertainty

for each measurement, shown in Table 7.6. The dominant uncertainty is the energy

scale for minimum bias events, and the short-fibre response and model dependence for

dijet events. Possible ways to improve the precision of the measurement are discussed

in Chapter 9.
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Table 7.5: Largest systematic uncertainties affecting the measurement and its correction.

Effect Minimum Bias Dijets

hf energy scale 10% 10%

Non-uniformity 0%-3% 0%-3%

Short-fibre response,
√
s = 0.9 resp. 7 TeV 3%-9% / 3%-6% 6%-18% / 6%-8%

Model dependence,
√
s = 0.9 resp. 7 TeV 1%-3% / 1%-2% 4%-11% / 12%-17%

Jet energy scale,
√
s = 0.9 resp. 7 TeV - 2% / 2%

Other effects ≤ 1% ≤ 1%

Table 7.6: Systematic uncertainty affecting the correction for each measurement, overall

and for each bin.

Minimum Bias Dijet

Pseudorapidity range
√
s = 900 GeV

√
s = 7 TeV

√
s = 900 GeV

√
s = 7 TeV

3.152 < η < 3.503 11.6% 11.2% 13.5% 21.1%

3.503 < η < 3.853 11.8% 11.4% 13.6% 20.6%

3.853 < η < 4.204 11.9% 11.8% 18.5% 18.3%

4.204 < η < 4.552 12.3% 12.0% 18.9% 18.5%

4.552 < η < 4.903 14.2% 12.8% 22.0% 18.4%

Range 11%-14% 11%-13% 13% - 22% 18%-21%
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8

Discussion of Results

This chapter contains the results of measurements of the energy flow in minimum bias

and dijet events for the two centre-of-mass energies,
√
s = 0.9 TeV and 7 TeV. The

data, corrected for detector effects, are compared to Monte Carlo predictions in an

attempt to quantify which qcd effects impact the forward energy flow the most. The

transverse energy flow is calculated to stack this measurement up against previous

measurements at ep and pp̄ colliders. Finally, the chapter concludes with a summary

and an outlook for future studies of the transverse energy flow in pp collisions.

The energy flow is measured with the cms hadronic forward calorimeters at large

pseudorapidities (3.15 < |η| < 4.9), and corrected to the hadron level. The corrected

data and the comparisons to Monte Carlo predictions are shown in Figures 8.1–8.5.

The systematic uncertainties are indicated as error bars; they are correlated between

η-bins. The statistical uncertainties are negligible and therefore not shown. The plots

demonstrate three key traits observed in the measurements: a development in energy

flow as a function of pseudorapidity; an increase of the same for higher centre-of-mass

energies; a boost in energy for events with a hard scale set by a dijet system.

Figure 8.1 (left) contrasts various pythia 6.4 tunes, holding them up to data.

The z2 and ambt1 tunes, based on lhc data, and the older d6t tune are similar in

their predictions, underestimating the activity in the forward region. Other parameter

settings, such as proq20 and dw, tuned to tevatron data, or newer ones like p11

which use recently-developed mpi models, also fail to adequately describe the data; the

variation of the tunes is of the order of ∼ 10− 20%.
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Figure 8.1 (right) accentuates the differences between assorted event generators

and their model philosophies through a comparison to minimum bias data. pythia 8

predictions obtained using the default version of the generator (i.e., without prior tuning

to recent data) misestimates (far too small) the energy flow. The pythia 6.4 tunes

are presented as a band, which is constructed from the maximum and minimum values

of the predictions in each bin. While the pythia 8 predictions are always within the

tune uncertainty band, pythia 6.4 performs better despite the lack of hard diffraction

modelling, signifying tuning effects largely outweigh diffractive contributions.
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Figure 8.1: Energy flow measured in the minimum bias sample, data corrected

to hadron level,
√
s = 0.9 TeV and

√
s = 7 TeV, compared to pp-physics generators

- The measured data corrected to hadron level are shown as points, the histograms are the

predictions from pythia 6.4 using various tunes (left) and pythia 8, herwig++ and dipsy

(right). The coloured band is constructed from the maximum and minimum values of the

pythia 6.4 predictions in each bin. The error bars on the data represent the systematic

uncertainties. Statistical uncertainties are negligible. [192] [181]

herwig++2.5, featuring angular-ordered parton showers, cluster fragmentation,

and
√
s-specific tunes, describes the data well. Its parameters for the ue and colour

reconnections were tuned to ue and minimum-bias data at
√
s = 0.9 TeV and to

ue data at
√
s = 7 TeV. The agreement after tuning indicates strong correlations

between central and forward ue activity. Without prior tuning to recent data, Dipsy

reproduces the shape and magnitude of the minimum-bias data for
√
s = 7 TeV, but

exhibits up to 50% surplus activity for
√
s = 0.9 TeV. The model’s performance at the

120



higher centre-of-mass energy is promising; set to experimental data, the dipole picture

of bfkl evolution emphasised by dipsy could shed new light on evolution dynamics in

minimum bias events.

Each of the aforementioned generators include mpi modelling within their frame-

work. Evaluating the significance of mpi in the forward region using pythia 6.4-d6t-

without-mpi resulted in predictions 40% lower than the minimum bias measurements

at both centre-of-mass energies. To ascertain that hadronisation effects and increased

parton showering would not make up for the lack of mpi activity, the relevant param-

eters were modified; augmenting parton shower scales by a factor of four compensates

for ∼ 5% of the difference, while comparing parton-level to corrected data estimates

hadronisation effects account for no more than 20% of the energy [192] [193]. The

studies illustrate the necessity of mpi constructs for physics in the forward region.

Figure 8.2 underscores the similarities between cosmic ray air showers and forward

physics in pp collisions. Distributions derived from epos, qgsjet and sybill, event

generators used in cosmic-ray air shower investigations, fair better than most obtained

from standard collision-physics event generators [194]. The manner in which these

models take contributions from both soft and hard parton dynamics into consideration

exposes the deficiencies in current forward physics modelling.

The juxtaposition of energy flow data and simulations from pythia 6.4 (Figure 8.3-

left and Figure 8.4-left), assorted collision event generators (Figure 8.3-right and Fig-

ure 8.4-right), and cosmic-ray Monte Carlos (Figure 8.5) for dijet events reveals the

same behaviour and properties as observed in minimum bias events. In data, the en-

ergy flow increases with |η| and centre-of-mass energy. herwig++ matches data, dipsy

performs well at
√
s = 7 TeV, pythia 6.4 encapsulates the data, pythia 8 does not

fair well, predictions without mpi underestimate activity significantly, and cosmic-ray

event generators outperform standard event generators.

However, some distinguishing features emanate from the comparisons. Not only is

the average energy in dijet events higher than in minimum bias, the ratio of energy

flow between the two centre-of-mass energies is much greater; three to four times larger

in dijet systems as opposed to two-three times in minimum bias topologies. In mc,

one particular tune from pythia 6.4 (Pro-Q20) duplicates attributes of the data well,

pythia 8 describes a part of the data at
√
s = 7 TeV, and two of the cosmic-ray mcs

(qgsjet II and sibyll) show a larger deviation at the lowest |η|-bins for
√
s = 0.9 TeV.
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Figure 8.2: Energy flow measured in the minimum bias sample, data corrected

to hadron level,
√
s = 0.9 TeV and

√
s = 7 TeV , compared to cosmic-ray Monte

Carlo generators - Energy flow in the minimum bias sample, as a function of η for√
s = 0.9 TeV and

√
s = 7 TeV . The measured data corrected to hadron level are shown

as points, the histograms are the predictions from different event generators for cosmic

ray physics. The error bars on the data represent the systematic uncertainties. Statistical

uncertainties are considered negligible. [192] [181]
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Additionally, cascade, an event generator based on the ccfm evolution equation and

lacking a mpi-paradigm, offers an alternative approach to parton-showers. It covers a

part of the difference between d6t- no-mpi and data. Nonetheless, the preponderance

of secondary and tertiary collisions (semi-hard mpi) is evident, as indicated by the

additional energy flow activity in dijet events. Lastly, the overall agreement with data

is slightly better than in minimum bias topologies; the primary interactions in collision

events are well-modelled.
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Figure 8.3: Energy flow measured in the dijet sample, data corrected to hadron

level,
√
s = 0.9 TeV, compared to hadron-level predictions made pp-physics

Monte Carlo generators - Energy flow in the dijet sample as a function of η for√
s = 0.9 TeV. The measured data corrected to hadron level are shown as points, the

histograms are the predictions from pythia 6.4 using various tunes (left) and pythia 6.4,

pythia 8, herwig++, cascade and dipsy (right). The coloured band is constructed

from the maximum and minimum values of the pythia 6.4 predictions in each bin. The

error bars on the data represent the systematic uncertainties. Statistical uncertainties are

considered negligible. [192] [181]

Previous experiments at hera [32] and sps [195] have measured transverse energy

flow. In order to compare this measurement to equivalent investigations at ep- and pp̄-

colliders, the transverse energy flow must be estimated from the average energy flow.

Values obtained using Eq. 8.1, where θ was the mean of the bin, produced the curves

shown in Figures 8.6–8.7.

〈ET 〉 ≈ 〈E〉 sin θ = 〈E〉 sin(2 · arctan(e−η)) (8.1)
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Figure 8.4: Energy flow measured in the dijet sample, data corrected to hadron

level,
√
s = 7 TeV, compared to hadron-level predictions made pp-physics Monte

Carlo generators - Energy flow in the dijet sample as a function of η for
√
s = 7 TeV. The

measured data corrected to hadron level are shown as points, the histograms are the pre-

dictions from pythia 6.4 using various tunes (left) and pythia 6.4, pythia 8, herwig++,

cascade and dipsy (right). The error bars on the data represent the systematic uncer-

tainties. Statistical uncertainties are considered negligible. [192] [181]

Minimum bias events feature a constant transverse energy flow, dET /dη ∼ 3 GeV

(6 GeV) at
√
s = 0.9 TeV (7 TeV), compatible with the steep slope observed for

dE/dη distributions. dET /dη values determined from Figure 8.7 for dijet events reveal

that the gradient is consistent with pT - or virtuality- (Q2−) ordered parton-evolution

calculations. That is, the lowest transverse momentum is in the direction of the proton,

converging towards the ET -limit of the hard scatter in the central region (i.e., dglap-

like). Extrapolating the given numbers would yield ∼ 8 GeV (∼ 20 GeV) at the

collision-point (≈ η = 0) for
√
s = 0.9 TeV (7 TeV), accordant with the pT -cut-off for

the dijet systems. The theoretical predictions with mpi are in agreement with data for

minimum bias events, and overestimate the energy flow substantially in dijet events, as

seen in the energy flow distributions.

The average transverse energy in minimum bias events, dET /dη ∼ 2.4 GeV at

η = 0, previously measured in pp-collisions [195] is comparable to the calculated value

dET /dη ∼ 3 GeV at η = 3.5 for
√
s = 0.9 TeV, given the flat progression seen in

Figure 8.6. However, the calculation for
√
s = 7 TeV invalidates the assumed quadratic

logarithmic dependence on
√
s of the average transverse energy (Eq. 8.2) reported by
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Figure 8.5: Energy flow measured in the dijet sample, data corrected to hadron

level,
√
s = 0.9 TeV and

√
s = 7 TeV, compared to hadron-level predictions made

cosmic-ray physics Monte Carlo generators - Energy flow in the dijet sample as

a function of η for
√
s = 0.9 TeV (left) and

√
s = 7 TeV (right). The measured data

corrected to hadron level are shown as points. The coloured band is constructed from the

maximum and minimum values of the pythia 6.4 predictions in each bin. The error bars

on the data represent the systematic uncertainties. Statistical uncertainties are considered

negligible. [192] [181]
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Figure 8.6: Transverse Energy Flow in Minimum Bias Events - Transverse energy

flow estimated from average energy flow data using Eq. 8.1,
√
s = 0.9 TeV (left) and√

s = 7 TeV (right). The error bars represent the systematic uncertainty for energy

propagated to the transverse energy flow. Statistical uncertainties are neglected.
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Figure 8.7: Transverse Energy Flow in Dijet Events - Transverse energy flow esti-

mated from average energy flow data using Eq. 8.1,
√
s = 0.9 TeV (left) and

√
s = 7 TeV

(right). The error bars represent the systematic uncertainty for energy propagated to the

transverse energy flow. Statistical uncertainties are neglected.

the ua1 collaboration.

d(
∑
ET )

dη
(GeV ) = 0.80− 0.075 ln(

√
s/GeV ) + 0.051(ln(

√
s/GeV ))2 (8.2)

The comparison of the average transverse energy flow calculated for dijet events at

cms and that measured in deep-inelastic scattering events (dis) [32] at similar x and Q2

is shown in Table 8.1. No corresponding measurement exists for the 7 TeV calculation.

In dis-events, where the contributions from mpis are negligible, the transverse energy

flow is much smaller than for pp-collisions.

Table 8.1: Average transverse momentum and their corresponding kinematic values (x,

Q2 = 4p2T , η) for two separate measurements, one at cms and the other in dis events at

h1 [32]. Each of the values is an approximation.

Measurement Q2 (GeV2) x η dET /dη

cms di-jet 250 0.02 3.3 4

h1 dis 250 0.01 ∼ 3 2

In summary, while the shape of the energy flow distributions is reasonably well-

reproduced by the event generators, few described the magnitude of measured activity.

Adjusting the ue-related parameters to experimental data trumped all other consid-

erations. Furthermore, it has been shown that mpis produce a significant amount of
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the hadronic energy flow. Therefore, the measured energy flow can be used for further

constraints of the models with multiple parton interactions. The exact data points

along with their corresponding uncertainty are listed in Tables 8.2 and 8.3. Cosmic-ray

event simulations were shown to entail a more complete modelling of soft and hard

parton dynamics for boosted collisions. Finally, calculations of transverse energy flow

are in agreement with previous comparable measurements and expectations. These

measurements form a good basis for a more extensive study of dET /dη with particle

flow objects, spanning the entire pseudorapidity range of cms.

Table 8.2: Corrected energy flow (1/N(dE/dη)) and systematic uncertainties (δsys) for

the minimum bias measurements. The units of the data and the uncertainties are in GeV.

The statistical errors are in all bins less than 0.1%, and therefore not listed.

Minimum Bias Data√
s = 900 GeV

√
s = 7 TeV

η bin range 1/N(dE/dη) ±δsys 1/N(dE/dη) ±δsys
3.152 - 3.503 40.9 4.8 90.2 10.1

3.503 - 3.853 52.4 6.2 119.3 13.6

3.853 - 4.204 77.8 9.2 169.7 20.0

4.204 - 4.552 88.8 10.9 220.3 26.4

4.552 - 4.903 101.2 14.4 309.6 39.5

Table 8.3: Corrected energy flow (1/N(dE/dη)) and systematic uncertainties (δsys) for

the di-jet measurements. The units of the data and the uncertainties are in GeV. The

statistical errors are in all bins less than 0.1%, and therefore not listed.

Di-Jet Data√
s = 900 GeV

√
s = 7 TeV

η bin range 1/N(dE/dη) ±δsys 1/N(dE/dη) ±δsys
3.152 - 3.503 61.3 8.3 160.9 34.0

3.503 - 3.853 73.2 10.0 205.7 42.4

3.853 - 4.204 94.2 17.4 270.9 49.4

4.204 - 4.552 101.0 19.1 348.3 64.3

4.552 - 4.903 113.1 24.9 463.1 85.0
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9

Coda: In Through the Out Door

Energy flow, dE/dη, has been studied in proton-proton collisions at the lhc, for two

centre-of-mass energies,
√
s = 0.9 TeV and 7 TeV. The measurements are made in

the pseudorapidity range 3.15 < |η| < 4.9, for both minimum-bias events and events

with at least two high-momentum jets, using the cms detector. Prior to the analysis

presented in this thesis, an investigation of the energy flow in this η-region has never

been reported at hadron colliders.

9.1 Summary

The lhc is a hadron collider that provides a unique opportunity to study proton-

proton collisions in a previously unexplored phase space. Quantum chromodynamics

sets the formalism needed to characterise hadron-hadron collisions provided at such

an accelerator. However, the scale of the interaction must be sufficiently large for the

perturbative approach to be applicable. Given the impact of collinear effects and the

fact that the hadron structure is non-perturbative in nature, pqcd is replaced by phe-

nomenological models at the ΛQCD-limit. These models are tuned to describe data from

previous experiments, but are limited in their description of current measurements at

the lhc. Calculations indicate an increase in the total cross section due to additional

multi-parton and underlying event activity with respect to colliders such as the teva-

tron. Therefore, the extrapolation of existing tunes to larger centre-of-mass energies

is uncertain, and often leads to sizeable discrepancies amongst the various predictions.

129



9. CODA: IN THROUGH THE OUT DOOR

This measurement seeks to provide additional constraints to existing parameter sets

of the underlying event by studying low-x physics. With an unprecedented coverage

in pseudorapidity provided by forward calorimeters, the cms detector allows for an

investigation of ue models over a larger phase space than was possible in previous ex-

periments. The Hadronic Forward calorimeter is a sub-detector which extends from

2.9 < |η| < 5.2, thereby equipping cms for investigations at large pseudorapidities; it

is segmented into 13 rings in pseudorapidity and is completely φ-symmetric. How-

ever, a reduced range (3.15 < |η| < 4.9) is used to limit possible shower leakage from

overlapping detectors and discrepancies between simulation-data comparisons. The full

event-simulation chain includes accurate modelling of detector effects in the measure-

ment region. Where relevant, additional factors adjust the simulated variables or data

to better account for actual effects such as non-uniformity of the detector.

The observable chosen to investigate the forward region is energy flow, as it spans a

larger phase-space region than available track-related variables, and describes the shape

and magnitude of the event globally (i.e. independent of particle and shower type). The

measurement is presented as a function of pseudorapidity; ten η-rings are combined

into five bins by grouping two consecutive rings together. Two event topologies are

investigated: minimum bias events and events with a central dijet system. Minimum

bias is defined as non-single diffraction events with at least one good reconstructed

vertex in a pp collision. Dijet events consist of at least two high-momentum jets within

the central region of cms (|ηjet| < 2.5), with the momentum scale of the jets set to

comparable x-values for the two centre-of-mass energies. The jets are defined using

the anti-kT algorithm, with pT,jet > 8 GeV (pT,jet > 20 GeV) for
√
s = 900 GeV

(
√
s = 7 TeV); relative and absolute corrections are applied to the jet momenta. There

is less than 1% of pile up events in the data samples, and therefore no special treatment

is required for the measurements.

A bin-by-bin correction method is used to unfold the data to hadron level. The

correction factors for each of the measurements are calculated by taking the ratio

of hadron-level predictions to detector-level simulations. Hadron-level distributions

are generated with selection criteria similar to actual requirements in data. That is,

emulating the detector-level trigger for nsd event selection by requiring at least one

charged particle on either side of the interaction point (3.9 < |η| < 4.4). In the case of

the dijet analysis, the kinematic selection of the dijet system (pT , η,∆φ) was identical
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9.1 Summary

for both data and simulations. The four pythia6.4 detector-level predictions (tunes)

that best describe and encapsulate the uncorrected data are chosen for the correction

factor, providing an averaged ratio.

Studies with single-particle and minimum bias samples show migration effects to

have a negligible contribution to the measured energy flow. Furthermore, a system-

atic check via the least-squares method demonstrates that no bias is introduced by the

correction method, ensuring the applicability of the calculated factors. However, the

analysis suffers from large systematic uncertainties caused by the variations in the mod-

els used. Supplementary systematic studies estimate further uncertainties attributed

to the modelling of the short-fibre response in simulations, dependence on the non-

uniformity corrections applied, and the poor energy resolution of the calorimeter. The

global systematic uncertainty assigned to the measurement is a result of the individual

estimates added in quadrature.

The corrected data display three general trends - an increase as a function of pseu-

dorapidity, an increase with centre-of-mass energy, and a dependence on the presence

of the hard scale. The plots show that the shape of theoretical predictions from event

generators reproduce these characteristics; the variation of energy flow with η and that

the presence of the high momentum dijet system in the central region increases the de-

posited energy in the entire phase space. However, many of the distributions from the

mc generators fail to predict the amount of energy flow in an event. Models which in-

clude a description of multi-parton interactions produce predictions closer to data than

those without. Varying parameters which impact hadronisation and the amount of

parton radiation cannot compensate for the lack of a working mpi model. Nonetheless,

the large spread in the theoretical predictions indicates sensitivity of the measurement

shows sensitivity to the variations amongst the tunes.

The pythia generator has been used to highlight the differences between various

mpi models, changes in impact parameters, and isr and fsr contributions. While

none of the pythia6.4 tunes describe all four of the measurements, d6t and proq20

fair well in minimum-bias events and in dijet events, respectively. herwig++ features

angular-ordered parton showers, the cluster hadronisation model, and colour-string

reconnections; the new centre-of-mass dependent tunes are in agreement with the data.

dipsy and cascade explore alternative parton dynamics, bfkl and ccfm respectively;

predictions from dipsy fail in the low-
√
s scenarios and the absence of an mpi model
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9. CODA: IN THROUGH THE OUT DOOR

limits the validity of cascade. The best description of the measured energy flow comes

from models based on cosmic-ray interactions.

Finally, the transverse energy flow is calculated, allowing a comparison with mea-

surements in deep-inelastic scattering events (ep collisions) at hera. As expected,

the activity in pp collisions is significantly higher compared to ep collisions where mpi

contributions are negligible.

9.2 Outlook

This analysis not only sets a baseline (reference) for future measurements at large

pseudorapidities, but also provides the first experimental evidence of the forward re-

gion’s sensitivity to underlying event activity and various qcd effects. The variations

in shape and magnitude amongst the models is large and an important application of

this measurement will be to further constrain ue parameters. With the first wave of

cms tunes emerging, a new parameter set using this measurement in conjunction with

other analyses of qcd and ue structure (e.g. dN
dη ) is expected. Moreover, this study

affords us with the opportunity to characterise the scaling of ue activity as a function of

centre-of-mass energy; additional measurements at
√
s = 2.36 TeV, and possibly higher

energies (e.g.,
√
s = 2.7 TeV, 8 TeV and 10 TeV) will produce an interesting constraint

that could reduce uncertainties in future extrapolations. A natural extension of this

analysis would be investigations of the energy flow’s dependence on the central jet sys-

tem, and a comparison between average correction factors and corrections obtained via

the energy spectrum.

Of course, before embarking on further investigations of the ue, a necessary step

would be to improve the precision of this measurement. Additional data will not affect

the statistical uncertainty (negligible), but the large uncertainties due to systematic

effects can be constrained. One of the dominant systematic uncertainties is the model

dependence of the correction factor; further tuning the event generators or selecting

tunes more compatible with the data, as well as re-weighting the distributions prior

to applying unfolding methods could lead to a smaller model dependence. Also, an

improvement in the geometry description removes the need for artificial adjustments

to account for geometrical non-uniformity effects, thus reducing the systematic uncer-

tainty associated with it. Another option is to extend the measurement over the entire
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9.2 Outlook

region covered by cms using particle flow information. Exploiting the supplementary

information available (e.g., better detector resolution, both positional and in energy),

would lead to a reduced systematic uncertainty associated to calorimeter effects (e.g.,

energy scale, non-uniformity) and to probe very low-pT activity. Lastly, the interpre-

tation of the energy flow variable was complicated due to its natural dependence on

pseudorapidity. Choosing a different set of variables such as transverse energy and pos-

sibly particle multiplicity would reveal more about the contributions to the underlying

event and their inter-dependence.

Despite the numerous ways in which this study could be ameliorated, the four mea-

surements have provided some insight into the activity at large pseudorapidities, as well

as the issues that affect such an analysis at cms. They have lead to a better under-

standing of activity and basic processes in hadron collisions at the lhc, demonstrating

that the forward region is sensitive to both perturbative and non-perturbative qcd. In

closing, I hope that the investigation presented in this thesis will set the foundations

for further measurements in this interesting, unexplored region of phase space. This

concludes my three-year bummel through the world of particle physics.

“A ‘Bummel’,” I explained, “I should describe as a journey, long or short, without

an end; the only thing regulating it being the necessity of getting back within a given

time to the point from which one started. Sometimes it is through busy streets, and

sometimes through the fields and lanes; sometimes we can be spared for a few hours,

and sometimes for a few days. But long or short, but here or there, our thoughts are

ever on the running of the sand. We nod and smile to many as we pass; with some

we stop and talk awhile; and with a few we walk a little way. We have been much

interested, and often a little tired. But on the whole we have had a pleasant time, and

are sorry when ’tis over.” [196]

Taken from Three Men on the Bummel, written by Jerome K. Jerome
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[3] D. Griffiths. Introduction to Elementary Particles. John

Wiley and Sons, New York, 1987. 1, 6

[4] W. N. Cottingham and D. A. Greenwood. An Introduction

to the Standard Model of Particle Physics. Cambridge

University Press, 1998. 2

[5] T. Morii et al. The Physics of the Standard Model and

Beyond. World Scientific Publishing, 2004. 2

[6] Jean Hladik and Michel Chrysos. Introduction á la Rel-
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[76] Torbjorn Sjöstrand, Stephen Mrenna, and Peter Skands.

PYTHIA 6.4: Physics and Manual. JHEP, 05:026,

2006. 16, 20, 22, 25, 78

[77] A. Donnachie and P. V. Landshoff. Total cross-

sections. Phys. Lett., B296:227–232, 1992. 16

[78] T. Sjostrand and Peter Z. Skands. Multiple interac-

tions and the structure of beam remnants. JHEP,

0403:053, 2004. 16, 20, 22

[79] G. Marchesini and B. R. Webber. Monte Carlo Simu-

lation of General Hard Processes with Coherent

QCD Radiation. Nucl. Phys., B(310):461, 1988. 18

[80] B. R. Webber. A QCD Model for Jet Fragmen-

tation Including Soft Gluon Interference. Nucl.

Phys., B(238):492, 1984. 18

[81] B. Andersson. The Lund Model. Cambridge University

Press, 1998. 18

[82] B. Andersson et al. Parton Fragmentation and

String Dynamics. Phys. Rep., 97 (2 and 3):31, 1983.

18

[83] J. Gaudean. PhD thesis, Universiteit Antwerpen, 1984.

19

[84] F. Abe et al. Measurement of double parton scat-

tering in pp̄ collisions at
√
s = 1.8 TeV. Phys. Rev.

Lett., 79:584, 1997. 19

[85] V.A. Abramowsky, V.N. Gribov, and O.V. Kancheli.

AGK Cutting Rules. Sov. J. Nucl. Phys., 18:308,

1974. 21

[86] Fritz W. Bopp, R. Engel, and J. Ranft. Rapidity gaps

and the PHOJET Monte Carlo. 1998. 21, 78, 79,

108

[87] H. Kowalski. Multiple Interactions in DIS from

AGK rules, 2005. 21

[88] J. Bartels. Some Remarks on AGK rules. Mini

Workshops on Multiple Interactions and Underlying

Events, 2007. 21

[89] C.M. Buttar et al. The Underlying Event. 2008. 21

[90] S. Alekhin, G. Altarelli, N. Amapane, J. Andersen, V. An-

dreev, et al. HERA and the LHC: A Workshop on

the implications of HERA for LHC physics: Pro-

ceedings Part A. 2005. 22

[91] T. Sjostrand and Peter Z. Skands. Transverse-

momentum-ordered showers and interleaved

multiple interactions. Eur.Phys.J., C39:129–154,

2005. 22, 23

[92] J. M. Butterworth and M. H. Seymour. JIMMY4:

Multiparton Interactions in HERWIG for the

LHC. 2005. 23, 24

[93] M. Bahr et al. Herwig++ Physics and Manual.

Eur. Phys. J., C58:639, 2008. 23, 26

[94] S. Gieseke, D. Grellscheid, K. Hamilton, A. Papaefs-

tathiou, S. Platzer, et al. Herwig++ 2.5 Release

Note. 2011. 24, 26

[95] A. Buckley et al. Systematic event generator tun-

ing for the LHC. Eur. Phys. J., C65:331, 2010. 25,

78

[96] Peter Skands. Tuning Monte Carlo Generators:

The Perugia Tunes. Phys. Rev., D82:074018, 2010.

25, 26, 78

[97] Georges Aad et al. Charged-particle multiplicities

in pp interactions measured with the ATLAS de-

tector at the LHC. New J. Phys., 13:053033, 2011.

25

[98] Serguei Chatrchyan et al. Measurement of the

Underlying Event Activity at the LHC with

sqrt(s)= 7 TeV and Comparison with sqrt(s) =

0.9 TeV. 2011. 25

[99] The CMS Collaboration. Charged particle multi-

plicities in pp interactions at sqrt(s) = 0.9, 2.36,

and 7.0 TeV. CMS Physics Analysis Summary QCD-

10-004, 2010. 25

[100] Rick Field. Early LHC Underlying Event Data -

Findings and Surprises. Invited talk at the Hadron

Collider Physics Symposium 2010, Toronto, Canada,

2010. 25, 78

[101] The CTEQ Collaboration. Global QCD Analysis of

Parton Structure of the Nucleon: CTEQ5 Parton

Distributions. Eur. Phys. J., C12:375, 2000. 25

[102] J. Pumplin et al. New Generation of Parton Dis-

tributions with Uncertainties from Global QCD

Analysis. J. High Energy Phys., 07:012, 2002. 25, 26

[103] P. Skands and D. Wicke. Non-perturbative QCD Ef-

fects and the Top Mass at the Tevatron. Eur.

Phys. J., C52:133, 2007. 26, 78
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