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Abstract

Calorimetry plays a crucial role in ongoing and upcoming high-energy physics exper-
iments. To build a powerful calorimetric system with a performance tailored to the
expected physics signatures, demands dedicated research and development of new read-
out technologies as well as dedicated reconstruction algorithms.

The presented design of a calorimetric system which meets the high demands of pre-
cision physics at the future linear collider ILC, follows the paradigm of particle flow.
Particle flow is a reconstruction principle that relies on a calorimetric system with high
spatial granularity. In the detector optimisation process, the development of hardware
and software are interlinked and cannot be judged independently.

This thesis addresses two different aspects of detector optimisation, a test of the de-
tector design against one example physics scenario and the development of a stable
calibration procedure.

In the first part, a gauge-mediated Supersymmetry breaking scenario is used to test
the design of the electromagnetic calorimeter in a full detector simulation study. The
reconstruction of the neutralino properties, each decaying into a photon and a gravitino,
requires a good energy resolution, as well as excellent position and angular resolution.
The error bounds on the neutralino mass is strongly linked to the energy resolution,
while the position and angular reconstruction of neutral particles is essential for the
determination of the neutralino lifetime.

The second part of this thesis focuses on the calibration procedure for a prototype
of the hadron calorimeter. 7608 novel photodetectors are operated and tested in this
prototype. They are exposed to beams of well defined particle type and energy. The
calibration is tested with a detailed study of electromagnetic showers inside the cubic-
metre-sized prototype, with special attention paid towards the non-linearity correction.
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Zusammenfassung

In laufenden und zukünftigen Hochenergiephysikexperimenten spielt Kalorimetrie eine
entscheidende Rolle. Die Entwicklung neuer Kalorimeter, die auf die erwarteten Signa-
turen optimiert sind, erfordert sowohl die Erforschung neuer Auslesetechnolgien, als
auch die Entwicklung spezialisierte Rekonstruktionsalgorithmen.

Das Design eines Kalorimetersystems mit dem die hohen Präzisionsansprüche an Mes-
sungen an einem zukünftigen Linearbeschleuniger, wie z. B. dem ILC, erfüllt werden
können, basiert auf dem

”
Particle Flow“ Prinzip. Diese Rekonstruktionsphilosophie

beruht auf einem Kalorimetersystem mit hoher räumlicher Auflösung. Im Rahmen der
Detektoroptimierung gehen die Entwicklung von Hard- und Software Hand-in-Hand,
so dass beide Bereiche gemeinsam beurteilt werden müssen.

Diese Arbeit behandelt zwei unterschiedliche Gesichtspunkte der Detektoroptimierung.
Zum einen wird das Detektordesign anhand eines physikalischen Szenarios untersucht,
des weiteren wird eine stabile Kalibrierungsmethode für einen Detektorprototypen ent-
wickelt.

Im ersten Teil werden die Anforderungen an das elektromagnetische Kalorimeter wer-
den anhand einer vollen Detektorsimulation überprüft. Dabei werden die Eigenschaften
von Neutralinos bestimmt, die jeweils in ein Gravitino und ein Photon zerfallen. Die-
ses Szenario ist Teil einer supersymmetrischen Theorie, in der die Symmetriebrechung
durch Eichwechselwirkungen übertragen wird. Die Photonen aus dem Neutralinozerfall
müssen mit guter Energie-, Positions-, und Winkelauflösung gemessen werden. Die Ge-
nauigkeit mit der die Messung der Neutralinomasse erfolgen kann, hängt von der er-
reichten Energieauflösung ab. Die Positions- und die Winkelaulflösung bestimmen den
Fehler bei der Lebensdauermessung.

Im zweiten Teil wir die Kalibrierung eines Prototypen des hadronischen Kalorimeters
untersucht. In diesem Prototypen werden 7608 neuartige Lichtsensoren verschiedenen
Strahlen bekannter Energie und Teilchenart ausgesetzt. Es wir das Ansprechverhalten
auf elektromagnetische Schauer untersucht, das zur Bestätigung der Kalibrierung, ins-
besondere der Korrektur des nicht-linearen Verhaltens der SiPM, dient.
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1 Introduction

The Standard Model of particle physics describes all known matter particles and the
interactions between them. However, the Standard Model cannot be the theory of
everything. Application of the laws of the smallest scales to the biggest experiment,
the universe, reveals that the Standard Model particles can only describe a tiny fraction
of the matter surrounding us. The most popular extension of the Standard Model that
enables a better agreement between particle physics and cosmological observations is
Supersymmetry (SUSY). The constituents of SUSY are expected to reveal themselves
around the TeV scale.

In order to study this new phenomena with great precision a lepton collider should
be constructed. It should have a high enough centre of mass energy to discover at
least the majority, if not all of the expected new particles. The International Linear
Collider (ILC), a proposed electron - positron collider with centre-of-mass energy up
to

√
s = 1 TeV, could fulfil these demands.

In addition, to perform precision measurements a detector with high resolution is essen-
tial. The International Large Detector (ILD) is designed as a multi-purpose detector,
with the paradigm of particle flow in mind. The basic idea of particle flow is to utilise
the sub-detector with the best possible resolution to reconstruct each single particle
in every event, even within dense hadronic jets. The momenta of charged particles
are reconstructed in the tracker and only neutral particles are reconstructed in the
calorimeters, which have a worse energy resolution up to energies of a few hundred
GeV. In contrast to traditional calorimetry, a high lateral and longitudinal granularity
of the calorimetric system is of major interest, as this is the only way to separate single
particle showers in a dense jet environment.

The successful realisation of the particle flow paradigm requires the development and
understanding of calorimeter designs, including new read-out technologies, as well as of
sophisticated clustering algorithms. Only the combination of both enables the precise
determination of e. g. supersymmetric particle properties.

This thesis covers both topics, the understanding of new calorimeter technologies, as
well as that of sophisticated cluster algorithms. The possible discovery and precise
determination of one example SUSY scenario is studied in full detector simulation.
The analysis poses a challenge to all the electromagnetic performance criteria, i. e. the
energy, position and angular resolution. As detector design and software development
go hand-in-hand, this analysis is not only used to determine whether the chosen de-
tector geometry is sufficient to perform, only from the calorimeter information, the
reconstruction of neutral particle lifetimes. It is also probing the cluster algorithm
performance.

Additionally, physics prototypes are built and tested in well defined test beam en-
vironments. They serve as proof of principle that the aimed detectors can also be
realised and handled in reality. The demanded high granularity requires new read-
out technologies, e. g. silicon based pixelated devices for the hadron calorimeter. One

1



2 Chapter 1: Introduction

important step is the investigation of the calorimeter prototype characteristics at the
electromagnetic scale, which serves as calibration validation and is a measure for the
detector understanding.

This thesis is organised as follows. After a short description of the Standard Model
of particle physics, its problems and Gauge Mediated Supersymmetry Breaking as a
possible solution in chapter 2, the International Linear Collider and the International
Large Detector are introduced in chapter 3. The principles of calorimetry are impor-
tant for both presented analyses, and therefore presented in chapter 4. Afterwards, the
reconstruction of the next-to-lightest SUSY particle properties are discussed in chap-
ter 5. The introduction of the physics prototype of a hadron calorimeter in chapter 6,
is followed by the analysis of electromagnetic showers in the same detector in chapter 7.
Finally, the thesis in summarised and concluded in chapter 8.



2 The Standard Model and Beyond

The Standard Model of particle physics (cf. section 2.1) describes the fundamental mat-
ter particles and the interactions between them. It has successfully passed a plethora
of experimental tests since it was first described 40 years ago [1, 2, 3]. Still it is not
satisfactory since many questions remain open (cf. section 2.2). Therefore, theorists
came up with a huge variety of extensions of the Standard Model, the most popular
one being the so-called Supersymmetry (cf. section 2.3).

2.1 The Standard Model

The elementary particles in nature (that we are aware of) can be categorised by an
intrinsic property called spin. All particles have spin in integer multiples of 1/2. Matter
building particles possess an odd multiple and are named fermions. They can again
be ordered in two groups (leptons and quarks), depending on the forces that act on
them. Three generations exist in each group. While particles within one generation
differ in their quantum numbers, especially in their electric charge, the corresponding
particles of different generations have identical quantum numbers, but differ in their
masses. In addition, every particle has a partner with the same mass, but opposite
quantum numbers, its anti-particle.

Four fundamental forces act on these matter building particles: gravity, electromagnetism,
the weak and the strong force. They are mediated by force carrying particles with in-
teger spin, called bosons, that couple to the matter building particles and sometimes
also to each other. The carrier of the electromagnetic force, the photon γ, couples to
all particles with electric charge, i. e. to all fermions except the neutrinos, and to the
W±-bosons. The weak force has three mediating particles: two charged W -bosons and
one electrically neutral Z-boson. All of them couple to every matter building particle
and in addition the W±-bosons couple to themselves. Gluons are mediators of the
strong force. They appear in eight different colour states and couple to coloured parti-
cles, which means to all quarks and to each other. Finally, all particles are subject to
gravity. Which, although first described by I. Newton in the 17th century, and later on
described much more precisely by A. Einstein in the form of general relativity, cannot
be included in the Standard Model up to now.

The name, symbol, mass, electric charge and spin of all matter building particles and
force carriers of the Standard Model are summarised in figure 2.1.

2.1.1 Groups and Symmetries

The Standard Model is based on the principle of local gauge invariance. It was
first described for electroweak interactions by S. L. Glashow [1], A. Salam [2] and

3



4 Chapter 2: The Standard Model and Beyond

Z0

91.2 GeV
0
1

Z−boson

c t

d s b

e

ν ν

µ τ

Le
pt

on
s

Q
ua

rk
s

νe µ τ

III III

mass
charge
spin

name
u

1.5−3.3 MeV
+2/3
1/2

1.27 GeV
+2/3
1/2

up charm top

3.5−6.0 MeV
−1/3
1/2

down strange bottom

4.2 GeV
−1/3
1/2

104 MeV
−1/3
1/2

0
1/2

0
1/2

0
1/2

tau
neutrino

muon
neutrino

electron
neutrino

0.511 MeV
−1
1/2

105.7 MeV
−1
1/2

−1
1/2

electron muon tau

171.2 GeV
+2/3
1/2

1.78 GeV

< 5 eV < 0.27 MeV < 31 MeV

Three Generations of Matter (Fermions)

W

g

+

γ

−1

photon

0
1

0
0
1

gluon

80.4 GeV
1+−

W−boson

0
0 H
Higgs

Fo
rc

e 
C

ar
ri

er
s (

Bo
so

ns
)

< 10     eV
−18

> 114.4 GeV

Figure 2.1: The Standard Model of particle physics comprises 12 fermionic matter par-
ticles (6 quarks and 6 leptons) and 3 forces mediated by bosons [4].

S. Weinberg [3] between 1960 and 1970. Later on H. Fritzsch, M. Gell-Mann and
H. Leutwyler [5] extended the theory to the hadronic sector, adding a theory called
quantum chromo dynamics (QCD).

As a consequence of local gauge invariance the Lagrangian L, which describes the par-
ticle interactions, has to be invariant under certain symmetry transformations. Thus,
the forces can be related to certain symmetry groups which describe this invariance.

The symmetry group underlying electromagnetism is a group of unitary 1×1 matrices,
and therefore called U(1). The weak force forms an SU(2) and the strong force a
SU(3) group. The SU is a special subgroup of U , with the additional constraint that
det(U) = +1.

The Lagrangian of electromagnetism

L = iΨ̄γµ∂
µΨ − mΨ̄Ψ (2.1)

is invariant under the global phase transformation Ψ′(x) → eiαΨ(x), for a constant
phase α. The gauge group U(α) = eiα with α ∈ R fulfils U †U = 1 and is therefore a
unitary group called U(1).

According to E. Noether’s theorem [6], any fundamental symmetry has a correspond-
ing conservation law. In this case its the conservation of the electrical current and
consequently of the electrical charge. This can be calculated from the infinitesimal
transformation Ψ′ = (1 + iα)Ψ. The resulting variation of the Lagrangian has to
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I3 Q Y

νL 1/2 0 −1
eL −1/2 −1 −1
eR 0 −1 −2

Table 2.1: Isospin doublet and singlet for the first lepton generation.

vanish:

δL = 0

=

(

∂L
∂Ψ

)

δΨ +

(

∂L
∂(∂µΨ)

)

δ(∂µΨ) + δΨ̄
∂L
∂Ψ̄

+ δ(∂µΨ̄)
∂L

∂(∂µΨ̄)

= −2α∂µ(Ψ̄γµΨ).

Inserting the electron current density jµ = −eΨ̄γµΨ, one resolves the current conser-
vation

∂µjµ = 0. (2.2)

For local gauge transformations the phase α(x) is a function of space and time: xµ =
(t,−~r). The first term of equation 2.1 includes the derivative ∂µΨ, which is not invariant
under local gauge transformations. To recover gauge invariance the derivative has to
be replaced by

∂µ → Dµ = ∂µ − ieAµ, (2.3)

where the gauge field Aµ has to fulfil

A′
µ = Aµ +

1

e
∂µα(x). (2.4)

Thus, an arbitrary function α(x) can be added to the gauge field without changing
the physical observable, which is the characteristic of a photon field. For the electro-
magnetic Lagrangian the gauge field corresponds to the electromagnetic field.

2.1.2 Mathematical Formulation of the Standard Model

The symmetry group of the Standard Model is

SU(3)C ⊗ SU(2)L ⊗ U(1)Y . (2.5)

Invariance under colour transformation C is described by an SU(3)C group. This
is the basic gauge group of the strong force, with eight eigenstates corresponding to
eight gluons. The gauge group of the electroweak force is SU(2)L ⊗ U(1)Y , where L
denotes the invariance under left-handed isospin transformations. The hypercharge
Y = 2(Q − I3) relates the electric charge Q with the third isospin component I3. The
isospin multiplets for the first lepton generation are given in table 2.1

In the mathematical description of the Standard Model particles are represented as
fields Ψ(~x, t) in space and time. The Lagrangian L, describing their evolution, reads

L = ΨγµDµΨ − 1

4
~Wµν

~W µν − 1

4
BµνB

µν − 1

4
F a

µνF
µν
a . (2.6)
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It contains the gauge boson kinetic and self-interaction terms

~Wµν = ∂µ
~Wν − ∂ν

~Wµ + g2
~Wµ × ~Wν

and
Bµν = ∂µBν − ∂νBµ.

The coupling constants of U(1)Y and SU(2)L are called g1 and g2, respectively. Bµ is
the gauge boson field associated with the hypercharge, W i

µ (i = 1, 2, 3) are that of the
isospin. They mix to the gauge boson mass eigenstates

γ = B cos θW + W3 sin θW ,

Z = −B sin θW + W3 cos θW ,

W± = (W1 ∓ iW2)/
√

2,

where the weak mixing angle is θW ≈ 28◦.

The gluon kinetic and self-interaction term contains the gluon field strength tensor

F a
µν = ∂µGa

ν − ∂νG
a
µ + g3f

abcGbµGcν,

where Ga
µ denote eight gluon fields and g3 is the strong coupling constant. The third

term is determined by the structure functions f abc (a, b, c = 1 . . . 8) of the SU(3)C

group.

The quark mass eigenstates with isospin I3 = 1/2, namely dL, sL and bL, are mixing to
the weak eigenstates d′

L, s′L and b′L through the unitary Cabibbo-Kobayashi-Maskawa
matrix VCKM [7, 8]





d′

s′

b′





L

= VCKM





d
s
b





L

=





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d
s
b





L

. (2.7)

The factors |Vij|2 give the probability for the transition from i → j. They are close
to one for diagonal elements, which makes interactions within one family very likely.
Transitions from the third into the second family are suppressed and transitions from
the third into the first family even more so. The weak interactions via W±-bosons are
modified by VCKM, however the neutral-current interactions via the Z-boson and the γ
remain unchanged, i. e. there are no flavour-changing neutral currents at tree level.

The fourth force, gravity, results from a gauge invariance as well, namely the invari-
ance under local coordinate transformations. The corresponding gauge mediator is the
graviton. However, the theory of gravity, general relativity, is not embedded in the
Standard Model of particle physics.

2.1.3 The Higgs Mechanism

The Standard Model Lagrangian as given in equation 2.6 is only gauge invariant for
massless fermions and gauge bosons. This is no problem for the electromagnetic force,
which is mediated by massless photons over an infinite range, or for the strong force,
which despite its limited range of the order of 10−15 m, is mediated by massless gluons.
However, the weak force carriers do have mass and all fermions are massive, too.
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Taken only the experimentally observed ingredients, the Standard Model does not meet
the observations, i. e. the observed fermion masses explicitly break the gauge invari-
ance. The currently favoured solution to this problem, first introduced by P. Higgs, is
a mechanism which generates particle masses through spontaneous symmetry break-
ing [9, 10, 11].

In the so-called Higgs mechanism, a doublet of complex fields

Φ =
1√
2

(

Φ2 + iΦ1

Φ4 + iΦ3

)

,

comprising a quartet of real fields Φi (i = 1 . . . 4) is introduced. This field, called Higgs
field, follows a Lagrangian

LHiggs = ∂µΦ
†∂µΦ − V (Φ†Φ) (2.8)

with a potential

V (Φ†Φ) = λ

(

Φ†Φ − µ2

λ

)2

λ, µ ∈ R
+, (2.9)

which is characterised by a non-zero ground state. Hence, the field does not vanish
in the lowest energy states. The value at which the potential is minimal is called the
vacuum expectation value v. The choice of one explicit ground state, e. g. v = +µ/

√
λ,

spontaneously breaks the original symmetry V (Φ) = V (−Φ) of the potential. Accord-
ing to the Goldstone theorem [12], every spontaneous symmetry breaking generates a
massless Goldstone boson. But instead of new physical particles, these bosons mani-
fest themselves as longitudinal degrees of freedom for the gauge bosons, giving mass
to them.

In addition, there has to be a new particle, the Higgs boson H, which is the only particle
postulated by the Standard Model that has not been observed so far. The Standard
Model Higgs potential, stated in equation 2.9, is build up in such a way that the Higgs
boson can couple to itself with the self-coupling constant λ. Furthermore, it delivers a
simple relation between the Higgs boson mass mH and the Higgs self-coupling:

m2
H = 2λ2 (2.10)

The current lower experimental limit is mH > 114.4GeV [13] at 95% confidence level
from direct searches at the LEP experiments. Direct searches from the Tevatron ex-
periments exclude the region 163 GeV < mH < 166 GeV [14] at 95% confidence level.

Although the Higgs boson has not been directly observed so far, its most probable mass
can be obtained from a fit to the electroweak observables via virtual effects, e. g. with
GFitter [15]. In figure 2.2(a) the ∆χ2 = χ2 − χ2

min from a fit to all Standard Model
observables, excluding the results from direct Higgs boson searches, is plotted. The
preferred Higgs boson mass is 83+30

−23 GeV. Figure 2.2(b) illustrates the fit including the
results from direct Higgs boson searches. In this case the best estimate for the Higgs
boson mass is 116+15.6

−1.3 GeV.

2.2 Problems of the Standard Model

Although it is a successfully tested model, there are some open questions that point
towards an extension of the Standard Model:
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Figure 2.2: ∆χ2 from the fit to all electroweak observables as a function of the Higgs
boson mass [15] (a) excluding and (b) including results from direct Higgs
boson searches. The grey areas are excluded by direct searches. The solid
(dashed) line represents the fit result including (excluding) theory errors.

1. a unification of the forces is not possible;

2. the anticipated Higgs boson mass cannot be obtained naturally;

3. the observed matter-antimatter-asymmetry of the universe cannot be explained;

4. gravity is not included;

5. it does not offer any dark matter candidate.

The first problem is addressed in grand unified theories (GUTs) [16]. At high energies
all forces are expected to couple with the same strength. But as shown in figure 2.3,
a unification of the coupling constants, as required by GUT, is not possible within the
Standard Model.

Related to this is the naturalness problem stated in the second item. The Higgs boson
mass squared receives quantum corrections from loop effects of every particle that
couples to the Higgs boson. The dominant contributions to the self-energy of the
Higgs boson are the Higgs, fermion and boson loops sketched in figure 2.4. If the
Standard Model is valid up to a scale Λ, the size of these contributions is

∆m2
H ∼ Λ2. (2.11)

Thus, if the Standard Model is valid up to the Planck scale ΛPlanck = 1019 GeV, the
natural Higgs boson mass is ΛPlanck. To stabilise the Higgs boson mass at the weak
scale, it has to be fine-tuned with a precision of mH/ΛPlanck, which is 23 orders of
magnitude, to cancel quadratic divergences [18].

The third item touches the problem of CP violation. Although all experiments investi-
gating CP violation can be described with high precision and agree with the prediction
from the Standard Model, the CP violation is much weaker than the one desired by
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Figure 2.3: Running of the coupling constants (α1 ∼ electromagnetic, α2 ∼ weak, α3 ∼
strong) in the Standard Model (dashed lines) and in the minimal super-
symmetric Standard Model (solid lines) as a function of the energy scale [17].
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Figure 2.4: Divergent loop contributions to the Higgs boson mass in the Standard Model.

cosmology [19]. Without additional violation matter and anti-matter would have an-
nihilated each other shortly after the Big Bang.

Furthermore, as stated in the fourth item, the Standard Model cannot be the theory
of everything, if it does not include gravity. Usually, the gravitational force is weak
enough to be neglected in particle physics, but at the Planck scale it should become
as strong as the other interactions. At this energy quantum effects of gravity become
strong and the theory needs to include gravity.

Finally, cosmological observations of the rotational velocity of galaxies, from gravi-
tational lensing and measurements from the Wilkinson Microwave Anisotropy Probe
(WMAP) of the anisotropy in the cosmic microwave background all agree that the mat-
ter building particles described so far can only make up about 4% of the actual energy
density of the universe [20]. Almost one quarter of our universe, namely 23%, should
consist of dark matter, the remaining 73% being dark energy. Dark matter particles
may only interact weakly and/or via gravitational interactions. The only Standard
Model candidates, the neutrinos, are excluded due to their small mass.

There are several solutions to many of the above mentioned problems on the mar-
ket [21], e. g. Technicolour [22], where a new strong gauge force binds fermions and
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anti-fermions. Some physicists introduce small extra-dimensions [23] to solve the prob-
lems. The most popular and best studied proposal is Supersymmetry, which is dis-
cussed in the next section.

2.3 Supersymmetry

This section describes the basic idea of Supersymmetry (SUSY) [24] in the context of
a minimum extension to the Standard Model. Furthermore, SUSY breaking and the
gauge-mediated SUSY breaking mechanism are introduced.

2.3.1 Positron Analogon

Something similar to today’s naturalness problem, occurred in classical electromagnetism
to the electron mass. In classical electromagnetism, the only dynamical degrees of free-
dom are electrons, electric and magnetic fields. An electron in the vacuum is surrounded
by a Coulomb electric field with energy

∆EC =
1

4πε0

e2

re
,

where re is the size of the electron, introduced to cutoff the divergent Coulomb self-
energy and ε0 is the permittivity of free space.

Since every electron has this Coulomb self-energy, it has to be considered as part of
the electron itself and contributes to the electron mass. If there was only the electron,
with an experimentally measured radius of re . 10−15 cm the self-energy ∆EC had
to be few GeV and the bare electron mass (mec

2)bare must be negative to obtain the
observed electron mass (mec

2)obs with a fine-tuning of

(mec
2)obs = (mec

2)bare + ∆EC ,

0.000511 GeV = (−3.141082 + 3.141593) GeV.

The solution to this problem was found almost eighty years ago by the discovery of
the anti-particle to the electron by the discovery of the positron by C. D. Anderson in
1932 [25]. This discovery doubled the degrees of freedom in classical electromagnetism.
Electrons and positrons can be produced in pairs and annihilate each other and the
resulting vacuum fluctuations cancel the leading term in the Coulomb self-energy [26]

∆E = ∆EC + ∆Epair =
3α

4π
mec

2 log
~

me

cre. (2.12)

The remaining dependence on the electron radius is only logarithmic, resulting in a 9%
increase of the electron mass at the Planck scale. The proportionality between the bare
electron mass and its correction is the consequence of a symmetry between particles
and antiparticles, called chiral symmetry. If this symmetry was exact, electrons would
be massless. The fact that they do have a finite mass explicitly breaks the chiral
symmetry.
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2.3.2 Supersymmetric Principles

Just as in the positron analogon, doubling the degrees of freedom by introducing new
particles, could solve many problems of the Standard Model. The proposed theory
of Supersymmetry correlates bosons and fermions in supermultipletts. The SUSY
generator Q transforms fermions into bosons and vice versa:

Q | fermion〉 = | boson〉,
Q | boson〉 = | fermion〉.

The required operators, Q and its hermitian conjugate Q†, are anti-commuting spinors.
Together with the momentum operator P µ they satisfy the following commutation
relations:

{Q, Q†} = P µ ;

{Q, Q} = {Q†, Q†} = 0 ;

[P µ, Q] = [P µ, Q†] = 0 .

Eigenstates which can be transformed into one another by the SUSY generators are
called ‘superpartners’. Since (−P 2) and the gauge group generators commute with Q
and Q†, superpartners have the same masses, gauge quantum numbers and couplings.

Introducing Supersymmetry could potentially solve all the problems mentioned in sec-
tion 2.2. As shown in figure 2.3, within the minimal supersymmetric Standard Model
(MSSM) the running couplings converge in one point at the GUT scale of 1016 GeV [17].

The quadratically divergent loop contribution to the Higgs boson mass by Standard
Model particles, shown in figure 2.4, are automatically cancelled by a contribution
from the corresponding superpartner, sketched in figure 2.5. Just as in the positron
analogon (cf. section 2.3.1), the remaining Higgs boson mass contributions only scale
logarithmically and the Higgs boson mass is naturally stabilised at the weak scale.

H̃

H̃

H H

(a)

f̃

H H

(b)

Z̃, W̃±

Z̃, W̃±

H H

(c)

Figure 2.5: SUSY contributions to the Higgs boson mass. They cancel the quadratic
divergences introduced by the graphs in figure 2.4.

SUSY extensions add up to 43 additional complex phases, which could contribute to
the CP violation. This is an important condition to allow for the matter dominance
in the universe.

Furthermore, supersymmetric transformations also include space-time transformations.
Therefore, SUSY becomes automatically a theory of gravity, if it is treated as a local
gauge symmetry.
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Particle Spin Sparticle Spin

Leptons e, µ, τ 1/2 Sleptons ẽ, µ̃, τ̃ 0
Neutrinos νe, νµ, ντ 1/2 Sneutrinos ν̃e, ν̃µ, ν̃τ 0

Quarks u, d, ... 1/2 Squarks ũ, d̃, ... 0
Photon γ 1 Photino γ̃

}

Neutralinos χ̃0
1,2,3,4

1/2

Z-boson Z 1 Zino Z̃ 1/2

Higgs bosons H, h, A 0 Higgsinos H̃1, H̃2 1/2

W-bosons W± 1 Winos W̃± }

Charginos χ̃±
1,2

1/2

Higgs bosons H± 1 Higgsinos H̃± 1/2
Gluons g 1 Gluinos g̃ 1/2

Graviton G 2 Gravitino G̃ 3/2

Table 2.2: Particle - sparticle correspondence in the minimal supersymmetric Standard
Model.

The naming convention for the SUSY scalar particles, the partners to the fermions,
is to precede an ‘s’ to the name of their Standard Model counterpart. The notation
convention is to put a tilde above the symbol used for its Standard Model equivalent.
For example, the partner of the tau τ is a stau τ̃ , the partner of the top t is called
stop t̃. Continuing the analogies to the Standard Model language, SUSY particles are
ordered into squarks and sleptons. The fermionic gauge boson partners are named with
the suffix ‘ino’, e. g. the neutral fermionic partners of the gauge bosons are named wino
W̃ 0 and bino B̃0.

2.3.3 Minimal Supersymmetric Model

Many different implementations of SUSY exist. This thesis will only consider the
MSSM [27], i. e. models that introduce as few new particles as possible, while still
providing a phenomenologically viable model.

In the MSSM, either only left- or only right-chiral superfields can be used to con-
struct the Lagrangian. And since the hermitian conjugate of a left-chiral superfield is
right-chiral and vice versa, the coupling to a hermitian conjugated Higgs superfield is
forbidden. Thus, the MSSM requires at least two Higgs boson doublets [28] with dif-
ferent hypercharge. They create five Higgs boson mass eigenstates. Two neutral scalar
Higgs bosons h0 and H0, one neutral pseudo-scalar Higgs boson A0 and two charged
scalar bosons H+ and H−.

The wino W̃ 0 and the bino B̃0, have the same quantum numbers as the neutral
fermionic Higgs boson partners H̃0

1,2. Together they mix to four neutralinos χ̃0
1,2,3,4.

Accordingly, the charged higgsinos H̃−
d ,H̃+

u can mix with the charged winos W̃± to two
charged mass eigenstates, the charginos χ̃±

1,2.

The relationship between Standard Model particles, SUSY partners and mass eigen-
states is summarised in table 2.2.

A new quantum number called R-parity is introduced:

PR = (−1)3(B−L)+2S , (2.13)
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where S is the spin and L is the lepton number. It is a multiplicative quantum number,
which is PR = +1 for all Standard Model particles and the five Higgs bosons and
PR = −1 for all squarks, sleptons, gauginos and higgsinos.

If R-parity is conserved, this implies

• SUSY particles can only be produced in pairs;

• SUSY particles can only decay into odd numbers of lighter SUSY particles and
their Standard Model partners;

• the lightest SUSY particle (LSP) has to be stable. If it does not carry electric
charge, it can only interact weakly and thus is an excellent dark matter candidate.

R-parity conservation also ensures baryon number B conservation. If the baryon
number is not conserved, protons would decay, e. g. p → e+π0. Experiments like
Super-Kamiokande have searched for this signature, but did not find any evidence
for proton decays. Thus, they set a lower boundary on the proton partial lifetime of
τp > 8.8 · 1033 years [29]. In the following, only R-parity conserving MSSM scenarios
are discussed.

2.3.4 Supersymmetry Breaking

If SUSY was exact, the Standard Model particles and their SUSY partners would
have the same mass. Since no SUSY particles have been discovered up to now, SUSY
particles must be much heavier than Standard Model particles. Thus, SUSY has to
be a broken symmetry. To allow SUSY to solve the naturalness problem mentioned
in section 2.2, the differences between particle and sparticle masses may not be larger
than a few TeV. This implies that if SUSY exists and is a solution to the open questions
of the Standard Model, it is experimentally accessible.

The so-called ‘soft breaking’ requires the effective Lagrangian to be the sum of an
unbroken MSSM Lagrangian and an additional Lagrangian, containing the SUSY vio-
lating mass terms:

L = LSUSY + Lsoft . (2.14)

In this way, the unknown SUSY breaking mechanism can be parametrised by the
introduction of soft terms. The drawback is the large amount of new free parameters.
While an unbroken MSSM requires only one new parameter, the ratio of the vacuum
expectation values of the two Higgs boson doublets, tanβ = v2

v1
, a general breaking of

the MSSM introduces 105 parameters [17].

To construct a model consistent with experimental observations, e. g. limits on flavour-
changing neutral currents, it is assumed that SUSY breaking arises radiatively. The
SUSY breaking sector is then referred to as ‘hidden’, the Standard Model part is
called ‘visible’ and in-between some intermediate states act as ‘messenger’. Just as
in the Higgs mechanism, these messengers transport the SUSY breaking from the
hidden to the visible sector through loop corrections. This can happen for example
via gravitational interactions (mSugra), through the conformal anomaly (AMSB), or
via gauge interactions (GMSB). While the historically favoured models are based on
gravity-mediated SUSY breaking, this thesis is investigating a gauge-mediated SUSY
breaking scenario.
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2.3.5 Gauge-Mediated Supersymmetry Breaking Scenarios

Breaking the global Standard Model gauge symmetry creates a massless Goldstone
boson. In analogy to this, breaking SUSY creates a massless neutral fermion, the
goldstino. According to the Higgs mechanism, the goldstino is absorbed by the spin-
3/2 partner of the graviton, called gravitino G̃.

The gravitino mass can be estimated as:

mG̃ =
F√

3ΛPlanck

. (2.15)

With a SUSY breaking scale around
√

F ' 1010 − 1011 GeV in gravity mediated SUSY
breaking scenarios, the gravitino would be very heavy. On the other hand, in GMSB
scenarios, the breaking occurs at an energy scale much smaller than the Planck scale:√

F � ΛPlanck. Thus, in these scenarios the gravitino mass is small and the gravitino
is always the LSP.

Since gravitinos couple very weakly, all SUSY decay chains end up with the next-
to-lightest SUSY particle (NLSP), which is then decaying into a gravitino. Another
feature of GMSB scenarios is that colliders can provide information on the fundamental
SUSY breaking scale by measuring the NLSP properties [30].

GMSB models can be parametrised by six parameters:

• Λ is the effective visible sector SUSY breaking parameter, determining the uni-
versal SUSY particle mass scale. All sparticle masses scale linearly with Λ, which
is of the order of 100 TeV/

√
N5.

• N5 is the number of messenger chiral SU(5) supermultipletts that build the mes-
senger sector. The gaugino masses scale linearly with N5, while the scalar masses
scale like

√
N5. For low values the NLSP is a neutralino, for larger values its a

right-handed slepton.

• Mmess is the messenger mass scale. Sparticle masses depend logarithmically on
Mmess, the NLSP lifetime scales quadratically with Mmess. To avoid colour and
charge breaking in the messenger sector requires Mmess > Λ.

• tan β is the ratio of the Higgs boson vacuum expectation values. It lies in the
region 1 < tanβ < 60. Lower values lead to a CP-even Higgs scalar lighter
than the LEP exclusion limits, while larger ratios lead to a τ̃ slepton that is
significantly lighter than the lightest neutralino, which is chosen to be the LSP
for the presented studies.

• sgn(µ) is the sign of the Higgs boson mass parameter. It appears in the gaugino
mixing matrices.

• cgrav is the scale factor of the goldstino coupling. It can be used to control the
NLSP lifetime, which scales with c2

grav.

The underlying SUSY breaking order parameter F , which determines the goldstino
couplings, is related to the GMSB model parameters via:

F = cgrav · Λ · Mmess . (2.16)
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The collider phenomenology of GMSB depends on the NLSP, which can either be the
lightest right-handed slepton l̃R, or the lightest neutralino χ̃0

1. For small values of tan β
the selectrons ẽ, smuons µ̃ and staus τ̃ degenerate. This region is also called co-NLSP
region. With increasing values of tan β, the mass difference between the two τ̃ states
increases, and the lightest slepton τ̃1 becomes the NLSP.

As mχ̃ ∝ N5 and mτ̃ ∝
√

N5, large N5 reduce mτ̃/mχ̃. On the other hand, renor-
malisation group evolution increases right-handed slepton masses relative to gaugino
masses, therefore large values of Mmess increase mτ̃/mχ̃. Furthermore, as noted above,
large tan β values decrease mτ̃ and thus reduce mτ̃/mχ̃.

This is illustrated in figure 2.6(a) which sketches the τ̃1 and χ̃0
1 NLSP regions in the

Mmess − N5 plane for various values of tan β between 3 and 30 [31]. The region above
the labelled contours has a τ̃1 NLSP, while in the region below the NLSP is a χ̃0

1.
The shaded grey region in the upper left corner, indicates the parameter space where
gauge coupling constants become non-perturbative below the GUT scale under two-
loop renormalisation group evolution. For N5 ≥ 2 the NLSP is a τ̃1 for almost the full
parameter space, whereas for N5 = 1 it is very likely to have a χ̃0

1 NLSP.
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Figure 2.6: (a) The NLSP in the GMSB parameter space as a function of the messenger
mass scale and the number of messenger multiplets [31]. (b) GMSB sparticle
masses predicted by Fittino [32]. Plotted are the fit results for the most
probable sparticle mass (red solid line), as well as the 1σ (dark blue area)
and 2σ (light blue area) range.

The most probable sparticle mass spectrum can be predicted by Fittino [32], a program
for determining MSSM parameters from collider observables using various advanced
fitting techniques. Fittino derives MSSM parameters from available low-energy (LE)
measurements, including observables from K- and B-meson decays, the anomalous
magnetic moment of the muon (g − 2)µ and precision electroweak data from colliders.
As GMSB models tend to give very small Gravitino masses, which correspond to warm
or even hot dark matter, cosmological constraints from measurements of the cold dark
matter density Ωh2 are excluded.

The fit is performed for several values of sgn(µ) and N5, leaving the continuous variables
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tan β, Λ, Mmess and cgrav as free parameters. The best fitting results with a χ2/ndf =
19.3/21 is obtained for sgn(µ) = +1 and N5 = 1. The fitted values for the continuous
parameters in this scenario are

Λ = 87+32
−17 TeV, Mmess = 430+1740

−350 TeV, tanβ = 19.2+15.3
−6.7 , cgrav = 411+10000

−411 .

While the large errors on Mmess and cgrav indicate that the fit cannot place any sensitive
limits on them, Λ and tan β can be constrained.

Figure 2.6(b) shows the sparticle mass spectrum for the most probable parameter point
with the fit result for the most probable sparticle mass. The lightest Higgs boson has
a mass of 113.5± 2GeV, the NLSP is a neutralino with 150GeV as the most probable
value for its mass, followed by the lightest stau with a mass around 200GeV. The
squarks are more than twice as heavy, and tend to be heavier than mSugra scenario
predictions. If this sparticle spectrum is realised in nature, the Large Hadron Collider,
a proton - proton machine with 7TeV per beam, that started data taking in November
2009, should be able to observe all the SUSY particles.

One special feature of GMSB models, which is not available in mSugra scenarios and
thus might help to distinguish between them, is that the decay of the NLSP into the
LSP does not have to be immediate. Depending on the NLSP mass, the decay length

cτ =
1

kγ
·
(

100 GeV

mNLSP

)5

·
( √

F

100 TeV

)4

· 10−2 cm, (2.17)

ranges from few 10−5 cm to several 104 cm. It depends on kγ ≡ |N11 cos θW +N12 sin θW |,
with the neutralino mixing angles Nij and scales with F 2. Therefore, measuring the
NLSP lifetime provides a direct (and unique) access to the SUSY breaking scale in the
hidden sector.

The expected detector signature for a neutralino NLSP, on which this thesis is focusing,
are photons from the two χ̃0

1 → G̃γ decays and missing transverse momentum carried
away by the gravitinos. For intermediate neutralino lifetimes, one expects displaced
vertices. If the lifetime is large, the neutralino might decay outside the detector system
and escape undetected. In this case, it will be hard to distinguish the signature from
mSugra models, where the neutralino is the LSP and also escapes undetected.

2.3.6 Search Status

The most constraining limits on searches for new phenomena at high energies result
from earlier collider experiments at LEP and Tevatron. Each of the four experiments
at LEP has collected approximately 1 fb−1 of data from 1989 to 2000. None of them
found any evidence for neutralino decays [33, 34, 35, 36]. The Tevatron at Fermilab is
still running. Until the end of 2008, 5 fb−1 have been recorded. The data set is expected
to gain another 1.5 fb−1 with each year of operation. Experiment wise [37, 38, 39] and
combined analyses [40] did not find any hints for new physics.

One example for a search for GMSB signatures with photon final states, is an analysis
of the CDF collaboration [38]. They search for neutralino decays with low lifetime
into photons and gravitinos in the two photons plus missing transverse energy 6Et

channel. They select events with two isolated photons in the central detector region
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(∆Φ < π − 0.15) with Et ≥ 13GeV each. Since the largest background is expected
from QCD events with fake 6Et, the missing transverse energy significance is estimated
from performing pseudo-experiments that generate 6Et. This allows to determine the
expected 6Et distribution for mis-measured background events. The significance is a
measure for the probability that the measured 6Et distribution is larger than the one
expected from background events. CDF selects events with significance larger than 3.
Furthermore, the transverse energy sum of all identified objects in the event has to be
Ht ≥ 200GeV.

After all selections CDF observes 1 candidate event, which is consistent with the expec-
tation of 0.62±0.29 background events in 2 fb−1 data. Thus, they set cross section and
mass limits, sketched in figure 2.7(a). Plotted are the 95% confidence level exclusion
limits in the neutralino mass, neutralino lifetime plane from CDF and from ALEPH
measurements, as well as the cosmologically favoured region. For χ̃0

1 lifetimes below
2 ns, masses below 140GeV are excluded.

(a) (b)

Figure 2.7: (a) GMSB domain excluded by Tevatron searches in the neutralino NLSP
mass and lifetime plane [38]. (b) Predicted LHC discovery potential of neu-
tralino NLSP in the di-photon channel [41].

This thesis is investigating neutralinos with mχ̃0
1

= 151GeV at lifetimes between 0.2 ns
and 11 ns. This region has not been excluded by any measurements so far, and falls
into the cosmologically favoured region indicated in figure 2.7(a).

Based on the experience from Tevatron, the two multi-purpose experiments CMS and
ATLAS, running at the LHC, have developed search strategies for GMSB searches [42].
Already with a fairly small amount of 1 fb−1 of data ATLAS is capable to select
511± 20+33

−58 signal events1 with a negligible amount of 2± 2+0
−0 background events [41].

Since the background is vanishing, the discovery potential, plotted in figure 2.7(b), is
described as contour lines with ten signal events for different integrated luminosities in
the Λ-tanβ plane, while all other parameters are kept constant. A discovery, possible
in the region below and left of the contour lines, is possible in a large parameter space
already with a small amount of data.

1for a GMSB scenario with Λ = 90 TeV, N5 = 1, Mmess = 500 TeV, tan β = 5, sgn(µ) = +, cgrav = 1
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SUSY models are also of interest for cosmology, since they provide good dark matter
candidates. These dark matter candidates can be classified according to their velocity
dispersion, which defines their free-streaming length. Most cosmological models favour
cold dark matter, which is heavy and slow. These models have a bottom-up hierarchy,
in which single stars cluster to galaxies.

GMSB models predict cold gravitino dark matter to occur for 10 keV . mG̃ . 10 MeV
and a messenger scale 100 GeV . Mmess . 1 TeV [43]. Scenarios with smaller gravitino
masses and higher messenger mass scale are cosmologically acceptable, but yield warm
or hot gravitino dark matter.

Hot dark matter, which is light and fast, has a free-streaming length that is so long
that it smooths out fluctuations in the total matter density. Therefore, the structure
formation of the universe can only be realised in a top-down hierarchy, i. e. galaxies
form through fragmentation of super-clusters of galaxies. Since these models require
a much more inhomogeneous galaxy distribution than the one observed, they were
abandoned by the mid-1980s [44].

Although this thesis focuses on a GMSB scenario with a mass of mG̃ = 1.5 · 10−7 GeV,
and hence offers a hot dark matter candidate, GMSB models with a light gravitino
NLSP can not be generally excluded by cosmological observations. For instance, the
limits on the GMSB parameter space depend strongly on cosmological assumptions,
such as the details of inflation and leptogenesis [45, 46]. Furthermore, the collider
phenomenology does not change significantly for a Gravitino with a mass of a few keV.



3 ILC and ILD

As shown in the last chapter, new physics is expected to show up around the TeV scale.
Currently this region is tested by the LHC with a centre-of-mass energy up to 14TeV.
The LHC is expected to reveal whatever lies beyond the known borders. Nevertheless,
as a hadron collider it suffers from large backgrounds and, since hadrons are composite
states, undetermined initial states.

Once the hadron machine discovers new physics signatures, it is necessary to perform
complementing precision measurements at the TeV scale, to determine what kind of
new physics appeared. This can be fulfilled by a lepton collider, which offers a cleaner
environment and well-defined initial states.

The International Linear Collider (ILC), a proposed electron - positron collider with
a centre-of-mass energy up to

√
s = 500GeV in its first phase, is able to deliver the

required precision data.

In order to perform precision measurements a detector with high resolution is indispens-
able. The International Large Detector (ILD) is designed as a multi purpose detector
for the ILC, with the paradigm of particle flow in mind.

Both projects, ILC and ILD are still in their design phase. This thesis describes part of
the R&D towards a detector design. The detector optimisation is not only considering
physics requirements in full detector simulation, as discussed in chapter 5, but also the
construction of large scale prototypes for the evaluation of new detector technologies
using test-beams, as described in chapter 6, to exploit the technologies.

This chapter will give a short overview of machine and detector design. The description
follows the electrons from the source through the accelerator and the detector system.

3.1 The International Linear Collider

The ILC has a tunable centre-of-mass energy ranging from 200GeV to 500GeV. In
addition, it can run at the Z-pole (91GeV) and has the option to be upgraded to 1TeV.
The accelerator is based on superconducting radio frequency (RF) cavities with an
accelerating gradient of 31.5MV/m. The anticipated luminosity of L = 2·1034 cm−2s−1

is expected to yield an integrated luminosity of
∫

L dt = 500 fb−1 in the first four years
of operation.

Polarised beams with an energy stability and precision better than 0.1% allow for a rich
high precision physics programme. This programme comprises top-quark physics and
Higgs boson measurements, as well as anything that might exist beyond the Standard
Model, e. g. Supersymmetry.

19
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Figure 3.1: A schematic layout of the International Linear Collider.

3.1.1 Machine Layout

A Reference Design Report [47], from which all machine design parameters have been
taken, has been released in 2007. A Technical Design Report is anticipated for 2012.
Since this project is still under development, details and dates may be subject to future
changes.

The main machine components, as sketched in figure 3.1, are

• a source for polarised electrons;

• an undulator-based positron source, driven by the partially accelerated main
electron beam;

• damping rings with a circumference of 6.7 km, housed in a common tunnel at the
centre of the ILC;

• beam transport from the damping rings to the linear accelerators followed by a
bunch-compressor system;

• two 11.3 km long main linear accelerators with a beam pulse length of 1.6ms and
a repetition rate of 5Hz;

• a two times 2.25 km long beam delivery system to each side of the interaction
point, which enables collision at a 14mrad crossing angle.

The only interaction region is shared by two detectors. The detectors will consecutively
be pushed into and pulled out of the interaction region to take data. The non-operating
detector can be maintained, repaired or upgraded in the meantime.

3.1.2 Particle Source

The electron beam is produced by a laser illuminated photocathode in a direct current
(DC) gun.

The positron source is based on a 150m long superconducting helical undulator, driven
by the partially accelerated (150GeV) electron beam. An undulator is a periodic
structure of dipole magnets, which forces the traversing electrons to emit synchrotron
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radiation. In contrast to conventional undulators, a helical one is producing two times
more synchrotron radiation power per period and delivers circularly polarised photons.
Although positron polarisation is not in the ILC baseline design, but only a possible
design option, photons produced from a helical undulator that are directed on a rotating
0.4 X0 titanium target, automatically produce longitudinally polarised electron and
positron pairs. The electrons and remaining photons are dumped, while the positrons
are fed into the accelerator.

The electron source allows for a polarisation of more than |Pe−| ≥ 80 %, which is
also given in the baseline accelerator design. It is likely to yield |Pe+| ≥ 60 % positron
polarisation without any loss of luminosity [48], if the helical undulator positron source
is realised.

Both beams are pre-accelerated to 5GeV before being passed on to the damping rings.

3.1.3 Damping Ring

The damping rings have a circumference of 6.7 km, and are located in a common tunnel
around the centre of the ILC. Their purpose is to reduce the beam emittance, which
is a measure for the occupied phase space. In beams with low emittance particles are
confined to a small distance and have a small momentum spread. The nominal design
values for the ILC are a horizontal emittance of 10 mm ·mrad, and a vertical emittance
of 0.04 mm · mrad at the interaction point. In addition the damping rings are used as
delay lines to compensate for pulse-to-pulse variations in parameters such as the bunch
charge. The damping lasts 25ms, while a bunch-train is 1ms long, therefore the ring
has to be able to contain a full bunch train of 2625 bunches with 2 · 1010 particles per
bunch.

On the way from the damping rings to the main accelerator, the beam is further
collimated and the bunches are compressed by a factor of 30 to 45 to provide very
short bunches (0.3mm) to the main linear accelerator, and thus also to the interaction
point. Furthermore, the beam is accelerated from 5 to 15GeV, and the vertical beam
polarisation can be rotated to any arbitrary angle.

3.1.4 Main Accelerator

The main linear accelerators (linacs) accelerate the beams from 15 up to 250GeV each.
During acceleration, the low beam emittance and the small beam energy spread have
to be preserved, and no transverse or longitudinal jitter must be introduced.

The acceleration is achieved with superconducting niobium cavities. They are operated
at the temperature of super-fluid helium (2K), with a frequency of 1.3GHz. The
repetition rate is 5Hz for a pulse length of roughly 1ms.

The accelerator tunnel is accompanied by a service tunnel, which is e. g. housing the
RF sources and power supplies. Both tunnels are situated underground, connected to
the surface by vertical shafts.

The beams are then focused towards the interaction point with a crossing angle of
14mrad, which is shared by two multi-purpose detectors.

To achieve the intended luminosity, the focused bunches have to be very small. This
implies a high space charge, and thus the bunches are accompanied by high electric
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Beam Parameter Value at IP [unit]

Bunch population 2 ×1010

Nbunches per train 2625
Repetition rate 5 Hz
Bunch interval 369 ns
RMS bunch length 300 µm
Normalised horizontal emittance 10 mm · mrad
Normalised vertical emittance 0.04 mm · mrad
RMS horizontal beam size 640 nm
RMS vertical beam size 5.7 nm

Table 3.1: Nominal ILC beam parameters at the interaction point [47].

fields. The fields are strong enough to exert a force on the approaching bunch of
opposite charge. As a result the bunches attract each other and individual particles
are focused even more towards the centre of the opposite bunch. On one hand this
is beneficial, since the luminosity increases by a factor of about two, on the other
hand the accelerated particles radiate photons. This effect, known as beamstrahlung,
deteriorates the beam energy spectrum and leads to a considerable amount of machine-
background in the detectors [49].

The nominal beam parameters at the interaction point (IP) are summarised in table 3.1.

3.2 The Physics Programme

The physics programme of a lepton collider in the TeV range is rich. One of the main
interests lies in the investigation of the Higgs sector. But even in the absence of a
Higgs boson, there are many topics the ILC can contribute to.

Being the heaviest constituent of the Standard Model, the top-quark is of special
interest. It is the particle coupling most strongly to electroweak symmetry breaking
and many predictions of new physics depend on the top-quark mass. As of today it
is only known with an uncertainty of ∆mt = 1.3GeV [50]. At the ILC, the top-quark
mass can be measured with an uncertainty of ∆mt = 30MeV [51].

Despite the Standard Model’s numerous successes in explaining present data, without
experimental observation of the Higgs boson, it is incomplete. If it exists, the discovery
will most likely happen during the next couple of years at the LHC [52, 53]. A precise
determination of the Higgs properties can only be provided by the ILC. As shown in
figure 3.2(a), the dominant Higgs production channels are WW fusion e+e− → ν̄eνeH
and Higgs-strahlung e+e− → Z H. The decay branching ratios plotted in figure 3.2(b)
reveal that a light Higgs decays dominantly into bb̄, while a Higgs with mH > 140GeV
mostly decays into WW(∗) and ZZ(∗) pairs, where one of the bosons is virtual for Higgs
masses below threshold [54].

With
∫

L dt = 500 fb−1 and a mH = 120GeV Higgs boson, the Higgs boson mass can
be measured with a precision of ∆mH ∼ 80MeV [55]. Measuring the cross section
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Figure 3.2: The Standard Model Higgs boson (a) production cross section and (b) decay
branching ratios as a function of the Higgs boson mass [54].

rise at the ZH threshold allows the determination of the spin and parity. Further-
more, it can be used to verify that the Higgs boson couplings to W-/Z-bosons are
proportional to the boson masses. The same can be done for heavy fermions, by pre-
cisely measuring the Higgs boson branching ratios. Another very important feature
of the Higgs-mechanism is the Higgs boson self-coupling capability. The precision test
of equation 2.10 will reveal whether the new particle is a Standard Model Higgs, or
maybe part of a supersymmetric world.

If supersymmetric particles are produced at the ILC, their properties can be determined
with large precision, e. g.

• measure their masses, mixings, decay widths, production cross sections, decay
branching ratios, . . . ;

• determine their spins, parities, gauge quantum numbers and couplings to verify
they are really super partners of Standard Model particles;

• reconstruct the low-energy soft SUSY breaking parameters in a way that is as
model-independent as possible.

Furthermore, the precise knowledge of the properties of the lightest SUSY particle is
required to resolve whether it accounts for dark matter (DM).

Cosmological data from the WMAP satellite determine the dark matter mass density
in the universe to be [20]

ΩDMh2 = 0.111 ± 0.006, (3.1)
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Figure 3.3: Accuracy of the dark matter density and mass measurement from WMAP
in the LCC1 scenario, and expected performance from Planck, LHC and
ILC [56].

where ΩDM ≡ ρDM/ρcrit is the ratio between the dark matter density ρDM and the
critical mass density ρcrit. This implies the overall energy-mass density of the Universe
is Ωtot = 1, corresponding to a flat Universe. The accuracy of currently 6 % is expected
to improve to the percent level by future measurements from the Planck satellite [57].

As shown in figure 3.3 for an mSugra scenario (cf. section 2.3.4), the ILC is expected
to deliver an accuracy compatible with Planck. Furthermore, ILC measurements can
constrain the dark matter particle mass, which the satellite experiments cannot. Con-
sistency of the ILC and WMAP/Planck measurements would provide evidence that the
lightest supersymmetric particles are stable and possibly form all of the non-baryonic
dark matter.

3.3 Detector Design for ILC

In contrast to detectors at hadron machines, at ILC the data rates are much smaller,
and radiation damage plays a less significant role. However, to fully exploit the physics
potentials of the ILC a very high precision has to be achieved.

At the time this thesis is written two major detector concepts are being developed:
the silicon tracking technology based Silicon Detector (SiD) [58], and the International
Large Detector (ILD) [51] which is described in some more detail later on. They are
based on the particle flow concept described in section 3.3.1. Tracking and calorime-
try are combined to achieve the best overall reconstruction, including single particle
reconstruction within hadronic jets.

3.3.1 Particle Flow

At energies below approximately 100GeV, the accuracy of momentum reconstruction
of charged particles in the tracking system exceeds anything that could be achieved
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with calorimeters. This is illustrated in figure 3.4(a), which shows the expected resolu-
tion of the ILD sub detectors as a function of particle energy. The energy resolution of
the hadron calorimeter (HCAL) scales with σE/E = 49.2 %/

√
E, the electromagnetic

calorimeter (ECAL) has a resolution of σE/E = 16.6 %/
√

E. The anticipated momen-
tum resolution of the time projection chamber (TPC), is δp/p ∼ 9 · 10−5, and the full
tracking system can reach δp/p ∼ 2 · 10−5 [51].

The idea of particle flow is to utilise this fact, by fully reconstructing every particle with
the best suited sub-detector system. Ideally, the momentum of every single charged
particle is fully determined in the tracker, while the energy of photons and neutral
hadrons are obtained from the calorimeter. The jet energy is then given as the sum
of the energies of the individual particles. The crucial step is to correctly assign the
calorimeter hits to the reconstructed tracks, which requires an efficient separation of
nearby showers. Thus, the performance of particle flow is determined by both pure
detector resolution and reconstruction algorithms.

In average a jet is a composition of charged particles, photons, and neutral hadrons.
The best overall reconstruction is achieved by combining charged particles measured
in the tracking system, with photons determined in the electromagnetic calorimeter,
and neutral hadrons as detected in the combination of electromagnetic and hadron
calorimeter. If particle flow worked perfectly, the jet resolution σjet would be the
quadratic sum of the single particle resolution weighted with their respective energy
fraction f :

σjet = fch · σch ⊕ fγ · σγ ⊕ fh0 · σh0 (3.2)

σch accounts for the (almost negligible) tracker resolution, σγ represents the ECAL, and
σh0 the HCAL resolution, which is usually the worst. On average fch ∼ 0.6, fγ ∼ 0.3
and fh0 ∼ 0.1, but event-by-event fluctuations are large.
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Figure 3.4: (a) Expected energy and momentum resolution of the ILD sub-detector sys-
tems. (b) Event display of a 100GeV jet reconstructed with a particle flow
algorithm [59]. Different colours correspond to different particles identified
within a jet.

In the particle flow reconstruction, particle separation becomes more important than
single particle resolution. As a consequence, the calorimetric system has to provide an
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unprecedented transverse and lateral granularity, while the energy resolution require-
ments are rather modest. Nevertheless, overlapping showers cannot be avoided. The
two main problems of particle flow are ‘missing energy’ and ‘double counting’.

Accidentally assigning a neutral shower to a close-by shower induced from a charged
particle, leads to ‘missing energy’. Only the energy measured in the tracking system will
be taken into account, whereas the energy of the neutral shower will not be measured
at all. The measured energy would be smaller than the true energy. On the other hand,
accidentally splitting a shower from a charged particle will produce ‘double counting’.
A second neutral particle that does not really exist would be reconstructed, and the
measured energy would be larger than the true energy.

Both effects can be summarised in a ‘confusion’ term σconf, that worsens the jet energy
resolution:

σjet = fch · σch ⊕ fγ · σγ ⊕ fh0 · σh0 ⊕ σconf. (3.3)

The power of particle flow algorithms is illustrated in figure 3.4(b). The event display
shows the signature of a 100GeV jet from a Z → uū decay at

√
s = 200GeV in

one quadrant of an ILD-like detector. The different colours correspond to different
particles identified within this jet. Due to the high granularity, even close-by showers
from neutral and charged particles can be separated.

3.3.2 Requirements

The main ILC detector requirements, which are all substantially higher than those on
current detectors are [60]:

Vertexing The aspired impact parameter resolution of

δ(IPrΦ,z) ≤ 5 µm ⊕ 10 µmGeV/c

p sin3/2 θ
, (3.4)

where p is the momentum of the particle and θ is the polar angle of the track, has to
be twice as good as the currently best resolution from SLD [61]. This could be realised
with a multi-layer silicon based pixel detector, where the innermost layer is as close as
possible to the beam pipe. In addition, a high magnetic field confines the background
generated in colliding bunches.

Standard Model processes such as tt̄ → bW +b̄W− provide challenging requirements on
b- and c-quark tagging. Furthermore, in case the Higgs boson mass is mH ≤ 140GeV,
distinguishing between bb̄, cc̄, gg and τ+τ− pairs represents a major challenge for the
vertexing system.

Track Momentum Resolution The design goal for the momentum resolution of

δ

(

1

pt

)

≤ 5 · 10−5 (GeV/c)−1, (3.5)

is of special interest for the analysis of the di-lepton mass in the HZ → Xl+l− channel,
where X can be any decay product of the Higgs boson. It has to be a factor of 10
better than what was reached at LEP [62], and can be achieved by a large tracking
volume and a high magnetic field.
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Energy Resolution The key to the ILC detector design is jet energy resolution. A
jet is a bunch of collimated particles, originating from a quark or a gluon. The energy
of this jet corresponds to that of the originating particle, and the better the jet-energy
resolution, the more precise the energy of this original particle can be determined.

Many physics processes result in multi-jet final states, often accompanied by charged
leptons or missing energy. The reconstruction of the invariant mass of several jets is
essential to distinguish between W, Z and Higgs bosons, and thus, allows the discovery
of new states or decay modes. Ideally, the di-jet mass resolution should be comparable
to the natural decay width of the primary particle, which is around a few GeV. Since
a jet energy resolution of σE/E = a/

√

E [GeV] leads to a di-jet mass resolution of

roughly σm/m = a/
√

Ejj [GeV], where Ejj is the energy of the di-jet system, this
translates to a jet energy resolution of

( σ

E

)

jet
≤ 4 % (3.6)

for 50 to 250GeV jets, which is about a factor of two better than what was achieved
at LEP.

Hermeticity Many physics scenarios beyond the Standard Model predict missing en-
ergy signatures. Therefore, hermeticity and particle detection capabilities at small
angles are required. This implies to have good coverage of and measurement capability
in the forward direction, which is also essential to allow a precision determination of
the luminosity spectrum.

3.3.3 The International Large Detector Concept

The ILD detector design is summarised in an letter of intent [51]. Like many high
energy physics multi-purpose detectors, it has an onion-like structure. Following the
particle flow philosophy described in section 3.3.1, the highly granular calorimeter
system, surrounding a Time Projection Chamber as central tracker, is placed within
the superconducting coil.

To enable a ‘push-pull’ scenario, in which two detectors share one interaction region, the
complete ILD detector is mounted on a movable platform. This ensures the integrity
and calibration of the detector is least disturbed during movement.

Precision physics require exact knowledge of the beam conditions. The beam energy
and polarisation are measured in small dedicated experiments shared by the two de-
tectors in the interaction region. The luminosity is determined in the very forward
calorimeters.

Figure 3.5 shows a schematic view of the ILD detector as determined in the ILD
letter of intent [51]. The vertex detector is visible on the bottom of the quadrant
view. It is surrounded by the main tracker cylinder, which in turn is surrounded by
an electromagnetic calorimeter and an hadron calorimeter. They are placed inside the
coil cylinder, which is enclosed by an instrumented return yoke. The main geometrical
parameters, as well as the main design resolutions, are listed in table 3.2. A more
detailed description of the detector sub-components is given in the following.
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(a) (b)

Figure 3.5: (a) 3-dimensional view of the ILD detector concept and (b) schematic view
of one ILD detector quadrant [51].

Sub-detector Geometrical Parameters Resolution Goal

VTD Layers 3 doublets impact parameter resolution:

(one option) Rmin 1.6 cm δ(IPrΦ,z) ≤ 5 µm ⊕ 10 µm GeV/c

p sin3/2 Θ

Rmin 39.5 cm momentum resolution:

TPC Rmax 173.9 cm δ
(

1
pt

)

TPC only
≤ 9 · 10−5 (GeV/c)−1

zmax 224.8 cm δ
(

1
pt

)

full Tracking
≤ 2 · 10−5 (GeV/c)−1

Rmin 184.7 cm energy resolution:

ECAL Layers 20 + 9 (σ/E)ECAL = 10 %√
E

⊕ 1 %

depth 23.6 X0

Rmax 333.0 cm energy resolution:

HCAL Layers 48 (σ/E)HCAL = 50 %√
E

⊕ 4 %

depth (ECAL + HCAL) 6.86 λi (σ/E)jet = 3 − 4 %

Table 3.2: Geometrical parameters and design resolutions of the ILD detector [51].

Tracking System

The tracking system has to enable the reconstruction of charged particle momenta and
energies with high precision and high efficiency. ILD has a large gaseous main tracker,
complemented by silicon tracking, embedded in a 3.5T solenoidal magnetic field. Each
of the tracker subsystems is capable of stand-alone tracking, and designed to minimise
the amount of material in front of the calorimeters.
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Vertex Detector (VTX) The vertex detector has to provide the required flavour
tagging capabilities. It is also important for track reconstruction, especially for low
momentum particles that do not reach the main tracker due to the high magnetic field.
Furthermore, it provides time-stamping information for bunch separation. To fulfil the
requirements stated in equation 3.5, the single point accuracy should be better than
approximately 3 µm. Two alternative geometries are under consideration. One is built
of three cylindrical super-layers, each comprising two layers of thin pixel sensors. The
second option comprises five equidistant single layers. In both cases, the innermost
layer has a radius of 16mm, the outermost one is 60mm away from the interaction
point. The final technology choice still has to be taken.

The complete VTX system, including support, cryostat and cage may not add up
to more than 0.74 % X0. It has to be radiation hard enough to handle the beam
background dose of annually 1 kGy by electromagnetic particles and 1011 neq/cm2 by
neutrons. The high occupancy, especially in the innermost layer, poses a very demand-
ing requirement on the read-out technology choice. Two alternative approaches are
currently under investigation. One with continuous read-out of the sensors, and one
where the signal is stored during the whole train and read out during the beam-less
period between two consecutive trains.

Silicon Tracking A silicon tracking system extends the tracking capabilities and en-
sures low-angle coverage. It can be utilised to monitor field distortions in the Time
Projection Chamber, and contribute to alignment and time stamping.

• The Silicon Internal Tracker (SIT) is located between the VTX and the TPC
in the barrel. Thus, it enhances the linking efficiency of tracks between them.
Furthermore, it improves the reconstruction of long-lived stable charged particles.
It is built up from double-sided strip detectors.

• The Silicon External Tracker (SET) is also positioned in the barrel. It provides
an entry point to the ECAL outside the outer TPC barrel. Just as the SIT
it consists of double-sided silicon strips. Together SIT and SET provide three
precision space points, which improve the momentum resolution and provide
time-stamping information for bunch separation.

• The Forward Tracking Detector (FTD) covers the very forward region down to
0.15 rad. Seven disks on each side of the VTX are foreseen. The first three disks
are equipped with silicon pixel detectors, while the latter four are read out by
silicon micro-strips.

• The Endcap Tracking Detector (ETD) is located between the TPC end cap, and
the ECAL end cap. This single-sided silicon micro-strips detector improves the
matching efficiency between tracks and showers in the ECAL. Together with the
FTD it ensures full tracking hermeticity.

Time Projection Chamber A large-volume TPC is the central tracking component.
It provides up to 224 precise measurements along the track of a charged particle. A

momentum resolution of δ
(

1
pt

)

∼ 9 · 10−5 (GeV/c)−1 can be achieved, while keeping

the material budget as low as 0.04 X0 for the field cage and 0.15 X0 for the readout
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endcaps. While the single point resolution of σrΦ < 100 µm and double-hit resolution
of approximately 2mm are moderate compared to silicon tracking, it provides quasi-
continues tracking. This is of special interest for non-pointing tracks, which might be
the signature of certain SUSY channels. In addition it provides dE/dx based particle
identification with 5% resolution, which is valuable for many physics analyses.

The combination of all tracking systems yields a an efficiency greater than 99 % for
tracks with pt > 1 GeV/c.

Calorimeter System

To minimise confusion in the separation of close-by particle showers, the particle flow
paradigm requires very fine transverse and longitudinal segmentation of the calorime-
ters. The calorimeter design is driven by the requirements of pattern recognition,
rather than intrinsic single particle resolution. Still the latter is important, and the
high granularity even offers the possibility of efficient software compensation for the
difference between electromagnetic and hadronic response (cf. section 7.6.3). The main
requirements on the calorimetric system are:

• hermeticity down to small polar angles;

• excellent energy resolution for jets;

• good angular resolution;

• capability to reconstruct non-pointing photons as a stand-alone device;

• good time resolution, to avoid event pile-up.

In addition, lepton identification from high to low momenta is important to separate
purely hadronic jets from jets containing leptons, and thus enhance the flavour tagging
capabilities.

The calorimetric system is divided into an electromagnetic section, optimised for the
measurement of photons and electrons, and a hadronic one, dealing with showers in-
duced by hadrons. Both calorimeters are placed within the magnetic coil, in order
to minimise the amount of dead material in front of them. In z-direction ECAL and
HCAL are divided into a barrel region, with approximately cylindrical symmetry, and
two endcaps each.

Electromagnetic Calorimeter The geometrical ECAL design is sketched in figure 3.6(a).
An eightfold symmetry is approximating the cylindrical barrel shape of the TPC. Each
octant is subdivided into five modules. The layout of one barrel module is illustrated
in figure 3.6(b). The large size of the modules helps to minimise the number of cracks
in the barrel region. Furthermore, the inter-module boundaries do not point back to
the interaction point. The ECAL endcaps are divided into four modules each.

The ECAL provides 30 active layers and high transverse granularity. It can either be
realised in silicon-tungsten structure, or as scintillator-tungsten sandwich. The first
option, where the sensors are based on individual pin-diodes of 0.5 × 0.5 cm2 size, is
assumed for the presented analysis.
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(a) (b)

Figure 3.6: The electromagnetic calorimeter (a) global design and (b) module layout [51].

Tungsten (X0 = 0.35 cm, RM = 0.93 cm, λi = 9.9 cm) as ECAL absorber structure al-
lows for a compact design, and provides a good separation of near-by electromagnetic
showers. The high ratio of interaction length to radiation length facilitates the sep-
aration of electromagnetic and hadronic showers, since hadrons on average penetrate
more material before developing a shower. For a given number of sampling layers the
energy resolution improves if the inner part of the calorimeter is more finely segmented
than the latter part. Therefore, the ECAL starts with an active layer, and the first 12
radiation lengths are filled with 20 layers of 0.6 X0 thick tungsten absorbers, followed
by 11 radiation lengths of 1.2 X0 thick tungsten in 10 more layers. Altogether, they
add up to a total depth of 23.6 X0, or roughly 1 λi, within 20 cm. With a cell size of
0.5 × 0.5 cm2 pixels, which is smaller than the Molière radius of 0.9 cm, this sums up
to around 108 readout channels.

Measurements with a prototype, using 1.0× 1.0 cm2 pixels with 10 layers of 0.4 X0, 10
layers of 0.8 X0 and 10 layers of 1.2 X0 tungsten plates, achieved an energy resolution
of

σE

E
=

(16.6 ± 0.1) %
√

E[GeV]
⊕ (1.1 ± 0.1) %. (3.7)

The signal-over-noise ratio, defined as most probable value of a non-showering muon
signal divided by the pedestal width, is measured to be S/N ≈ 7.5 [63].

Hadron Calorimeter The HCAL geometrical design is following the octagonal ECAL
structure. It provides up to 48 longitudinal samples, and small cell sizes. Currently two
technology options are under closer investigation. A digital version with only 1×1 cm2

cell size, and a scintillator based one with slightly larger cells and analogue readout
are under discussion. Both will be interleaved with steel plates as absorber. The
digital HCAL design proposes gaseous active layers read out by glass resistive plate
chambers [64]. In this thesis scintillating tiles are assumed to be the active medium
(cf. chapter 6).

Stainless steel (X0 = 1.76 cm, RM = 1.7 cm, λi = 16.8 cm) is chosen as HCAL absorber
structure. It is non-magnetic, and offers the possibility of a self-supporting structure.
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Furthermore, the λi/X0-ratio of steel allows a fine longitudinal sampling in terms of
radiation length with a reasonable number of layers in a given depth in terms of inter-
action length. This is beneficial for the measurement of the electromagnetic component
in hadronic showers. In addition a high granularity enables the application of weight-
ing techniques to compensate for the difference between electromagnetic and hadronic
response, which improves the energy resolution.

Each absorber plate is 2.0 cm thick, 48 of them sum up to 5.5 λi in the barrel. The
active medium are scintillating tiles with 3.0 × 3.0 cm2 width and 0.3 cm thickness.

Forward Calorimeters High precision calorimeters in the very forward region extend
the angular coverage to almost 4π, which helps to tag background, e. g. in new particle
searches.

• The LumiCal is a cylindrical electromagnetic calorimeter centred around the out-
going beam. Positioned within the ECAL end cap, it covers the polar angle from
32mrad to 74mrad. Its purpose is to provide a precise luminosity measurement
with an accuracy of better than 10−3, using Bhabha scattering as gauge process.

• The BeamCal delivers a fast luminosity estimation on bunch-to-bunch basis from
beamstrahlung pairs. Just like the LumiCal, it is designed as cylindrical electro-
magnetic calorimeter. Located in front of the final focusing quadrupoles, it covers
the polar angle range between 5mrad and 40mrad.

• The LHCAL is a hadron calorimeter, located inside the HCAL end cap. It is
extending the HCAL coverage to small polar angles.

• The GamCal is an electromagnetic calorimeter, positioned 100m downstream of
the detector. It will assist in beam-tuning, by exploiting photons from beam-
strahlung.

These very forward detectors have to deal with very high occupancies and a radiation
dose of several MGy per year. Thus, the ongoing detector R&D focuses towards the
development of radiation hard detectors, e. g. polycrystalline CVD diamond sensors
for the BeamCal, and fast front-end electronics.

Magnet Coil and Muon System A superconducting coil surrounds the calorimetric
system. It creates a solenoidal central field of 3.5T in a volume of 6.9m in diameter
and a length of 7.35m. The required integral field homogeneity is [65]

∣

∣

∣

∣

∫ 2.25 m

0

Br

Bz

dz

∣

∣

∣

∣

≤ 10 mm (3.8)

within the TPC volume.

The coil is surrounded by an instrumented iron yoke with twelve-fold symmetry, which
returns the magnetic flux to the coil. The inner part of the barrel yoke is made from
ten 10 cm thick iron plates interleaved with 4 cm spacing for instrumentation. Three
56 cm thick iron plates interleaved with 4 cm gaps for instrumentation form the barrel
yoke rear part. The weight of the barrel yoke is around 7000 t.
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The end caps follow a similar twelve-fold structure with ten 10 cm thick iron plates
followed by two 56 cm thick iron plates. Analogue to the barrel structure, the iron
plates are interleaved with 4 cm gaps for instrumentation. An additional 10 cm thick
field shaping plate is added inside each end cap to improve the field homogeneity. The
total weight of each yoke end plate sums up to 13400 t.

The instrumentation can be used as muon detector and tail catcher. Here two tech-
nologies are under consideration as well: scintillator strips, or resistive plate chambers.

Machine Detector Interface The interaction region is a compromise between ma-
chine performance and detector backgrounds, while minimising the overall costs.

A small crossing angle of 14mrad ensures that entering beams collide almost head-on,
while allowing the outgoing beams to be guided safely out of the detector. To recover
the full luminosity, the incoming beams are slightly rotated by crab-cavities before they
reach the interaction point. Due to this rotation the beams pass through each other
side-ways and hence the overlap of bunches is maximised.

The machine detector interface takes care about the final focusing quadrupoles, in-
cluding their integrated sextupole and octupole correction elements, the beam position
monitors and kickers that keep the beam in collision. In addition, it comprises the crab-
cavities that rotate the incoming beams and the extraction line quadrupole magnets
that direct the outgoing beams to the beam dumps.

Furthermore, to minimise background from the collided beam remnants, the outgoing
beams are guided towards the beam pipe by an anti-DID (detector integrated dipole)
field. This additional magnet is located outside of the solenoid.
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4 Calorimetry

Calorimeters are instrumented blocks of matter, in which particles interact and deposit
their energy in the form of a cascade of particles. The deposited energy is then de-
tectable in the form of a visible signal Evis, which is proportional to the energy of the
incoming particle Ep:

Evis ∝ Ep. (4.1)

This proportionality is the basis of all calorimetric measurements.

4.1 Calorimeter Classification

There are several ways to categorise calorimeters. They can either be homogeneous, i. e.
active and absorbing material are the same, or sampling devices, where active material
and passive absorbers alternate. Since only sampling calorimeters are proposed for the
ILD detector, only these will be discussed in the following.

In sampling calorimeters, only the energy deposited in the active volume Evis is mea-
sured. It is connected to the energy deposition in the full calorimeter (active plus
absorber material) Etot, via the sampling fraction

SF = Evis/Etot. (4.2)

Electromagnetic calorimeters (ECAL) are optimised for the measurement of electrons,
positrons and photons. Electromagnetic processes and their properties are discussed
to some detail in section 4.3.

On the other hand, hadron calorimeters (HCAL) are devoted to the detection of
hadronic particles, e. g. pions and kaons. Hadron showers underly much larger fluctua-
tions than electromagnetic ones. Their cascades are still not understood in detail. This
is, for example, reflected in the variety of hadronic shower models in simulations with
very different predictions. It is one of the aims of the physics prototype described in
chapter 6 to contribute to a better understanding of hadronic showers by exploiting the
high lateral and longitudinal granularity. The presented analysis is only concentrating
on electromagnetic showers. Thus, hadronic showers will not be discussed in detail.

4.2 Electromagnetic Interactions of Particles and

Matter

Particles traversing matter can interact with the electric field of the atom, or with the
atomic nucleus. Due to these interactions, the initial energy is degraded, and the origi-
nal direction is disturbed. These interactions are important for the understanding and

35
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development of calorimeters, and the study of shower properties. This section provides
an overview of the most relevant processes for electromagnetic showers, discussed in
sections 4.2.1 and 4.2.2. A more detailed discussion of the development of particle
showers follows in section 4.3.

4.2.1 Interaction of Electrons with Matter

Acceleration of charged particles, e. g. the deflection of an electron passing through
the electric field of an atomic nucleus, causes electromagnetic radiation called brems-
strahlung. This process is the main reason for energy loss of highly energetic electrons
and positrons, and as such responsible for the development of electromagnetic cascades
up to the shower maximum.

The mean energy loss dE by bremsstrahlung on a path dx is given by:

−
〈

dE

dx

〉

brems

=
E

X0
. (4.3)

The natural unit of electromagnetic showers is the radiation length [66, 67]

1

X0
= 4α

NA

A
Z(Z + ζ)r2

e ln

(

183

Z1/3

)

≈ 1

180

Z2

A

[

cm2

g

]

, (4.4)

where α is the fine structure constant, NA is the Avogadro constant, A the atomic
weight, Z the atomic number of the medium, re the classical electron radius, and
1.2 < ζ < 1.4 is a correction factor that accounts for the contribution of atomic
electrons to the overall bremsstrahlung process. On average, an electron has lost 1/e
of its initial energy after 1 X0.

As shown in figure 4.1(a), the energy loss by bremsstrahlung is the main interaction
process for electrons and positrons with high energy (Ee± & 10MeV). At a certain
critical energy εc the energy loss by ionisation becomes dominant. Once the electron
energy falls below this threshold, the multiplication of particles stops and the shower
ceases.

Also presented in figure 4.1(a) are the less dominant energy loss processes of Møller
scattering (e−e− → e−e−), Bhabha scattering (e+e− → e+e−) and positron annihi-
lation (e+e− → γγ). Furthermore, electrons and positrons can interact via multiple
scattering. This mainly causes a change of direction, and does not transfer a significant
amount of energy.

4.2.2 Interaction of Photons with Matter

The interactions of photons with matter differ fundamentally from the interactions of
electrons or positrons. Charged particles lose energy in a continues stream of events
in which they ionise the traversed material and radiate photons. Photons on the other
hand, can penetrate the same thickness of matter without being affected at all. For
example, the probability that a photon interacts in 1 cm of lead is only 75%. The
main interactions of photons with matter are shown in figure 4.1(b) as a function of
the photon energy.
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Figure 4.1: Electromagnetic shower processes [4] as a function of the particle’s energy.
Process dependent cross section for (a) electrons and (b) photons in lead.

At high energies (Eγ ≥ 2 · mec
2) the dominant process is pair production γ → e+e−.

This process determines the shower development up to the shower maximum. It can
occur in the field of a nucleus κnuc or an electron κe and is responsible for the shower
development up to the shower maximum. The produced electrons are eventually ab-
sorbed by an ion, while the positrons annihilate with electrons. The mean free path
for pair production by an highly energetic photon is [68]

λγ ≈ 9/7 X0. (4.5)

Compton scattering (γe− → γe−), which describes the elastic scattering of a photon
on a free electron, contributes to the energy loss of photons with medium energy.
Typically, half of the total energy of multi-GeV electrons, positrons or photons is
deposited by Compton scattered photons. Its cross section changes with photon energy
as σCompton ∼ E−1

γ .

At lower energies, the energy loss of photons is dominated by the photoelectric effect,
where a highly energetic photon is absorbed by an electron and the electron is released
from its nuclear bounds afterwards. The cross section for this process scales with
σp.e. ∼ E−3

γ .

A minor contribution to the photon cross section at small energies arises from Rayleigh
scattering. In this process, the photons scatter elastically on particles with a diam-
eter smaller than their wavelength, and in which the atom gets neither excited nor
ionised. At higher energies, giant dipole resonances (g.d.r.), that describe photonu-
clear interactions which break up the target nucleus, contribute to the energy loss of
photons.

4.2.3 Interaction of Muons with Matter

Ionisation is the basis of most particle detectors. Charged particles traversing matter
interact with the electrons of atoms in that material. This leads to an excitation, or
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ionisation of the traversed material, and an energy loss of the traversing particle. The
mean differential energy loss − dE of the traversing particle on a path dx in a material
with atomic number Z and atomic mass A is given by the Bethe-Bloch-Formula [69]:

−
〈

dE

dx

〉

ion

= K

(

z

β

)2
Z

A

[

1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ(βγ)

2

]

, (4.6)

in which Tmax equals the maximum kinetic energy that can be transferred to an electron
in a single collision. I is the mean excitation energy of the absorber material and δ(βγ)
is a correction term describing the density effect. me = 0.511MeV is the electron mass
and re = 2.82 · 10−15 m is the classical electron radius. K ≈ 0.31 MeVg−2cm−2mol is a
constant factor, while z represents the charge of the incident particle.

The energy loss of relativistic muons decreases with increasing energy, until it reaches
a minimum of approximately 1.5 MeV/g · cm2 at βγ ≈ 3.5 in iron. A muon close to
this minimum is called ’minimum ionising particle’ (MIP)1. At increasing energies the
minimum is followed by a relativistic rise.

4.3 Electromagnetic Showers

The first observations of electromagnetic showers were from P. M. S. Blackett and
G. P. S. Occhialini, who investigated high-energetic cosmic rays in 1933 [70]. By
now, these showers can be described with high precision within the theory of quantum
electrodynamics. This section introduces the basic ideas of cascading electromagnetic
showers and gives a short overview of the most important variables needed to describe
the shower development.

4.3.1 A Very Simple Model

The most simplified model, sketched in figure 4.2, is based upon the following restric-
tions:

• The incoming charged electron has a starting energy Ep = E0 that is much greater
than the critical energy, εc.

• Each electron with Ep > εc travels one radiation length and then gives half of its
energy to a bremsstrahlung photon.

• Each photon produced with energy Ep > εc travels one radiation length and
creates an electron-positron pair with each particle carrying away half the energy
of the original photon.

• Electrons with Ep < εc cease to radiate and then lose the rest of their energy by
collisions.

• Photons with Ep < εc lose the rest of their energy via Compton scattering and
the photoelectric process.

• The difference in cross section for high-energy electrons and positrons are ne-
glected.
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Figure 4.2: Sketch of a simple electromagnetic shower induced by an electron with
E0/8 > εc. Electrons (solid, dark blue line), positrons (dotted, red line)
and photons (dashed, light blue line) undergo an interaction after each ra-
diation length.

In this model the number of particles is roughly doubled after each interaction step t

Np(t) = 2t,

while the energy per particle is on average divided in half

Ep(t) =
E0

Np(t)
= 2−tE0.

After 4 X0 this results in 8 particles, each of them having one eighth of the initial
energy.

At the maximum particle multiplication, the shower depth is

tmax ≈ ln
E0

εc

.

At this point, the particles reach the critical energy Ep = εc at which the energy loss
by bremsstrahlung equals the energy loss by collisions (ionisation and excitation). Af-
terwards the remaining soft electrons lose their energy mainly by ionisation, while soft
photons interact dominantly via Compton scattering and the photoelectric process.
Thus, the cascade decreases, following an exponential decay e−t/λatt with a character-
istic attenuation length λatt.

Some properties relevant to describe the shower development, are listed in table 4.1
for selected materials that are frequently used in calorimeters. Next to the material
density ρ, the table lists some atomic number Z dependent properties. Namely, the
radiation length X0 ∝ 1/Z2 (cf. section 4.2.1), the Molière radius RM ∝ 1/Z (cf.
section 4.3.3) and the critical energy εc ∝ 1/Z (cf. section 4.2.1). Furthermore, the
ratio of nuclear interaction length λi (cf. equation 4.28) and radiation length is an
important characteristic for the separation of electromagnetic and hadronic showers.

1A MIP is an hypothetical particle that is only losing energy by ionisation.
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Material Symbol ρ [g/cm3] X0 [cm] RM [cm] εc [MeV] λi/X0

Copper Cu 9.0 1.44 1.57 18.79 10.64
Iron Fe 7.9 1.76 1.72 21.68 7.82
Lead Pb 11.4 0.56 1.60 7.43 31.41
Tungsten W 19.3 0.35 0.93 7.97 28.43
Lead glass 6.2 1.27 2.58 10.05 20.00
Scintillator [C6H5CHCH2]n 1.1 41.31 9.41 90.65 1.87
Liquid Argon LAr 1.4 14.00 9.04 31.91 3.13
Silicon Si 2.3 9.37 4.94 39.05 4.96

Table 4.1: Shower relevant properties of some elements and compounds frequently used
in calorimeters [71].

On average, hadronic showers start deeper and extend into greater depth compared to
electromagnetic ones. The larger the λi/X0-ratio, the better the distinction between
these showers. The ratio scales linearly with Z, thus the best separation can be achieved
for high-Z absorber materials.

The first part of the table lists typical absorber materials, while the lower part sum-
marises common active materials. Lead glass is a hybrid, namely absorber and active
medium at the same time.

4.3.2 Longitudinal Shower Development

A simplified analytical model of the cascade development, though more complex than
the one sketched in section 4.3.1, was proposed by B. Rossi, and is commonly known as
“approximation B” [72]. It assumes energy independent collision losses per radiation
length, and neglects differences between electrons and positrons.

The longitudinal profile of a shower induced by a particle with incident energy E in
GeV traversing a matter depth t can be described as [73]

f(t) =
dE

dt
= atω · e−bt, (4.7)

with parameters ω and b. The first term represents the fast shower rise, in which
the particle multiplication is ongoing. The second term parametrises the exponential
shower decay.

Giving this parametrisation with t in units of radiation lengths, the particle multipli-
cation and the energy deposition reach their maximum after

tmax =
ω

b
=

[

ln
E0

εc

+ f

]

(4.8)

radiation lengths from the beginning of the cascade. The constant f is −0.5 for incident
electrons and +0.5 for photons. This position is called shower maximum.
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Figure 4.3: Simulated longitudinal profile of (a) 30GeV electrons in iron [4]; and (b)
10GeV electrons in lead, iron and aluminium [74].

The decay of the cascade after the maximum can be described by the longitudinal
attenuation length

λatt =
1

b
. (4.9)

It shows little dependence on the incoming particle’s energy, since it is mainly effected
by low energetic photons.

When the shower expands over several materials, the total radiation length is given by

1

Xg0
=
∑

i

fi

Xg0,i
, (4.10)

with the mass fraction fi of the i-th absorber with radiation length Xg0,i given in units
of g/cm2. To obtain the more common radiation length X0 expressed in cm, one has
to divide Xg0 by the material density ρ given in units of g/cm3.

The longitudinal containment of 95% of the cascade energy can be parametrised as [75]

L(95 %) = tmax + 0.08Z + 9.6, (4.11)

again expressed in units of radiation length.

Longitudinal profiles from an EGS4 simulation of a 30GeV electron-induced cascade
in iron [4] are shown in figure 4.3(a). Plotted is the fractional energy deposition per
radiation length. Circles indicate the number of electrons with energy greater than
E ≥ 1.5MeV crossing planes at X0/2 intervals (right axis). The number of photons
with energy more than E ≥ 1.5MeV, scaled down to the same area as the electron
distribution, is displayed as open squares. The curve is a fit to the distribution. The
number of particles crossing a plane is sensitive to the cutoff energy, here chosen as
a total energy of 1.5MeV for both electrons and photons. The number of electrons
decreases faster than the energy deposition, because with increasing depth, a larger
fraction of the cascade energy is carried by photons.

The material dependence of the shower development [74] is illustrated in figure 4.3(b).
The simulated energy deposition from a 10GeV electron in aluminium (Z = 13), iron
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(Z = 26) and lead (Z = 82) is displayed as a function of the calorimeter depth. As Z
increases, the shower maximum moves to greater depth and the shower decay beyond
the maximum slows down.

Measuring showers with a fine longitudinal sampling, in the order of one radiation
length per layer, allows an accurate topological reconstruction of the shower develop-
ment. This opens the possibility to identify MIP-like tracks within hadronic showers,
which can be utilised to calibrate the detector [76].

4.3.3 Lateral Shower Development

In the plane perpendicular to the incident particle, the cascade evolves due to secondary
electrons, which are no longer aligned with the incoming particle. Furthermore, sec-
ondary Compton photons do not have to follow the path indicated by the primary
photon. Multiple Coulomb scattering of soft electrons may change the electron direc-
tion, and contribute to the widening of the shower as well.

The lateral shower development is described in terms of the Molière radius

RM =

(

EM

εc

)

X0, (4.12)

where EM =
√

4π
α

(mec
2) ≈ 21.2MeV. Analogue to the radiation length, the Molière

radius of compound materials is composed as [73]

1

RgM
=

1

EM

∑

i

(

fi
εci

Xg0i

)

, (4.13)

for a Molière radius RgM in g/cm2, and fi, εci, and Xg0i as defined in equation 4.10.

Roughly 90% of the energy are contained within one Molière radius. The 95% radial
containment for electromagnetic cascades is given by

Re(95 %) = 2RM . (4.14)

As visible in figure 4.4, the lateral development can be divided into a narrow central,
and a broader peripheral part. The central part is mainly due to multiple scattering
effects produced by fast electrons. It scales with the Molière radius ρM and is almost Z
independent, whereas the slope of the halo gets steeper as Z decreases. The peripheral
part is mainly caused by soft electrons in Compton scattering and photoelectric ab-
sorption, and thus directly related to the mean free path of the photons responsible for
these processes. An empirical estimation of the radial shower development, accounting
for this double structure is given by [77]

f(r) = P
2rR2

c

(r2 + R2
c)

2
+ (1 − P )

2rR2
t

(r2 + R2
t )

2
, (4.15)

where 0 ≤ P ≤ 1 is the probability to be in the shower core, and Rc and Rt are the
medians of the core and the tail component of the radial profile. This parametrisation
lead to reasonable agreement with experimental data from the H1 experiment at HERA
in the core as well as in the halo of the shower [78].
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Figure 4.4: Simulated radial energy deposition of 10GeV electrons in aluminium, copper
and lead [74].

The spatial distribution of an electromagnetic shower can then be expressed as the
product of three probability density functions

dE(~r) = Ef(t) dtf(r) drf(Φ) dΦ, (4.16)

describing the longitudinal (cf. equation 4.7), radial (cf. equation 4.15) and azimuthal
distribution f(Φ). Here t is the longitudinal shower depth in units of radiation length,
r is the distance from the shower axis in units of Molière radii and Φ is the azimuthal
angle, which is assumed to be uniform, i. e. f(Φ) = 1/2π.

A high lateral granularity, not larger than one Molière radius per cell, allows the
separation of close-by showers with high accuracy, which is a key requirement for
particle flow (cf. section 3.3.1). Furthermore, the distribution of each shower over
several cells allows to use shower shape parameterisations, as given in equation 4.16
for particle identification and reconstruction. This improves the determination of the
shower position and angular orientation (cf. section 4.3.4), which is interesting for
long-lived neutral particles (cf. chapter 5).

4.3.4 Position Resolution

The impact point of the incident particle can be reconstructed from the energy weighted
centre of gravity

〈~x〉 =

∑

i ~xiEi
∑

i Ei

. (4.17)

Here, ~xi = (x, y, z) and Ei are the position and the energy of cell i, respectively. Since
this method implies a systematic shift of the reconstructed position towards the centre
of a cell, a good position resolution requires a high lateral granularity.

The resolution improves as the number of contributing cells increases. In electro-
magnetic cascades, high-energetic particles stick close to the incoming particle’s direc-
tion. As a consequence the lateral shower size remains very narrow. Nevertheless, in
longitudinal direction more cells contribute to the position measurement. Thus, also
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a high longitudinal sampling is improving the position resolution, which scales with
energy as

σ〈~x〉 ∝
1√
E

. (4.18)

Figure 4.5: Event display of two close-by electron showers in the CALICE Si-W ECAL.
Due to the high longitudinal and transverse granularity close-by showers can
be separated.

In sampling calorimeters, the shower spread varies with the longitudinal depth. Pro-
jecting this lateral distribution onto a plane orthogonal to the main shower axis gives
an exponential decrease, according to [79]

E(x) ∼ exp

(

− 4x

RM

)

, (4.19)

where x is the coordinate orthogonal to the main shower axis.

As the Molière radius of the absorber is usually smaller than that of the active medium
(cf. table 4.1), the cascade size is smaller in the absorber. The widening of the shower
due to the alternating structure of active and passive medium can lead to an overlap
of adjacent showers. This effect worsens if the lateral granularity gets coarser.

The event display given in figure 4.5 demonstrates the good position resolution of the
highly granular CALICE silicon-tungsten ECAL. Although the electrons are only few
centimetres apart, the two resulting showers can be clearly distinguished. This high
spatial resolution, inspired by the paradigm of particle flow, allows to separate single
showers within hadronic jets.

The angular orientation of a shower can be determined from the inertia tensor

T =
∑

i

Ei





dyi
2 + dzi

2 − dxi dyi − dxi dzi

− dyi dxi dxi
2 + dzi

2 − dyi dzi

− dzi dxi − dzi dyi dxi
2 + dyi

2



, (4.20)

where dai = ai − 〈a〉 for a ∈ x, y, z is the distance of the hit position to the centre of
gravity and the index i is running over all cells contributing to the shower.

The matrix is diagonalised to get the eigenvectors and eigenvalues, which correspond
to the inertia axes and momenta. The axis with the largest eigenvalue is taken as main
principal axis and determines the shower direction.
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4.3.5 Energy Resolution

The energy is measured in the active medium of sampling devices, while the shower is
mainly generated in the passive absorber. The fraction of energy deposited in the active
medium underlies statistical fluctuations on an event-by-event basis. These fluctuations
result in fluctuations of the visible energy Evis, and thus broaden the distribution of
the measured energy. Furthermore, many calorimeters have different sampling fractions
at increasing depth, in which case the fraction of sampled energy Evis is effected by
fluctuations in the longitudinal shower evolution, too. Due to the statistical character
of the cascade processes, the energy distribution for incoming particles with energy E
is a Gaussian distribution with a standard deviation σE.

The intrinsic sampling fluctuations are proportional to the mean energy deposition
per charged particle Ncp, which is in turn affected by the average number of particles.
Therefore, the energy resolution can be described as:

(σE

E

)

stat
=

σEvis

Evis
≈ 1
√

Ncp

. (4.21)

This equation underlines one of the reasons why calorimeters become more important
in recent particle physics experiments: their resolution improves with increasing energy.

Usually the statistical fluctuations are not the only contribution to a degradation of
the energy resolution. Calibration uncertainties and non-linearities lead to an energy-
independent degradation of the energy resolution:

(σE

E

)

const
∝ c. (4.22)

These effects are the main source of resolution degradation at high energies. Non-
linearities can occur in non-compensating hadron calorimeters (cf. section 4.4), but
they can also be introduced by saturation effects of the detector or the read-out elec-
tronics. Achieving a linear energy response is crucial to obtain a reasonable energy
resolution, and large efforts are undertaken to realise a linear response for the ILD
calorimeters. They are discussed in more detail on the example of a hadron calorimeter
physics prototype in section 6.3.1 and 6.3.3.

Another source of non-linearities are lateral and longitudinal leakage. The shower start
varies on an event-by-event basis, which directly influences the amount of longitudinal
leakage in each event for a calorimeter with limited depth. And although in principle
a calorimeter should always be deep and wide enough to contain the full shower, in
practice this has to be balanced against other sub-detector requirements and cost to the
best overall detector performance. Corrections for longitudinal leakage are understood
and can be partly accounted for [80].

The emergence of cracks and dead areas, e. g. due to supporting structures, or in the
transition region of various sub-detectors, is unavoidable and contributes to lateral
shower leakage. Another origin of leakage are dead cells, but the most prominent
contribution is often due to clustering effects in the reconstruction. The energy of
a particle is usually determined in a certain region around the shower axis. Energy
deposited outside of this cluster region is not reconstructed, and thus also some kind
of lateral leakage.
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Figure 4.6: Influence of lateral and longitudinal leakage on the energy resolution [67].

The effects of lateral and longitudinal shower leakage have been studied in a marble
absorber calorimeter by the CHARM collaboration [67]. The energy resolution mea-
sured as function of the signal loss, illustrated in figure 4.6, degrades much faster for
longitudinal leakage than for lateral signal losses. This originates from the different
fluctuations in longitudinal and lateral shower development, that lead to these leakage
effects. While the longitudinal leakage is dominated by the fluctuations in the shower
starting point, i. e. by the statistical behaviour of the initial particle, lateral leakage
is influenced by fluctuations of some hundred particles. In the case of electromagnetic
showers, lateral leakage originates from Compton and photoelectrons produced by soft
photons. The lateral leakage in hadron showers is primarily caused by neutrons, de-
positing their energy in nuclear interactions.

Instrumental effects, e. g. electronics noise, do also play an important role. The calo-
rimeter signal corresponds to a charge, collected during a given gating time. Since
every detector has a certain capacitance, there is always some basic charge collected
in this time, even in the absence of a particle cascade. Just like the signal events,
it can be translated into a corresponding amount of energy. This pedestal underlies
fluctuations, which are totally independent of the cascade development. They add to
the energy resolution as

(σE

E

)

noise
∝ b

E
, (4.23)

and are the limiting contribution at low energies.

Since all these processes are statistically independent, the total energy resolution can
be described as

σE

E
=

a√
E

⊕ b

E
⊕ c (4.24)

=

√

(

a√
E

)2

+

(

b

E

)2

+ c2, (4.25)
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Experiment Calorimeter a [
√

GeV] b [GeV] c [%]

OPAL [81] Lead glass ECAL 6.3 0.2
Wire-Fe HCAL 120

ALEPH [82] Wire-Pb ECAL 17.8 1.9
St. Tube-Fe HCAL 85

ATLAS LAr ECAL [83] 10.1 ± 0.1 0.17 ± 0.04
Sc.-Fe HCAL [84] 58 ± 3 1.7 ± 0.2 2.5 ± 0.3

CMS PbWO4 ECAL [85] 3.4 ± 0.1 0.11 0.25 ± 0.02
Sc.-Cu HCAL [86] 112 ± 1.1 3.6 ± 0.2

ILD [60] Si-W ECAL 10 1
Sc.-Fe HCAL 50 4

Table 4.2: Energy resolutions of former, operating and planned calorimeters.

where the energy E is given in units of GeV. The single contributions are also known
as stochastic term a/

√
E, noise term b/E and constant term c.

The energy resolutions achieved with some existing calorimeters, and the design reso-
lutions of the planned ILD calorimeters are listed in table 4.2. While the position reso-
lution requirements for the ILD calorimeters are unprecedented, the energy resolution
requirements are modest and have already been achieved by other large high-energy
experiments, e. g. ATLAS.

4.4 Hadronic Showers

A complete theory of hadronic showers does not exist. The current description and
simulation of hadronic interactions is based on phenomenological understanding and
parametrisation of data. Therefore, it is very important to measure hadronic showers
in great detail, to gain a better understanding. This is one of the motivations for the
physics prototype described in chapter 6.

The particle multiplicity in a hadronic cascade increases logarithmically with the avail-
able energy. About half of this energy is carried on by leading particles, while the other
half is absorbed in the production of secondaries. Not all of this energy is detectable.
Neutrons often escape the detector volume without interactions, and the energy needed
to break up nuclear bindings cannot be measured at all.

Roughly one third of the produced pions are neutral π0. They give rise to the electro-
magnetic component fem of hadronic showers. On average,

n0 ≈ 5 lnE − 4.6 (4.26)

neutral pions are produced at an energy E expressed in units of GeV [87]. The average
fraction fem of the incoming hadron energy deposited by electromagnetic shower scales
like

fem ≈ (0.11 − 0.12) lnE (4.27)
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with the incoming hadron energy expressed in GeV [88]. This estimation has been
obtained from Monte Carlo simulations. It is only applicable to showers between few
GeV and few TeV. For smaller energies it predicts negative electromagnetic fractions
and above it gives electromagnetic fractions larger than one. The electromagnetic
fraction of a hadronic cascade is largely determined by the production of π0- and η-
mesons in the first interaction and thus, underlies large event-to-event fluctuations.

The longitudinal development of a hadronic cascade can be described in terms of the
hadronic interaction length [67, 4]

λi =
Z

NAρσnA
≈ 35

A1/3

ρ
cm, (4.28)

where A, NA and ρ are the atomic weight, the Avogadro number and the material
density in units of g/cm3, respectively. Measurements of the inelastic cross section σnA

expressed in cm−2 with incoming neutrons on a nucleus with atomic weight A, show
that these cross sections are approximately independent of the particle momentum [4].

The spatial development of hadronic cascades is subject to large fluctuations, and de-
pends strongly on the electromagnetic fraction fem. Showers with large electromagnetic
contributions are much more compact than those with small π0 content. In general,
hadronic showers are wider than electromagnetic ones and have a smaller energy den-
sity. Another difference, often used to discriminate between these two showers types,
is the ratio of energy deposited at the beginning of a shower to the total deposited
energy. In electromagnetic showers, most of the energy is deposited in the front of the
calorimeter, while hadronic showers are spread over a wider range.

A large A-dependent fraction of the incoming hadron energy is spent in releasing nucle-
ons and nucleon aggregates. This energy deposition, which has no correspondence in
the electromagnetic counterpart, does not contribute to the visible energy Evis. Thus,
the amount of measured signal per incoming energy is smaller for hadrons than for
electrons or photons.

For ideal hadronic cascades, i. e. without electromagnetic component, the ratio between
electromagnetic and hadronic scale is defined as

e/h ≡ Evis(e)

Evis(h)
, (4.29)

where Evis is the visible energy for electrons (e), and hadrons (h) at the same energy.
The e/h ratio is usually larger than 1. It can be considered as an intrinsic property of
the calorimeter.

However, cascades of real hadrons always carry an electromagnetic fraction. This can
be parametrised as [73]

e/π ≡ Evis(e)

Evis(π)
=

Evis(e)

femEvis(e) + (1 − fem)Evis(h)
=

e/h

1 − fem(1 − e/h)
. (4.30)

Since fem is energy dependent, e/π is energy dependent as well. As it does not scale
linearly with the incoming energy, most hadron calorimeters are intrinsically not linear.

To regain linearity, the compensation condition e/π = e/h = 1 has to be restored. Only
if the calorimeter response is linear, the resolution improves with energy as 1/

√
E.
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Compensation can be achieved by choosing an appropriate mixture of active and pas-
sive material, as has been done by the ZEUS collaboration [89], or by applying the
correct weighting factor to each hit. The latter approach, also referred to as software
compensation, is the aim of the current ILD detector design.

Only if compensation is achieved, the calorimeter response to hadrons can be calibrated
with electron beams of known energy, where the response to electrons is taken to be
equal to the beam energy Ebeam (cf. section 6.3.1).

4.5 Summary

Calorimetry is very important for particle physics experiments. The aimed jet energy
resolution for the ILD detector can only be achieved, if special attention is given to
the development of highly granular calorimeters with a moderate energy resolution,
and on the development of shower reconstruction algorithms. The characteristics of
electromagnetic interactions presented in this chapter can be used for the understanding
of calorimeters, and the study of shower properties.

The theory of electromagnetic showers are well understood and the description of
electromagnetic processes in simulations is better than 1%. Thus, they are conve-
nient to benchmark the detector understanding of new calorimeter developments (cf.
chapter 7), even if it is a hadron calorimeter. It should be emphasised that a linear re-
sponse on the electromagnetic scale is crucial to judge the detector performance. Once
the performance is verified at the electromagnetic scale, it is possible to proceed to the
not as good understood physics of hadronic showers.

A high detector granularity enables particle identification on the basis of shower shapes.
In addition, it enhances the capability of software compensation and thus allows to
compensate for fluctuations of the electromagnetic component in hadronic showers.
Furthermore, the determination of the direction of neutral particles, e. g. to reconstruct
secondary vertices from SUSY signatures (cf. chapter 5), is only possible if the lateral
cell size is not larger than the Molière radius of the absorber material.
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5 Neutralino Lifetime Determination

A gauge-mediated SUSY breaking scenario is chosen to evaluate the performance of the
electromagnetic sandwich calorimeter proposed for the International Large Detector.
With a centre-of-mass energy of 500GeV, the next-to-lightest SUSY particle, which
is a neutralino in the investigated scenario, can be pair-produced at the International
Linear Collider. The subsequent decay results in two highly energetic photons and
missing energy in the detector. Depending on the lifetime of the neutralino this decay
can occur at a measurable distance from the interaction point. To reconstruct the
secondary vertex from this decay is a very challenging task for the pattern recognition
of the electromagnetic calorimeter.

The main motivation of this study is not to investigate a broad spectrum of SUSY
scenarios, but to test the ECAL performance in terms of energy, position and angular
resolution. As the reconstruction of the neutralino mass and lifetime requires both,
good photon energy reconstruction and excellent photon pointing resolution, neutralino
decays in GMSB are a good physics channel to test the full ECAL performance.

One example GMSB scenario is studied in full detector simulation. Three neutralino
lifetimes are chosen to benchmark the ECAL performance. The short lifetime scenario
(τχ̃0

1
= 0.2 ns) tests the limit of the ECAL angular resolution, the medium lifetime

case (τχ̃0
1

= 2.0 ns) is not so problematic for the detector and serves as a test of the
reconstruction principle. Very long-lived neutralinos (τχ̃0

1
= 11.0 ns) hit the geometrical

ECAL depth limit, as more and more neutralinos tend to decay only within, or even
outside of the ECAL.

5.1 Event Simulation

As neither the ILC nor the ILD exist so far, the detector performance is evaluated
with a full Monte Carlo simulation. These studies can be used to develop particle
identification and reconstruction algorithms well in advance to the actual data taking.
Central detector characteristics, e. g. the material, depth or granularity, can be studied
to build the best possible detector. Physics studies can be used to substantiate the
detector requirements.

Supersymmetry is a possible extension of the Standard Model, that has not yet been
discovered. Thus, first of all the particle spectrum under investigation, i. e. the particle
masses, branching ratios and decay widths, has to be calculated by a SUSY spectrum
generator. Afterwards, the events are generated by a Monte Carlo event generator
program. And finally, they are passed to a full detector simulation.

51
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GMSB Parameter Chosen Value [unit]

Λ 110 TeV
N5 1
Mmess 240 TeV
tan (β) 3.0
sgn(µ) +
cgrav 23.0

Table 5.1: Basic GMSB model parameters used in the presented analysis.

Particle Mass [GeV] Main Decay Process BR [ %]

G̃ 1.46 · 10−7 stable

χ̃0
1 151.0 χ̃0

1 → G̃γ 100
χ̃+

1 189.6 χ̃+
1 → χ̃0

1W
+ 97.3

h0 101.5 h0 → b̄b 81.6
ẽ−R 196.4 ẽ−R → χ̃0

1e
− 100

µ̃−
R 196.4 µ̃−

R → χ̃0
1µ

− 100
τ̃−
1 196.1 τ̃−

1 → χ̃0
1τ

− 100

Table 5.2: Masses and branching ratios of the kinematically accessible SUSY particles
for the GMSB parameters listed in table 5.1.

5.1.1 SUSY Spectrum Generation

The SUSY spectrum is calculated by SPheno, the abbreviation for Supersymmetric
Phenomenology [90]. SPheno numerically calculates the SUSY particle spectrum within
a given high-scale theory, e. g. GMSB. For a minimal GMSB model, the required input
parameters are Λ, N5, Mmess, tanβ, sgn µ and cgrav. As explained in section 2.3.5,
these parameters are sufficient to determine the GMSB scenario. SPheno provides the
masses and mixing matrices for the selected model, as well as the decay widths and
branching ratios of all resulting SUSY particles and Higgs bosons.

The boundary conditions investigated in this analysis, fulfilling the requirements given
in [91], are listed in table 5.1. This parameter set produces a rather light particle
spectrum with a neutralino NLSP. The kinematically accessible SUSY particles and
their dominating decay channel with corresponding branching ratio (BR) are listed in
table 5.2. All SUSY particles decay via the χ̃0

1 NLSP into the G̃ LSP. All the decay
chains from heavier particles involve charged particles and hadrons. With a tracking
efficiency of 99 % they can be well separated from the trackless χ̃0

1 → G̃γ decay, and
are not further investigated as background contributions.

Searches for the lightest neutral Higgs boson in SUSY models yield mh0
> 92.8GeV

at 95% confidence level [4]. Searches for neutralino decays at D0 and CDF exclude
mχ̃0

1
≤ 125GeV at 95% confidence level [4]. Thus, this GMSB scenario is not excluded

by any direct search.

The Feynman diagrams for neutralino pair-production at an e+e− collider, as well as
that for the neutralino decay are given in figure 5.1. As the s-channel contribution is
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Figure 5.1: Feynman diagram of (a,b) χ̃0
1 pair production at a lepton collider and (c) a

χ̃0
1 → G̃γ decay.

a process of weak interaction, it can be enhanced (or suppressed) by polarisation.

Polarisation is a measure for the spin orientation of the particle with respect to its
direction of motion. The probability to find the spin parallel to the direction of motion
is given by PR, a particle with this orientation is called right-handed. The probability
to find the spin anti-parallel to the direction of motion is given by PL, a particle with
this orientation is called left-handed. The beam polarisation

Pe = PR − PL (5.1)

is defined as the probability to find a randomly picked particle with a certain handed-
ness, with the constraint that

PR + PL = 100 %. (5.2)

If the beam polarisation is Pe = +80 %, the chance to find a right-handed particle is
PR = 90 % and the chance to pick a left-handed particle is PL = 10 %.

Any s-channel cross section at an e+e− collider can be written as

σ = σ0 [1 + |Pe−||Pe+| + ALR(Pe−,Pe+)] , (5.3)

where Pe denotes the beam polarisation and σ0 is the cross section for unpolarised
beams Pe± = 0. The left-right asymmetry is a measure for the enhancement of the
production cross section for different beam configurations:

ALR =
σLR − σRL

σLR + σRL

· 1 − Pe−Pe+

Pe− − Pe+

, (5.4)

where in the LR configuration Pe− < 0 and Pe+ > 0, and vice versa for the RL con-
figuration. For a polarisation of P(e−, e+) = (+0.8,−0.6) the signal can be enhanced
to 217,000 events in

∫

L dt = 500 fb−1, with respect to 76,000 events without beam
polarisation. With 9,306 signal events for P(e−, e+) = (−0.8, +0.6) polarisation, the
left-right asymmetry for this constellation is ALR = −0.92.

5.1.2 Event Generation

The universal Monte Carlo event generator WHiZard (W, Higgs, Z and respective
decays) [92, 93, 94] evaluates distributions of four-vectors, calculates the cross section
of each process and generates unweighted event samples. It is interfaced with the
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SUSY spectrum calculator and Guinea-Pig [95], a tool for the simulation of beam-
beam interactions at e+e− colliders. This allows to include beamstrahlung, initial and
final state radiation in the event generation.

For the signal sample,
∫

L dt = 100 fb−1 of e+e− → χ̃0
1χ̃

0
1 reactions at

√
s = 500GeV

are generated with a polarisation of P(e−, e+) = (+0.8,−0.6). The Standard Model
background sample is also generated with WHiZard. Only processes that yield the
same detector signature as the signal process are taken into account. These are e+e− →
νeν̄eγγ, νµν̄µγγ, ντ ν̄τγγ and e+e− → γγ events.

Standard Model processes are only simulated with P(e−, e+) = (+1.0,−1.0) and
P(e−, e+) = (−1.0, +1.0). Since

PR =
1 + Pe

2
, PL =

1 − Pe

2
, (5.5)

respectively, the beam polarisation can be calculated from

Pe = 2 · PR − 1 = 1 − 2 · PL. (5.6)

Thus, the desired polarisation of +80 % for electrons equals 10 % left-handed and
90 % right-handed particles. Accordingly, −60 % positron polarisation equals 80 %
left-handed and 20 % right-handed beam:

Pe− = +0.8 = −0.9 · PR − 0.1 · PL,

Pe+ = −0.6 = −0.2 · PR − 0.8 · PL.

The final beam polarisation is achieved by mixing

P(e−, e+) = (+0.8,−0.6) = 0.9 · PR(e−) · 0.8 · PL(e+) = 0.72 · P(+1.0,−1.0) (5.7)

of the P(e−, e+) = (+1.0,−1.0) sample with

P(e−, e+) = (+0.8,−0.6) = 0.1 · PL(e−) · 0.2 · PR(e+) = 0.02 · P(−1.0, +1.0) (5.8)

of the P(e−, e+) = (−1.0, +1.0) sample.

Particles in the very forward region, that escape through the beam pipe, and low-
energetic particles are computing intensive, but do not contribute to the detector signal.
Therefore, the following kinematic acceptance cuts are applied [96]:

• a 10GeV jet cut for the minimum invariant mass of a pair of coloured particles,

• a 4GeV mass cut for the minimum invariant mass of a pair of colourless particles,

• a 4GeV cut for the minimum invariant mass of the exchange particle in t-channel
processes.

Finally, the fragmentation of quarks is performed by the PYTHIA [97] event generator.
Unlike WHiZard, PYTHIA includes the gravitino and thus, it also takes care of the
decay of the neutralinos.
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5.1.3 Event Simulation

For signal and background, the detector simulation is realised with Mokka [98], a
detailed simulation based on Geant4 (GEometry ANd Tracking) [99]. Geant4 is used to
simulate the passage of particles through matter. It can handle Standard Model particle
interactions with the detector material, including energy loss, as well as interactions
with the magnetic field. However, Geant4 is not aware of SUSY particles. To enable
the correct handling of neutralino decays, the neutralino and the gravitino are added
to the G4ParticleList. Although they are not expected to interact with the detector
material, nor the magnetic field, their mass, charge, decay width and channel, and
lifetime still have to be introduced to Geant4, to track them through the detector.

The chosen GMSB parameters result in a lifetime of τχ̃0
1

= 0.203 ns. As the aim
of this study is to test the lifetime reconstruction capabilities of the electromagnetic
calorimeter, the neutralino lifetime is artificially enhanced in Geant4 to obtain three
samples of 0.203 ns, 2.029 ns, and 11.029 ns lifetime, respectively. For a neutralino mass
of 151.1GeV, and a neutralino energy of 250.0GeV, this corresponds to a mean decay
distance of approximately 11 cm, 80 cm, and 450 cm in the detector, respectively. Each
sample is generated with roughly 21000 events.

The presented results are obtained for the ILD detector described in section 3.3.3. For
a realistic detector performance study, the description of the geometry of each sub-
detector is very detailed, including dead regions and support structures. The detector
geometry and event topology, are displayed in figure 5.2. Two neutralinos are produced
at the IP. They travel into the main tracker before decaying into a neutral gravitino
and a photon each. The secondary vertices are clearly visible. The photons shower in
the electromagnetic calorimeter, that is surrounded by a hadron calorimeter.

5.2 Event Reconstruction

The event reconstruction is based on Marlin (Modular Analysis and Reconstruction for
the LINear collider) [100]. The most important objects for this analysis are photons.
Their reconstruction is based on a fast and efficient photon-finder-kit [77], which is
explained in some detail in the following. The reconstruction of other objects, e. g.
tracks or jets, is not relevant for this study and therefore not further covered. More
details on event reconstruction with Marlin are given in [101].

5.2.1 Photon Reconstruction

The basic idea of the photon reconstruction algorithm is to utilise the imaging ca-
pabilities of the calorimeter to extract the energy density profile of the shower. It
integrates the average energy density, as defined in 4.16, over the n ECAL layers and
rings around the shower starting point. This method is repeated for a distinct num-
ber of energy thresholds, which allows to identify the number of photons, to separate
close-by photons and to estimate the photon energy and direction.

Due to the intrinsic shower fluctuations and the limited detector cell size, the ideal
distribution gets smeared. However, within a highly granular calorimeter, as proposed
for the ILD, these fluctuations stay small and the method is still applicable.
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(a) (b)

Figure 5.2: Event display of an e+e− → χ̃0
1χ̃

0
1 → G̃γG̃γ event in Mokka (a) in r-φ view

(b) in r-z view. The blue circle represents the TPC, the green octagon the
ECAL and the yellow octagon the HCAL. See text for further explanations.

Since electromagnetic showers are rather compact objects without discontinuities, a
nearest-neighbour cluster algorithm is suitable to reconstruct the shower. To simplify
the cluster-building, isolated calorimeter hits with less than Nneighbours neighbouring
cells being hit are ignored during all further cluster building steps until the final photon
building. This helps to smoothen the shower surface, and thus suppresses the natural
fluctuations. However, it also induces problems with low-energetic photons (Eγ ≤
1GeV), that have a shower radius comparable with the cell size. Since the photon
energies in the studied scenario are expected to range between several tens and several
hundred GeV, this is negligible.

To identify the dense core of an electromagnetic shower, the selected ECAL hits are
assigned into Nsamples sub-samples according to the hit energy Ehit and some threshold
levels Ethreshold. To allow good close-by shower separation, the threshold levels are
closer for lower hit energies. All clusters with more than Nhits hits are regarded photon
candidates.

The decision to split or merge close-by clusters is based on a pattern recognition algo-
rithm. A cone with opening angle α(C1, C2) is constructed from the centre and along
the assumed direction of one of the cluster candidates. If the second cluster candidate
lies within this cone, at a distance not larger than D(C1, C2), the clusters are merged,
otherwise they are split.

The cluster building parameters are free steering parameters, that have to be adopted
to the expected physics signature. The separation criteria used in this analysis are
listed in table 5.3. They are chosen to contain the maximal fraction of the full energy,
which is important to get a good energy estimation, as described in the following.
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Cluster Parameter Chosen Value [unit]

Nneighbours > 4 hits
Nsamples = 10

Ethreshold =
0.1, 1.5, 2.5, 4, 6

MIP/hit
9, 16, 26, 41, 65

Nhits(C) > 8 hits/cluster
cos α(C1, C2) > 0.95
D(C1, C2) < 3.0 cm

Table 5.3: Photon reconstruction parameters used in this analysis. Further explanations
are given in the text.

5.2.2 Energy Estimation

All clusters passing the selection criteria are considered photon candidates. For each
of them the energy is estimated from the measured energy, and the threshold-level of
the sub-sample. This gives a handle to collect all hits belonging to the photon, also
distant and isolated ones that have been excluded so far. Thus, it improves the energy
reconstruction and provides a more accurate shower shape reconstruction.

The energy estimation requires the prior knowledge of the true energy deposition for
the given detector configuration and cluster building parameter set under investiga-
tion. Thus, single photons at various energies are simulated and passed through the
reconstruction scheme described above. The true energy deposition at each sub-sample
is stored, and compared to the reconstructed one. As illustrated in figure 5.3, where
the true energy and the reconstructed energy of 20GeV photons with at least 1.5MIP
per hit are plotted, a linear fit is suitable to parametrise the relation between true and
reconstructed energy deposition:

Etrue = a + cEreco. (5.9)

Fifteen samples with single photons with energies between 0.5GeV and 200GeV, with
1000 events each, are used to create a calibration table for the given detector and
algorithm parameter conditions. The energy for any incoming photon is then estimated
from a threshold dependent energy calibration.

Finally, photons are reconstructed on the basis of a 3 dimensional model, using the es-
timated energy, the shower direction (cf. equation 4.20) and its starting point. The full
energy density distribution, given in equation 4.16, is used to estimate the probability
that a given hit belongs to one cluster or another.

5.2.3 Cluster Algorithm Performance

The clustering performance is tested with the simulation of single photons with energies
ranging from 1GeV to 200GeV. The particle gun is positioned directly in front of the
ECAL surface, to avoid multiple scattering, energy-losses and pair-production in the
tracking volume. The incident angle between the photons and the ECAL surface is
varied between 90◦ and 40◦ in φ and θ.
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Figure 5.3: Calibration of the reconstructed photon energy, depending on the energy-
per-hit threshold, for a 20GeV photon with at least 1.5MIP per hit.

Cluster Efficiency As shown in figure 5.4(a), the efficiency to find exactly one photon,
if one photon is shot into the detector is more than 88 % for photon energies between
1GeV and 200GeV at any incidence angle. The efficiency for perpendicular photons
can be taken as a measure for the calibration uncertainty. It is above 99.5 % for
photon energies between 5GeV and 70GeV. At smaller energies some photons are lost,
since they do not produce enough hits and thus do not pass the Nhits(C) requirement.
At higher energies, the cluster processor tends to split clusters, which degrades the
efficiency to 97 % for 250GeV photons. This can in principle be improved by loosening
the cos α(C1, C2) and the D(C1, C2) requirement, but this would in turn lead to a
degradation in particle separation.

Energy Reconstruction The deviation between true and reconstructed photon en-
ergy is defined as (Ereco−Etrue)/Etrue. It is smaller than 5 % for all investigated energies
and incidence angles, as shown in figure 5.4(b). The deviation gets larger with decreas-
ing incidence angle. The deviation for photons perpendicular to the ECAL surface,
a measure for the quality of the calibration method, is below 2 %. Photons at 40◦

incidence angle deviate up to 4 %.

The energy resolution is shown in figure 5.5. For perpendicular incidence, it can be
parametrised as:

σE

E
=

(16.7 ± 0.3) %
√

E[GeV]
⊕ (0.61 ± 0.08) %. (5.10)

This is comparable with the energy resolution of σE/E = 16.5 % ⊕ 1.07 %, measured
with the CALICE Si-W ECAL [63]. It slightly degrades down to (18.6± 0.3) %/

√
E ⊕

(0.62 ± 0.09) % for photons at 40◦ angle. The cluster efficiency, energy linearity and
energy resolution influence the reconstructed photon energy, and thus have influence
on the χ̃0

1 mass determination.
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Figure 5.4: (a) Single-photon clustering efficiency of the photon reconstruction algorithm
for Φ = 40◦ (circle), 60◦ (squares) and 90◦ (triangles). (b) Deviation of
reconstructed from true photon energy. For better visibility, the data points
are slightly shifted on the x-axis.
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Figure 5.5: Energy resolution of the ECAL barrel for Φ = 40◦ (circle), 60◦ (squares) and
90◦ (triangles). The red line indicates the fit to photons perpendicular to
the ECAL surface (Φ = 90◦).

Angular Reconstruction The angular orientation of the cluster can be calculated
from the cluster principal axes (cf. equation 4.20), according to

φ = arctan
y

x
, (5.11)

θ = arccos z. (5.12)

The deviation from reconstructed to true incidence angle is plotted in figure 5.6(a) for
∆φ(φ) as a function of incidence angle, and in figure 5.6(b) for ∆θ(E) as a function
of photon energy. The interchanged plots, ∆θ(θ) and ∆φ(E), are not shown, as they
behave similar.

The deviation, in θ as well as in φ, is below 1 % for particles at 90◦ incidence angle and
up to 6 % at 40◦ incidence angle. At energies above 20GeV, which are relevant for the
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Figure 5.6: Deviation of reconstructed from true particle angle (a) in φ as a function of
incidence angle and (b) in θ as a function of photon energy.

presented analysis, the deviation between reconstructed and true angle is independent
of the energy of the particle. The angular resolution for particles at 90◦ incidence angle,
plotted in figure 5.7(a), is determined to be

σθ =
(131 ± 2) mrad
√

E [GeV]
⊕ (3.7 ± 0.5) mrad. (5.13)

This is worse than the angular resolution of σθ = 106 mrad/
√

E [GeV]⊕ 4 mrad, mea-
sured with the CALICE Si-W ECAL [102]. As the cell size of the ECAL prototype is
larger than that of the ILD calorimeter, the worse angular resolution in the presented
analysis hints towards problems in the photon finder algorithm.

The angular reconstruction influences the χ̃0
1 lifetime reconstruction. As shown in

section 5.4.2, the deviation between true and reconstructed angle has a direct impact
on the decay spectra.

Position Reconstruction The cluster position is determined from its centre-of-
gravity 〈~x〉 (cf. equation 4.17). The position resolution at 90◦ incidence angle, as
plotted in figure 5.7(b), can be parametrised as

σ〈~x〉 =
(2.7 ± 0.2) mm
√

E [GeV]
+ (2.80 ± 0.03) mm. (5.14)

The Si-W ECAL measures a position resolution of [102]

σx = 14.8 mm/E [GeV] ⊕ 3.9/
√

E [GeV] ⊕ 1.04 mm.

The high noise-term contribution is a result of the track-reconstruction based on drift
chambers. At low energies their track resolution is worse than the Si-W ECAL reso-
lution. For energies above 6GeV, the Si-W ECAL position resolution is much better
than the presented resolution of ILD, which is another hint for problems in the photon
finder algorithm. An S-curve calibration, which corrects for the cell structure of the
ECAL could improve the resolution.
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Figure 5.7: (a) Angular and (b) position resolution of the ECAL barrel as a function of
photon energy.

5.3 Signal Selection

At the ILC
∫

L dt = 500 fb−1 integrated luminosity at
√

s = 500GeV with a polari-
sation of P(e−, e+) = (−0.8, +0.6), correspond to 217,000 signal events. In addition,
there will be at least

• 2,000,000 νeν̄eγγ events

• 70,000 νµν̄µγγ events

• 71,000 ντ ν̄τγγ events

• 3,110,000 γ γ events

Those sum up to at least 5.3 · 106 background events, corresponding to a signal-to-
background ratio of S : B ≈ 1 : 24.3.

The physics signature in the electromagnetic calorimeter is utilised to separate signal
from background events. Figure 5.8 and figure 5.9 show the distributions on which the
selection is based, before all cuts for the signal process with τχ̃0

1
= 2.0 ns, background

processes and combined data. The vertical red lines indicate the chosen cut and the
arrow point towards the accepted region.

The major part of the Standard Model events is rejected by applying the following
selection to all events in the SUSY and SM samples:

• some activity in the ECAL with 1500 ≤ Nhits(ECAL) ≤ 6000 and 80 GeV ≤
Esum(ECAL) ≤ 450GeV;

• at least two reconstructed photons (Nγ ≥ 2) with Eγ ≥ 20GeV and | cos(θγ)| ≤
0.75;

• 6Et(ECAL) ≥ 30GeV missing transverse energy in the ECAL from the G̃.
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Figure 5.8: Energy sum (upper-left plot) and number of hits (upper-right plot) distri-
butions in the ECAL, as well as missing transverse energy per event (lower-
left plot) and number of reconstructed photons (lower-right plot) for signal
events with τχ̃0

1
= 2.0 ns (orange hashed region) and background events. All

distributions are shown before any selection cut is applied. The red arrows
point towards the accepted region, the red hashed area indicates the excluded
region.
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Figure 5.9: (a) Photon energy and (b) | cos θ| distribution for signal (orange hashed re-
gion) and background without any selection cuts applied. All distributions
for signal events with τχ̃0

1
= 2.0 ns. The red arrows point towards the ac-

cepted region, the red hashed area indicates the excluded region.



Section 5.3: Signal Selection 63

τχ̃0
1
[ns] Signal : Background

0.2 3.9 : 1
2.0 3.5 : 1
11.0 1 : 1.5

Table 5.4: Signal-to-background ratio after all selection cuts for the three investigated
neutralino lifetime samples.

Signal Process Background Process
τχ̃0

1
= 0.2 ns τχ̃0

1
= 2.0 ns τχ̃0

1
= 11.0 ns νeνeγγ νµνµγγ ντντγγ γγ

Esum 99.1 % 95.7 % 52.5 % 53.4 % 78.2 % 78.6 % 40.6 %
Nhits 98.7 % 93.0 % 40.8 % 45.2 % 70.9 % 71.2 % 69.9 %
6Et 92.3 % 91.1 % 60.3 % 46.6 % 66.8 % 67.3 % 1.0 %
Nγ 99.6 % 90.1 % 22.0 % 70.8 % 69.4 % 69.4 % 73.0 %
Eγ 99.1 % 89.0 % 18.9 % 20.1 % 28.4 % 28.2 % 28.3 %
| cos θγ | 62.7 % 60.2 % 13.9 % 6.8 % 6.4 % 6.5 % 9.3 %

all 59.5 % 53.7 % 10.2 % 1.4 % 2.3 % 2.3 % 0.04 %

Table 5.5: Relative amount of events surviving each single cut and all cuts together.

Requiring all of the above criteria reduces the background to 0.6% of the original
amount, while leaving 59.5% of the signal with τχ̃0

1
= 0.2 ns, 53.7% of the τχ̃0

1
= 2.0 ns

sample and 10.2% of the τχ̃0
1

= 11.0 ns signal sample, respectively. The selection
efficiency decreases for the long-lived neutralino sample, mainly because the clustering
algorithm tends to split photon showers resulting from long-lived neutralinos.

The corresponding signal-to-background ratios are listed in table 5.4. Table 5.5 gives
a more detailed overview of the effect of each single cut on the different types of
background and signal. Quoted is the fraction of selected events applying one cut at
a time, and all cuts at once. For example, 92.3% of all signal events emerging from
neutralino decays with τχ̃0

1
= 0.2 ns have missing transverse energy 6Et ≥ 30GeV, while

this requirement is only fulfilled by 1.0% of all e+e− → γγ events.

The selection efficiency decreases with increasing neutralino lifetime, thus also the
signal-to-background ratio decreases with increasing neutralino lifetime. The clustering
algorithm tends to split photon showers resulting from long-lived neutralinos. This
significantly reduces the signal selection efficiency to one fifth. Furthermore, samples
with longer lifetimes are more sensitive to cuts on the required ECAL energy and
number of hits. This is illustrated in figure 5.10, which shows the energy sum in the
HCAL, the number of hits in the ECAL and the number of reconstructed photons
per event for all three lifetime scenarios. Obviously, the signal contribution in the
ECAL decreases with increasing neutralino lifetime, while the signal contribution in
the HCAL, which is not included in the photon reconstruction, increases. Longer-lived
neutralinos partially decay within, or even outside of the electromagnetic calorimeter.
In principle the selection cuts could be individually adjusted for each lifetime scenario,
but as the neutralino lifetime is not a priori known and to keep results comparable,
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Figure 5.10: Long-lived neutralinos may decay late in the ECAL, resulting in a shower
leaking to the HCAL: energy sum per event in the HCAL (upper-left plot)
number of hits per event in the ECAL (upper-right plot) and number of re-
constructed photons per event (lower-right plot) for neutralinos with 0.2 ns
(black dotted line), 2.0 ns (blue dash-dotted line) and 11.0 ns (red solid
line), respectively.

this is not done for the presented analysis.

The signal cross section is defined as:

σ =
Nsignal

ε · L . (5.15)

For an integrated luminosity of
∫

L dt = 500 fb−1 and Nsignal = Ngenerated · ε selected
signal events, given the selection efficiency ε as stated in table 5.5, this results in
σ = 433.5 fb.

5.4 Measurement of χ̃
0
1 properties

The signal-to-background ratio achieved with the simple cut-based selection method
described above, enables the discovery of the short and medium lifetime neutralino.
The number of two-photon events, as displayed in figure 5.11, is much higher than the
one expected from Standard Model background events. For the short-lived scenario,
figure 5.11(a), the distribution is strongly dominated by signal events. However, for
long-lived neutralinos, figure 5.11(b), the number of two-photon events is just 1%
above the expectation from the Standard Model background. Thus, the HCAL has to
be included in the reconstruction to improve the photon reconstruction in this scenario.
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Figure 5.11: Number of reconstructed photons per event after all selection cuts for (a)
neutralinos with τχ̃0

1
= 0.2 ns and (b)τχ̃0

1
= 11ns lifetime and background

events.

Once a signature that hints toward physics beyond the Standard Model is established,
measurements of the properties of the new particles can be used to constrain the
underlying model. As discussed in section 2.3.5, in GMSB models the fundamental
SUSY breaking scale can be determined from the NLSP mass and lifetime. Methods
to determine the NLSP particle mass from a kinematic edge fit, and the NLSP lifetime,
exploring the excellent spatial ECAL granularity, are discussed in the following.

5.4.1 Measurement of the χ̃0
1 mass

The χ̃0
1 mass can be obtained from the energy spectrum of the photon candidates, since

for a two-body decay, assuming effectively massless decay products, the distribution
is box-like with edges determined by the neutralino mass mχ̃0

1
and the centre-of-mass

energy
√

s. Deviations from the pure box shape are due to the beam energy spectrum
and the detector resolution. The relation between the χ̃0

1 mass and the energy endpoints
of the photon is determined by pure kinematics [103]:

Eγ
min,max =

1

4

(√
s ∓

√

s − 4m2
χ̃0

1

)

. (5.16)

Thus, the neutralino mass can be extracted from a fit to the edges of the photon energy
spectrum:

mχ̃0
1

=
1

2

√

s ∓ (4 · Eγ
min,max −

√
s)2. (5.17)

The lower edge can be smeared out by, e. g. SM background processes with soft photons,
whereas the upper edge always comes from decays of directly pair-produced neutralinos.

Figure 5.12(a) displays the photon energy distribution for signal only events without
any selection cuts. The upper edge is fitted with:

Eγ(A, m2
χ̃0

1

, S, B) = A/









1 + exp









E + 1
4

(√
s +

√

s − 4m2
χ̃0

1

)

S

















+ B, (5.18)
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Figure 5.12: χ̃0
1 mass determination from photon energy distribution from neutralinos

with 2.0 ns lifetime after reconstruction. Plotted are (a) signal only events
without any cuts and (b) reconstructed data (signal + background) events
after all selection cuts.

Before Cuts After Cuts
msignal 154.9 ± 0.5 GeV 148.5 ± 1.7 GeV
mdata 144.9 ± 0.8 GeV 126.5 ± 2.6 GeV

Table 5.6: χ̃0
1 mass as reconstructed from the photon energy distribution from data mdata

and signal only events msignal.

indicated by the red line in figure 5.12. The amplitude A, slope S, background B and
χ̃0

1 mass mχ̃0
1

are free fitting parameters. The background parameter is set to zero for
the fit to the signal-only sample.

Figure 5.12(a) displays the reconstructed photon energy for signal only events without
any selection cuts applied, while figure 5.12(b) displays the reconstructed photon energy
for signal and background events after all selection cuts. The χ̃0

1 mass obtained for the
reconstructed photon energy of the data sample mdata, and the photon energy using
only signal events msignal, are listed in table 5.6 for events with and without selection
cuts applied, including their statistical uncertainties.

The χ̃0
1 mass estimation using signal only events is higher than the true χ̃0

1 mass of
mtrue = 151.0GeV. This is understandable, since beamstrahlung and initial state radia-
tion have been simulated, but were not accounted for during the χ̃0

1 mass reconstruction.
If the true centre-of-mass energy is not

√
s = 500GeV but only

√
s = 497.5GeV, the

reconstructed χ̃0
1 mass yields msignal = (151.3± 0.6)GeV. Thus, it is assumed that this

mass reconstruction method is in principle correct.

On the other hand, the reconstructed mass underestimates the true χ̃0
1 mass, be-

cause as shown in figure 5.4(b) the photon energy tends to be overestimated for non-
perpendicular photons. This can be cured by improving the clustering algorithm, or
by re-calibrating the energy measurement with Monte Carlo truth information.
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5.4.2 Measurement of the χ̃
0

1
lifetime

Reconstruction Principle The χ̃0
1 lifetime reconstruction principle is based on simple

geometrical constraints, sketched in figure 5.13, and kinematic considerations. The
χ̃0

1 energy and absolute momentum are constrained by the parameters of the colliding
beams and the χ̃0

1 mass:

Eχ̃0
1

= Ebeam, pχ̃0
1

=
√

Eχ̃0
1
− mχ̃0

1
. (5.19)

Thus, the decay angle ∆ between χ̃0
1 and γ can be determined from the measured

photon energy Eγ and kinematic considerations [103]:

cos ∆ =
Eχ̃0

1

pχ̃0
1

−
m2

χ̃0
1

2 · pχ̃0
1
Eγ

. (5.20)

The resulting χ̃0
1 decay length is:

λ = |〈~x〉| · sin Ψ

sin ∆
, (5.21)

where Ψ is the angle between the line connecting the centre-of-gravity of the pho-
ton shower with the interaction point 〈~x〉 and the principal axis of inertia ~EV. The
explicit occurrence of the neutralino mass emphasises the importance of an accurate
photon energy measurement, as described in section 5.4.1. For the lifetime analysis
the neutralino mass is taken from the SUSY spectrum calculator, and not from the
reconstruction sketched in section 5.4.1.

In principle there are two neutralinos in each event, which fly back-to-back with an
acollinearity angle depending on the initial state radiation and beamstrahlung. This
information could be used to constrain the event reconstruction, but it requires a
detailed knowledge of the acollinearity angle distribution. Furthermore, it can not be
applied to events in which one neutralino is decaying outside of the detector volume.
Thus, this analysis treats each neutralino individually.

Neutralinos with an energy of Eχ̃0
1

=
√

s/2 = 250GeV, and a mass of mχ̃0
1

= 151GeV,
that travel for a time tχ̃0

1
cover a distance

dχ̃0
1

=
c

tχ̃0
1

√

E2

χ̃0
1

m2

χ̃0
1

− 1

. (5.22)

Just as the neutralino decay time, the decay length follows an exponential distribution.
Individual neutralinos with a decay time shorter than 4.6 ns decay in front of the ECAL
barrel, which has an inner radius of Rinner(ECAL) = 185 cm. These events can be
reconstructed with the presented algorithm, and hence the lifetime fit is constrained
to decay times smaller than 4.6 ns. On the other hand, neutralinos that live longer
than 5.1 ns, only decay outside of the ECAL barrel, which has an outer radius of
Router(ECAL) = 202 cm. These events can in principle be recovered, if the analysis is
extended to the HCAL.
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Figure 5.13: Reconstruction principle of the neutralino flight distance (λ). The line con-
necting the centre-of-gravity from the photon shower with the interaction
point (〈~x〉), main axis of inertia (EV), and the angle in between (Ψ) can
be measured. The angle between photon and neutralino (∆) is given by
kinematic constraints.

Lifetime Reconstruction using Signal-only Samples The pure neutralino decay
spectra without any selection cuts applied are shown in figure 5.14. They follow an ex-
ponential distribution convoluted with the Gaussian shaped detector resolution. The
slope, which is a measure for the neutralino lifetime, gets shallower with increasing
decay time. The long-lived sample (τχ̃0

1
= 11.0 ns), shows the effect of longitudinal

leakage. Although most neutralinos decay in front of the electromagnetic calorimeter
(tχ̃0

1
≤ 4.6 ns), some also decay within, or even behind the ECAL. The transition of

events decaying within the ECAL is visible as sharp drop in the number of recon-
structed events. The reconstruction efficiency gets worse with increasing neutralino
decay time. Finally, neutralinos that decay only at the rear of the ECAL, or even
beyond, cannot be reconstructed at all in the presented analysis.

The neutralino lifetime τ is extracted from a decay model fit, as it is implemented in
RooFit [104]:

f(t) = exp

[−t

τ

]

⊗ 1

σ
√

2π
exp

[

−t′
2

2

]

. (5.23)

The Gaussian parameter

t′ =
t − µ

σ
(5.24)

includes the signal width σ, that expresses the experimental resolution on each mea-
surement of the decay time t. The mean value µ parametrises the average bias on
that measurement. The underlying Gaussian is assumed to be a result of the detector
resolution.

Influence of Selection Cuts The influence of the cut parameters applied to reduce
the number of background events on the lifetime measurement is investigated for all
pure signal samples. The neutralino lifetime is reconstructed for all the investigated
scenarios, without any selection cuts, after one selection cut at the time and after
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Figure 5.14: Neutralino lifetime reconstruction for background-only events in the upper-
left plot, and signal-only events with τχ̃0

1
= 0.2 ns (upper-right plot), τχ̃0

1
=

2.0 ns (lower-left plot) and τχ̃0
1

= 11.0 ns (lower-right plot) input lifetime,
respectively. Plotted are events without any selection cuts applied.

τreco[ns]
τtrue = 0.2ns τtrue = 2.0ns τtrue = 11.0ns

no cut 0.575 ± 0.002 2.13 ± 0.01 10.9 ± 0.3
Esum 0.575 ± 0.002 2.13 ± 0.01 10.5 ± 0.3
#hits 0.573 ± 0.002 2.14 ± 0.01 11.2 ± 0.3
6Et 0.569 ± 0.002 2.10 ± 0.01 10.3 ± 0.2
at least two γ with
Eγ 0.577 ± 0.002 2.14 ± 0.01 11.1 ± 0.4
| cos(θγ)| 0.498 ± 0.002 2.20 ± 0.01 15.0 ± 0.9
all cuts 0.477 ± 0.002 2.8 ± 0.01 10.9 ± 0.5

Table 5.7: Influence of the selection cuts on the neutralino lifetime reconstruction for
the pure signal samples. Only statistical uncertainties are stated here.

all selection cuts together. The results are listed in table 5.7, including statistical
uncertainties.

For the small lifetime scenarios, the reconstructed lifetime is much larger than the
input lifetime. In contrast to that, the long lifetime scenario is correctly reconstructed.
At small lifetimes the detector resolution smears out the angular and the distance
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τtrue = 0.2ns τtrue = 2.0ns τtrue = 11.0ns
fsig [ %] 52.0 ± 0.2 92.0 ± 0.1 91.3 ± 0.2
µ [ns] 0.570 ± const 0.570 ± const 0.570 ± const
σ [ns] 0.430 ± const 0.430 ± const 0.430 ± const
τreco [ns] 0.501 ± 0.002 2.13 ± 0.01 10.8 ± 0.5

Table 5.8: Fitted parameters for the neutralino lifetime reconstruction using kinematic
constraints. Stated are only statistical uncertainties.

reconstruction, necessary for the lifetime reconstruction. The resulting Gaussian has
a similar width as the neutralino exponential. At longer lifetimes, the influence of the
detector smearing is reduced.

Most selection cuts do not significantly disturb the lifetime measurement. Only the
cut on the angular distribution seems to have a larger impact, especially on the long-
lifetime scenario. However, since it is essential to reduce the background, it is kept
for this analysis. An improved selection method can help to improve the lifetime
reconstruction in the future.

Lifetime Reconstruction using Data Samples In reality, the signal will be accompa-
nied by background. For the process under investigation this background is only from
Standard Model processes, displayed in the upper left plot of figure 5.14, which are
assumed to be known with very high precision. The reconstructed background events
do not peak at zero decay time, as one would expect since all events originate from
the interaction point. This shift in the mean value can be explained with the shift in
angular reconstruction visualised in figure 5.6(a). Since t ∝ sin Ψ (cf. equation 5.21),
a 6% shift in Ψ introduces up to 4% shift in the decay time.

The data samples include signal and background after all selection cuts. The fit re-
sulting from the background-only sample is subtracted and the remaining histogram,
plotted in figure 5.15, are taken to be signal events. To account for remaining back-
ground the resulting lifetime distribution is fitted with:

f(t) = fsig ·
(

exp

[−t

τ

]

⊗ 1

σ
√

2π
exp

[

−t′
2

2

])

⊗ fbkg ·
(

1

σ
√

2π
exp

[

−t′
2

2

])

, (5.25)

where fsig and fbkg represent the fraction of signal and background events, respectively,
with fsig + fbkg = 1. The underlying Gaussian is assumed to be a result of the detector
resolution, and is therefore taken to be the same for signal and background. In principle
it can be determined from any physics signature but the signal. Since the background
sample is available anyhow, the mean and width are determined from the fit to the
background-only sample, and are subsequently fixed for the data sample.

Plotted in figure 5.15 are the pure signal spectrum, as well as the background and
the background subtracted data sample with the corresponding fit. The background
subtracted data sample follows the same distribution as the signal only sample. And
the fitting results, listed in table 5.8 with their statistical uncertainties, show that
the remaining background contribution is rather small for the τχ̃0

1
= 2.0 ns and the

τχ̃0
1

= 11.0 ns sample.
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Figure 5.15: Neutralino lifetime reconstruction for τχ̃0
1

= 0.2 ns (upper-left plot), τχ̃0
1

=
2.0 ns (upper-right plot) and τχ̃0

1
= 11.0 ns (lower-left plot) input lifetime,

respectively. Plotted are the signal-only sample (green dots) and the back-
ground subtracted data (blue dots) with the corresponding fit (blue line)
and background (red dots). In each case after all selection cuts.

The resulting lifetime for the long-lived scenario is well in agreement with the fitting
result from the pure signal sample after selection cuts and the input lifetime. Neglecting
systematic errors, the aspired lifetime resolution of ∆τ/τ ≤ 10 % can be achieved for
this scenario. It might be further improved by implementing the HCAL in the photon
reconstruction, to collect also the photon showers starting late in the ECAL and leaking
into the HCAL.

Also in the fast decay scenario the reconstructed lifetime is longer than the input
lifetime. The fitted background fraction is determined to be 48%, which is definitely
too much, given the signal-to-background ratio is determined to be 3.9 : 1 and the fit to
the background sample has been subtracted. In this scenario the lifetime reconstruction
is limited by the algorithm performance and the detector resolution. The reconstructed
signal distribution is too close to the reconstructed background distribution to be well
determined. The signal lifetime determination could be improved by taking advantage
of photons undergoing pair production in the tracking volume, which occurs in 15 % of
the events. These events could be reconstructed with the help of the tracking detectors,
which have a much better spatial and angular resolution than the ECAL.

In the medium lifetime scenario the reconstructed lifetime is 6.5 % higher than the
input lifetime. Just as in the short lifetime scenario, the reconstruction is limited by
the angular reconstruction. The systematic shift observed in the angular reconstruction
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ILD ECAL Geometry and Performance

Barrel Dimension 185 cm < r < 202 cm
Endcap Dimension 245 cm < |z| < 262 cm

Energy Resolution 16.7 %/
√

E [GeV] ⊕ 0.61 %

Spatial Resolution 0.4 cm/
√

E [GeV] + 0.8 cm

Angular Resolution 131 mrad/
√

E [GeV] ⊕ 3.7 mrad

Table 5.9: ILD ECAL geometrical dimensions and performance determined with the
photon clustering algorithm.

has to be reduced to obtain a better result. Alternatively, the correlation between true
and reconstructed angle, presented in figure 5.6 could be used to apply a correction
factor to the reconstructed angle.

5.5 Conclusion and Outlook

The overall performance of the detector configuration and the cluster algorithm is sum-
marised in table 5.9. The energy resolution is well in agreement with measurements
from a Si-W ECAL prototype (cf. equation 7.4). The achieved spatial resolution is
comparable with the estimated performance of 0.4 cm/

√

E [GeV] [47]. However, the

angular resolution had been estimated to achieve 55 mrad/
√

E [GeV] [47], while the
measured angular resolution is much worse. Thus, there is clearly room for improve-
ment in the angular cluster reconstruction method. Not only the resolution, but also
the deviation between reconstructed and true photon incidence angle should be im-
proved for future ECAL studies.

With this performance, the neutralino mass obtained from a fit to the kinematic edge
of the photon energy distribution is (126.5±2.6)GeV. The reconstructed mass is much
smaller than the input mass of 151.0GeV. The mass reconstruction is influenced by
the selection cuts, especially the upper bounds on the ECAL energy sum and number
of hits, which might have to be adopted to gain a better mass measurement. The mass
reconstruction from the signal-only sample yields a better agreement between input
mass and fitted mass. The remaining difference is likely to emerge from the effects
of beamstrahlung and initial state radiation. They are simulated but not corrected
for during reconstruction, thus the true centre-of-mass energy is not

√
s = 500GeV,

which disturbs the mass reconstruction. If the true centre of mass energy has not been√
s = 500GeV but only

√
s = 497.5GeV, the reconstructed mass for the signal-only

sample yields mdata = (151.3 ± 0.6)GeV. Thus, in principle the mass reconstruction
method is assumed to be correct, but it has to be further optimised for future studies.

The neutralino lifetime is estimated for three lifetime scenarios, using simple geo-
metrical constraints and kinematic considerations. The reconstructed lifetime for the
long-lived scenario is well in agreement with the input lifetime (τχ̃0

1
= 11.0 ns). This

scenario is challenging due to the short ECAL depth. It can be further improved and
extended to even longer lifetime scenarios by implementing the HCAL in the photon
reconstruction. In the medium lifetime scenario the reconstructed lifetime is 6.5 %
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higher than the input lifetime (τχ̃0
1

= 2.0 ns). It is limited by the angular reconstruc-
tion. The systematic shift observed in the angular reconstruction has to be reduced to
obtain a better result. The problems in the angular reconstruction become even more
pronounced in the fast decay scenario, where again the reconstructed lifetime is longer
than the input lifetime (τχ̃0

1
= 0.2 ns). The reconstructed signal lifetime distribution is

too close to the reconstructed background lifetime distribution to be well separated.

It can be concluded that the presented performance is sufficient to get an estimate of
the neutralino mass and lifetime in a GMSB scenario. Although there is still room
for improvement, this can be achieved in software performance rather than in detector
geometry adjustments.

The implementation of timing information in the simulation can help to reach a better
distinction between signal and background events. Moreover, it offers an additional
possibility to reconstruct the neutralino lifetime from the delayed arrival of the decay
photons.

To gain more statistics, the other kinematically accessible SUSY processes listed in
table 5.2 can be utilised, since they all decay via the NLSP into the LSP and a photon.

The reconstruction method can be extended to smaller lifetimes, utilising the projective
tracking methods. Roughly 15 % of all photons undergo pair-production in the tracking
volume. The resulting charged tracks can be used to get a very good estimate on the
neutralino direction.

Longer-lived scenarios can profit from the usage of HCAL information. Furthermore,
they can be reconstructed with a model-dependent statistical method. As the probabil-
ity to detect a photon from a neutralino decay is a function of the neutralino lifetime,
the ratio of two-photon to one-photon events in SUSY processes is also a function of
the neutralino lifetime.
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6 The Physics Prototype

An analogue hadron calorimeter (AHCAL) prototype of 5.3 λi thickness has been con-
structed by the CALICE1 collaboration. It consists of a 38-layers sandwich structure
of steel plates and highly-segmented scintillator tiles that are read out by silicon photo-
multipliers (SiPMs).

Ultimately, the physics goals are the study of hadron shower shapes and testing the
concept of particle flow. The technical goal consists of testing the performance and
reliability of 7608 SiPMs, as well as the calibration and long term monitoring of as
many calorimeter cells.

6.1 CALICE prototypes

Together with a silicon-tungsten electromagnetic calorimeter (Si-W ECAL) [105] and
a tail catcher and muon tracker (TCMT) [106], the AHCAL has been exposed to
muon, electron and hadron test beams at different energies and incident angles [107].
A photograph of the CALICE Si-W ECAL, AHCAL and TCMT in the test beam
installation at CERN in summer 2006 is given in figure 6.1.

The design of the CALICE prototypes is inspired by the calorimeter layout of the
International Large Detector (cf. chapter 3.3), and the experience gained from the
prototype is a guidance for the design of the calorimetric system for an ILC detector.

The first test of the CALICE prototypes were accomplished with test beams at CERN
in the years 2006 and 2007. Further studies continued at FNAL in the years 2008 and
2009. The presented analysis is focusing on the August 2006 and July 2007 data sets
where the AHCAL has been exposed to electrons without the Si-W ECAL in the beam
line (cf. section 7.1).

6.2 The Analogue Hadron Calorimeter

The analogue hadron calorimeter prototype, is a roughly 1m3 sandwich structure with
38 active layers. The lateral size guarantees that the core of hadron showers with up to
several tens of GeV (the range being most relevant for the ILC) is laterally contained.
The longitudinal size is adopted to that of the full-size detector, which is limited by
the radius of the magnetic coil of the corresponding ILD detector. The longitudinal
segmentation is of the order of one X0 and the lateral dimension of the active elements
is of the order of one Molière radius to resolve the electromagnetic substructure in
hadron showers. A detailed description of the detector and its calibration procedure
and performance is given in [108].

1CAlorimeter for the LInear Collider with Electrons
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Figure 6.1: Photograph of the CALICE test beam setup.

6.2.1 Cassette Layout

The first 30 layers contain 216 scintillating tiles ranging from a core of 10 × 10 tiles
with 3 × 3 cm2 size, over three rings with 6 × 6 cm2 to a closing ring with 12 × 12 cm2

wide scintillating tiles. A photograph of this mosaic is shown in figure 6.2(a). For the
last eight layers the highly granular core is replaced by 6× 6 cm2 tiles for cost reasons,
resulting in 141 channels per layer. This sums up to 7608 scintillating tiles in total,
each of them individually read out.

A schematic layout of one AHCAL layer is displayed in figure 6.2(b). The scintillating
tile mosaic is covered by reflective foil (3M VN2000 superradiant), to ensure good light
collection efficiency. A plastic material (FR4) on top is supporting the coaxial read-out
cables and light-guiding fibres from the calibration system (named cable-fibre-mix in
table 6.1). All this is housed in stainless steel cassettes with 0.2 cm wall thickness. The
readout electronics are placed on one side, the calibration and monitoring board on the
opposite side of the cassettes. The cassettes are interleaved by steel (S235) absorber
plates with an average depth of 1.74 cm, varying from 1.67 to 1.76 cm. Air gaps of
4mm width allow easy insertion and/or exchange of single cassettes and compensate
for tolerances in the absorber plate thickness. The last AHCAL layer is terminated by
a 2.05 cm thick steel end-plate.

The composition of a full AHCAL layer is listed in table 6.1 together with the cor-
responding radiation lengths and the ratio between radiation and interaction lengths.
Using these material properties and equation 4.10 the whole prototype with 38 active
layers, 38 absorber plates and one end-plate sums up to a depth of 48.0 X0 or 5.3 λi

along 122.3 cm.
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Figure 6.2: (a) Photograph of one fine granular AHCAL layer. (b) Schematic layout of
one AHCAL layer.

Material Depth ρ X0 λi/X0 RM

[cm] [g/cm3] [cm] [cm]

Steel 1.74 ± 0.02 7.87 9.64 9.6 1.7
Scintillator 0.50 1.03 41.3 1.7 9.4
FR4 plate 0.10 1.70 17.5 2.8 5.2
Air gaps 0.25 0.001 28516.1 2.5 7330.0
Cable-fibre-mix 0.15 0.12 224.3 3.25 8.3
Reflective foil 0.02 1.07 41.1 1.67 9.4

Table 6.1: AHCAL material and structure composition as implemented in the Mokka
geometry.

6.2.2 Read-Out Chain

Particles traversing the prototype are generating light in the scintillating tiles. This
light is shifted from ultraviolet to green by a wavelength shifting (WLS) fibre, and
detected by semiconductor-based photosensors, called silicon photomultipliers (SiPM).
The optical path sketched in the upper row of figure 6.3 is followed by an electronic
chain, indicated in the lower row of the same figure. Eighteen SiPM signals are fed
into one application-specific integrated circuit (ASIC) chip for amplification and shap-
ing [109]. Twelve ASICs are located on one common Front-End (FE) board. Eight
of these FE boards are sampled in one CALICE Readout Card (CRC) port [110],
each CRC has eight input ports. Five CRCs are needed to read out the full AHCAL
prototype. In the following the single steps of this chain are described in more detail.

The AHCAL prototype is not scalable to a full detector for the ILC. Many now external
components, e. g. the read-out electronics, need to be integrated into the ILC detector
volume in the future.
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Figure 6.3: Illustration of the AHCAL read-out chain.

Figure 6.4: Picture of a 3× 3 cm2 scintillating tile with embedded quarter-circle shaped
wavelength shifting fibre.

Scintillating Tile The active material is built up from 0.5 cm thick scintillating tiles
from the Vladimir plant, shown in figure 6.4. The scintillator material is p-terphenyle
(BASF-130) dissolved in polystyrene. A 0.1 cm diameter green WLS fibre (Y11(300))
from Kuraray is embedded in each tile. This is realised in a full circle groove for the
6× 6 cm2 and 12× 12 cm2 tiles, while a quarter circle is chosen for the 3× 3 cm2 tiles.

Plastic scintillators are solutions of organic scintillators in a polymerised solid. They
can easily be shaped, and are relatively cheap. In addition they give a fast signal (20-
30 ns) and sufficient light output. The scintillation molecules get excited by ionising
radiation and subsequently emit UV-light during de-excitation. The amount of light is
proportional to the deposited energy, on average roughly 100 eV are needed to produce
one photon. The smallest detectable physical signature, a minimum ionising particle
(MIP, cf. section 4.2.3), produces approximately 5000 photons. Since the energy
of emitted photons is smaller than the energy needed to excite the molecules, the
scintillator is transparent for the emitted light.

The tiles are covered by reflective foils at the top and the bottom side to enhance the
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(a) (b)

Figure 6.5: (a) Emission spectrum of an example scintillator. (b) Absorption and emis-
sion spectrum of the wavelength shifter.

collection efficiency, and chemically treated at the edges for diffuse reflection and to
minimise inter-tile crosstalk.

WLS fibres are used to guide the scintillation light to photodetectors. They shift the
light from UV to green, since the photodetectors in use have the largest sensitivity in
the green wavelength range. As shown in figure 6.5, the absorption spectrum peaks
around λ = 420 nm, meeting the scintillator emission peak. The emission spectrum
peaks at λ = 500 nm, fulfilling the requirements of the photosensors.

The WLS fibre collects light from the entire scintillating tile. It is coupled to a mirror
on one side, and to a photodetector on the other side. To allow a good light guidance,
the fibre is cladded with a material of higher refraction index. This leads to reflections
for photons hitting the cladding with an angle larger than sin α = n0/n1. Thereby,
the fibre not only enhances the detection efficiency, but also provides a uniform light
collection over the entire scintillating tile [111].

Silicon Photomultiplier A semiconductor device developed by MEPhI/PULSAR and
called Silicon Photomultiplier (SiPM) is used as photosensor. A SiPM is a pixelated
sensor consisting of an array of avalanche photodiodes operated in Geiger mode. The
total SiPM surface of 1mm2 is divided in 1156 pixels. A picture of the employed SiPM
is displayed in figure 6.6(a). Each pixel corresponds to an individual p-n junction to
which an external reverse bias voltage Ubias is applied.

As sketched in figure 6.6(b), incident photons create electron-hole pairs in the depletion
region, which drift towards the electrodes. Due to the high electric field of 105 V/cm,
they can knock out electrons from the crystal lattice and thus create new charge carri-
ers. Once the bias voltage exceeds a certain breakdown voltage Ubreak, the number of
electron-hole pairs grows faster than they can be collected at the electrodes. As a result
the current grows exponentially in this so-called Geiger mode, until it is quenched by
a resistor with Rpix = 1 − 20 MΩ. Photodetectors operated in Geiger mode achieve a
gain of Gpix ∼ 105 − 106, comparable with traditional photomultiplier tubes.

Even though the response of each single pixel is binary, the total SiPM response is
quasi-analogue, since all pixels are read out in parallel, and the number of fired pixels
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Figure 6.6: (a) Picture of a SiPM. (b) Schematic of a SiPM pixel: a p-n junction.

is proportional to the amount of incident light, at least for small light amplitudes.
However, there is only a limited amount of pixels available, and each pixel has a finite
recovery time. This recovery time τR = Rpix · Cpix ≈ 25 ns − 1 µs depends on the pixel
resistor Rpix and its capacity Cpix [112]. As a consequence, at high light intensities
some photons cannot fire a pixel and SiPMs show saturation behaviour.

Photons produced in one pixel during the avalanche can cross the pixel boundaries
and induce a new avalanche in neighbouring pixels. For the AHCAL prototype, SiPMs
with less than 35 % inter-pixel crosstalk have been selected. In principle this value can
be further reduced by optically decoupling each pixel from its neighbours. However,
most techniques that reduce the inter-pixel crosstalk add special boundaries between
the pixels, which reduce the active area and thus worsen the geometrical efficiency.

After production, the response of each SiPM to an increasing intensity of light is
measured under defined conditions before the SiPM is mounted on a tile. The shape of
the response function is similar for all SiPMs, and individual curves agree on a level of
15 %. In addition the response curves are constantly monitored for eventual changes,
e. g. due to dying pixels, by a calibration and monitoring system, described in [113].
An example curve, plotted in figure 6.7(a), shows the SiPM signal as a function of the
light intensity.

An important characterisation of photodetectors is the photon detection efficiency
εPDE. For photomultiplier tubes it is defined as the probability that an incident pho-
ton is releasing a primary photoelectron, which is also called quantum efficiency εQE.
For photomultipliers it is usually around εQE ≈ 20 % [116]. Like other silicon-based
photodetectors, SiPMs have a quantum efficiency close to εQE . 80 %. Additionally,
the probability for a charge carrier to initiate a Geiger discharge εGeiger has to be taken
into account. This value is typically close to εGeiger ≈ 100 % if the SiPM is operated
well above its breakdown voltage. Moreover, since not the full SiPM surface is sensitive
to light, a geometrical efficiency εgeo = Apix/Atot describing the ratio of active area Apix

to the total SiPM surface Atot has to be considered as well. Depending on the number
of pixels per millimetre, the shape of the pixels and the size of the quenching resistors,
the geometrical efficiency varies typically between 20% and 30% for 1000 pix/mm2.
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Figure 6.7: (a) SiPM response function [114]. (b) Photon detection efficiency for SiPM
at different operation voltages as a function of the incident wavelength [115].

The overall SiPM photon detection efficiency is defined as

εPDE = εQE · εgeo · εGeiger. (6.1)

The photon detection efficiency is plotted in figure 6.7(b) as a function of incident
wavelength for SiPMs at different operation voltages. At 3V above breakdown volt-
age, which is a common operation voltage for SiPMs in the AHCAL, the SiPM photon
detection efficiency peaks at εPDE ≈ 7.5 % for red light (λ = 660 nm). In the peak emis-
sion region of the embedded wavelength shifting fibres (λ = 520 nm) the SiPM photon
detection efficiency is around εPDE ≈ 4.5 %. With this constellation of scintillating tile
and WLS fibre, one MIP releases few tens photoelectrons in the SiPM.

The photon detection efficiency could be further improved by increasing the bias volt-
age, however this would also increase the SiPM noise. Thermal excitation and tun-
nelling effects lead to random generation of electron-hole pairs. Due to the Geiger
operation, these ‘dark’ carriers are amplified in avalanches leading to an electrical sig-
nal that cannot be distinguished from a light-induced one. In principle, the average
dark-count rate can be measured and corrected for, but as it is subject to statistical
fluctuations, it is still a source of noise. The selected SiPMs have dark-count rates
below 3 kHz at room temperature above a threshold of half a MIP [108]. This value
can be significantly lowered by cooling the SiPMs.

SiPMs offer some advantages in comparison to traditional photomultiplier tubes. They
are relatively cheap, which is important, since an ILD-type calorimeter needs millions
of them. Their small size, and high gain offer the possibility to mount them directly on
each scintillating tile. This avoids long transportation of light, which always implies
signal losses. And equally important, they can be operated in high magnetic fields [114],
which allows the calorimeter to be placed inside a 3.5T magnetic field.

One of the disadvantages is the saturation effect, discussed above. Another point to be
taken into account is the temperature and voltage dependence inherent to any semi-
conductor device. The SiPM signal, gain and noise depend on the difference between
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SiPM T&V Dependence

dG/dV = 2.6 ± 0.3 %/0.1V
dG/dT = −1.7 ± 0.3 %/K

dA/dV = 5.6 ± 0.8 %/0.1V
dA/dT = −3.7 ± 1.1 %/K

Table 6.2: Temperature and voltage dependence of SiPM gain G and SiPM response
A [117].

bias and breakdown voltage. Obviously this difference changes if the applied voltage
changes. But since the breakdown voltage depends on the SiPM temperature, a change
in temperature also influences the SiPM behaviour.

It is one of the aims of the physics prototype to prove that these challenges can be
handled. How to correct for the saturation behaviour is discussed in section 6.3.3. The
dependence of gain G and amplitude A on temperature T and voltage V fluctuations
is listed in table 6.2, where the error indicates the spread over all measured SiPMs.
How to handle these fluctuations is discussed in section 6.3.4.

Electronics and DAQ The purpose of signal processing is to maximise the signal-
to-noise ratio. The SiPM signal is a current pulse with a short rise time below one
nanosecond and an exponential decay time up to several hundred nanoseconds. This
pulse is integrated over time, resulting in a charge proportional to the detected energy
deposition.

The charge is passed to an ASIC chip. Each ASIC, named ILC-SiPM, houses an 18-fold
multiplexed chain of pre-amplifier, shaper, and sample-and-hold circuit. It transforms
the SiPM charge signal into an amplified voltage signal. A pulse shaper is used to
reduce electronics noise, and provide the latency needed for a beam trigger decision.
A detailed description of the ASIC chip can be found in [118, 119].

The ASIC chip is used in two different working modes serving the different requirements
of calibration and data taking, and therefore called calibration and physics mode. This
allows to optimally fit the complete SiPM working range to the used 16-bit analogue-
to-digital converter (ADC) range. Single photons have to be resolved for the SiPM
calibration. Therefore, a short shaping time (40 ns) and a high amplification (approx-
imately a factor 100) are needed. During data taking signals equivalent to several
100MIPs have to be recorded. Thus, less amplification (approximately a factor 10)
has been chosen to fit the ADC range. Furthermore, the shaping time in physics mode
is longer (the effective shaping time is between 180 ns and 200 ns) to provide the latency
for the trigger decision. This has the disadvantage that it is not possible to observe
single photons, as it also integrates over more SiPM dark-count rate.

Each ASIC chip reads 18 SiPM signals and transforms them into one multiplexed
output signal that is then passed to the CRC [110]. They house a 16-bit analogue-
to-digital converter for each ASIC output. There is no zero suppression at this signal
processing stage, i. e. every signal from every channel is recorded. Each CRC has eight
input ports, each receiving the signal from twelve ASIC chips. This results in five
CRC boards inserted into one nine-unit Versa Module Eurocard (VME) crate to read
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out the whole AHCAL physics prototype. The CRC signal is passed on through the
VME bus and a VME-PCI (Peripheral Component Interconnect) interface to the data
acquisition (DAQ).

6.3 AHCAL Calibration

6.3.1 Calibration Concept

One of the aims of the test beam effort is to establish a reliable and robust calibra-
tion chain. This requires several measurements with beam and with LED light. The
calibration chain can be summarised in the following steps:

• equalisation of all cell responses;

• correction of the non-linear SiPM response;

• calibration to the GeV scale with electromagnetic showers from test beam facili-
ties;

• correcting for the e/π-ratio.

The equalisation of all cell responses with minimum ionising particles is described in
section 6.3.2. It is the only calibration step necessary for linear devices. However, the
AHCAL response is not linear. Thus, different methods to correct for the non-linear
SiPM response are introduced in section 6.3.3. The calibration to the GeV scale is
subject of the next chapter (chapter 7).

The correction for the e/π-ratio is not discussed in this thesis, which focuses on electro-
magnetic processes. In principle it can be obtained from the detector response to well
defined electron and pion data in a test beam environment. As the ratio is energy
dependent, electrons and pions should be measured and compared at several energies.
The obtained energy dependence can than be used to correct the measured energy for
pions at arbitrary values in a collider environment.

6.3.2 Cell Equalisation

The response of the 7608 AHCAL cells is equalised with minimum ionising particles
(MIPs, cf. section 4.2.3). These hypothetical particles are approximated by muons that
traverse the full calorimeter chain without showering. To obtain a MIP calibration, the
prototype is exposed to a wide beam of Ebeam = 120GeV muons. The MIP calibration
coefficient AMIP [ADC/MIP], defined as the pedestal-subtracted amplitude in ADC
channels corresponding to the most probable value of the distribution obtained from
the passage of a muon at normal incidence [120], determines the absolute energy scale
of the detector. At the same time, it provides the threshold (Athr = 0.5 MIP ∼ 430 keV)
used to suppress cells without signal.

The response of one AHCAL cell to Ebeam = 120GeV muons is plotted in figure 6.8.
The signal is fitted with the convolution of a Landau and a Gaussian distribution. The
noise spectrum, plotted as solid histogram, is well separated from the muon peak. The
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Figure 6.8: Single calorimeter cell response to muons with the corresponding fit (green
line) and noise spectrum of the same cell [120].

MIP calibration efficiency, i. e. the amount of successful MIP calibrations, is 98 % for
the 2006 and 95 % for the 2007 data set. The calibration fails for cells with broken
electrical connection or very noisy SiPMs. The signal over noise ratio, defined as MIP
amplitude over pedestal width, is a measure for the separation of a MIP signal and
noise. It is found to be 9 − 10 in 2007, while a signal over noise ratio of 12 is reached
in 2006. Cells without successful MIP calibration are excluded from further analysis.

The uncertainty on the MIP scale has a direct impact on the reconstructed energy.
Statistical uncertainties are about one percent, but as most calibration constants the
MIP scale changes with temperature and voltage according to table 6.2.

6.3.3 SiPM response

The full calibration of a cell, requires to account for the non-linearity introduced by
the limited number of pixels per SiPM and the finite pixel recovery time.

SiPM Response Measurement The response of each SiPM is measured as a function
of increasing light intensity before the SiPM is mounted on a scintillator tile. The full
SiPM surface is illuminated by homogeneous LED light. The detected SiPM signal is
compared to that of a photomultiplier tube with linear response to the same amount
of light. The result of this test bench measurement is plotted in figure 6.9. It illus-
trates the response of 500 arbitrary SiPMs of the AHCAL with respect to the linear
photomultiplier tube scale. Assuming a linear SiPM response at low-light intensities,
the PMT scale is calibrated by demanding the first three measurements to lie on a
one-to-one line. The shape of the response function of all SiPMs is similar, only the
saturation level differs.

These test bench measurements can be used to correct for the non-linear SiPM be-
haviour in the test beam data. The number of ‘linear pixels’ Npe is estimated from a
comparison of the measured amplitude with the corresponding amount of ‘linear pixels’
from the test bench data. In between data points the curve is interpolated linearly. If
the measured amplitude at the test beam is higher than the range of the test bench
curve, the last test bench measurement point is used to estimate the correction factor.
Cells without response curve measurement are assigned a curve of an arbitrary SiPM.
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Figure 6.9: Response of 500 arbitrary SiPMs from the AHCAL (green lines) and their
mean response (black line) with respect to a linear photomultiplier tube
scale.

SiPM Response Parametrisation Instead of using the measurement of each single
SiPM, one can try to parametrise the SiPM response. For a perfect SiPM with Ntot

identical pixels, the probability not to fire a pixel with Nγ incoming photons is bino-
mially distributed

Pmiss =

(

1 − 1

Ntot

)Nγ

. (6.2)

Therefore, the number of pixels fired by Nγ incoming photons is

Npix = Ntot · (1 − Pmiss)

= Ntot ·
(

1 − exp

[

log

(

1 − 1

Ntot

)

· Nγ

])

≈ Ntot ·
(

1 − exp

[

− Nγ

Ntot

])

,

using the first expansion of the Taylor-series log(1− x) ≈ x, which is valid for small x.

In principle the response function can be expressed in arbitrary units, as long as they
are consistent throughout the formula. However, the intuitive scale is the number of
fired pixels. This scale is obtained from the SiPM response to low-intensity LED light
in the high electronics gain mode. The pulse height spectrum plotted in figure 6.10
shows that the signals from small integer numbers of fired pixels are clearly distin-
guishable. This excellent resolution provides self-calibration and monitoring of each
channel. As the difference between adjacent peaks Apeak is determined by the SiPM
gain G [ADC/pix], the distance between adjacent peaks is referred to as gain coeffi-
cient. The gain extraction efficiency, i. e. the amount of successful gain calibrations,
is 97 % for the August 2006 data set. Cells without successful gain calibration are
assigned the average gain value of the corresponding half module, since SiPMs with
similar properties, especially a narrow range of bias voltage, are grouped half-module
wise.

To account for the different electronic amplification factors used for the gain cali-
bration, which is taken in calibration mode, and the MIP calibration, determined in
physics mode, an electronics intercalibration factor Ce is introduced. It is measured
from the response of both ASIC configurations to the same LED light intensity. Just
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Figure 6.10: SiPM response to low-intensity light [121].

as the gain measurement, this measurement is performed in-situ and is frequently re-
peated. The extraction efficiency for this method is approximately 99 %, and cells
without valid intercalibration factor are assigned the average intercalibration factor of
the corresponding half module.

Together with the gain factor, the electronics intercalibration factor translates ADC
channels into the number of fired pixels.

Npix =
Ai+1

peak − Ai
peak

Ce
=

G

Ce
. (6.3)

The number of fired pixels may not always be identical to the number of incoming
photons. Inefficiencies can decrease the effectively available number of pixels, while
pixels with a recovery time faster than the sampling time can fire several times and
thus increase the effectively available number of pixels. Therefore, the total number
of existing pixels Ntot has to be replaced by the total number of effectively available
pixels Nmax. Thus, the response function reads

Npix = Nmax ·
(

1 − exp

[

− Nγ

Nmax

])

. (6.4)

So far, the response function stated in equation 6.4 only describes the SiPM behaviour.
To obtain the correction function, it is inverted:

Nγ = −Nmax · log

(

1 − Npix

Nmax

)

≈ −Nmax ·
(

− Npix

Nmax

−
N2

pix

2 · N2
max

)

= Npix ·
(

1 +
Npix

2 · Nmax

)

,

where log(1 − x) is approximated by −(x + x2/2), which is valid for small |x| < 1.
Applying one more approximation valid for small x, namely 1 + x ≈ 1/(1 − x), the
correction function reads

Nγ ≈ Npix

1 − 1
2·Nmax

· Npix

. (6.5)
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Figure 6.11: (a) Non-linearity correction factor as a function of hit energy. (b) Uncor-
rected hit energy distribution for a 30GeV electron run.

The correction factors resulting from the binomial function (cf. equation 6.5) are vi-
sualised for Nmax = 1000 pixels in figure 6.11(a) as a function of the hit energy. The
yellow band reflects the propagated systematic uncertainties of the calibration coef-
ficients. The frequency with which high correction factors, which have the largest
uncertainties, are applied can be estimated from figure 6.11(b). It illustrates the en-
ergy deposition per hit during a 30GeV electron run. One out of 100 hits has an
energy deposition above 150 fired pixels, and thus requires correction factors above
1.1, while only every thousandth hit has an energy deposition above 600 fired pixels,
which requires correction factors above 1.4. This justifies the approximations applied
in the parametrisation, which are only valid for small signals. It is also illustrating that
the large uncertainties on the correction factor at high uncertainties are not directly
propagated to the energy sum.

6.3.4 Calibration Verification

The figure of merit of the calibration is the so called light yield LY , a measure for the
average number of pixels fired by a MIP. The design goal for the AHCAL is 15 pixels
per MIP, a compromise between signal detection efficiency and dynamic range. The
light yield combines all calibration ingredients, namely the already mentioned MIP
calibration, the gain and the electronic intercalibration factor.

The light yield is determined for each of the SiPM-tile systems on a test bench. As
shown in figure 6.12(a), the average light yield of 8096 produced cells is 16.6 pix/MIP
with an root mean square (rms) spread of 3.6 pix/MIP. The cells closest to 15 pix/MIP
are selected for the AHCAL. However, the light yield measured in-situ is found to be
lower. During the August 2006 data taking period the average light yield, plotted in
figure 6.12(b), is just 8.2 pix/MIP with an rms of 3.1 pix/MIP. The first SiPM bias
voltage estimate had not taken into account the voltage drop over the several metres
of cable between the AHCAL and the power supply. Consequently, the SiPM bias
voltage was raised by 600mV after the August 2006 data taking period. Illustrated
in figure 6.12(c) is the average light yield during the 2007 data taking. It reached
13.3 pix/MIP with an rms of 2.4 pix/MIP, which is still below the design value. The
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Figure 6.12: Light yield of the AHCAL (a) before installation from a test bench mea-
surement [108], (b) during the August 2006 and (c) during the July 2007
data taking period.

main reason for this discrepancy is the temperature increase during the test beam
period.

As explained in section 6.2.2, the SiPM properties depend on the temperature and the
voltage. Thus, a given set of calibration constants is only valid for measurements at
the same operation conditions. While the gain constants are recorded periodically over
the full data taking period, MIP constants are only determined in dedicated muon runs
taken before, or after the analysed data set. As shown in figure 6.13, the positron data
were recorded at 2.5 ◦C warmer conditions than the applied muon calibration run in
the summer 2007 period.

The voltage and temperature dependencies can be measured, and the calibration con-
stants, as well as the data, can be extrapolated to a defined temperature. Applying
this temperature correction yields 12 % higher energies with respect to the uncorrected
calibration constants [122].

In principle the light yield drop due to the temperature increase could be compensated
by an increase of the SiPM operation voltage. However, an increased bias voltage would
also increase the SiPM noise (cf. section 6.2.2). Therefore, an operation at reduced
light yield was chosen for the summer 2007 data set.

6.4 Experience from Minical

The Minical [114] is a small prototype of a highly granular hadron calorimeter. Just as
the AHCAL it has a scintillator iron sandwich structure with 2 cm absorber plates and
0.5 cm thick scintillating tiles. Each layer consists of a 3 × 3 matrix of 5.0 × 5.0 cm2

wide tiles. A full-circle-shaped WLS fibre embedded in each tile guides the light to
the photodetector, a SiPM with 1024 pixels. Compared to the AHCAL, the Minical
SiPMs have a smaller quenching resistor and thus a shorter recovery time. Therefore,
a pixel can be fired several times during the registration time and the saturation level,
plotted in figure 6.7 is at 2000 effective pixels.

The Minical has been exposed to 1−6GeV positrons in the DESY test beam. To correct
for the SiPM saturation behaviour, equation 6.5 is applied. The reconstructed energy
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(a) (b)

Figure 6.13: AHCAL temperature [122] (a) layer-wise profile in a 10GeV positron run
(blue triangle) and during a muon calibration run (green squares), and (b)
development during the positron data taking period.

(a) (b)

Figure 6.14: Response of the Minical calorimeter to low energetic positrons [114]. (a)
Total signal, normalised to the number of MIPs as a function of the beam
energy. (b) Measured energy resolution for SiPMs (circles), photomultiplier
tubes (squares) and Monte Carlo (triangles).

with and without non-linearity correction is plotted in figure 6.14(a) as a function of
the beam energy. The achieved linearity with non-linearity correction is better than
2 % for the energy range under investigation. The energy resolution is measured to be

σE

E
=

(20.7 ± 0.7) %
√

E [GeV]
⊕ (2.6 ± 1.3) %. (6.6)

The results derived with SiPM readout agree with measurements performed with con-
ventional photomultiplier readout and Monte Carlo simulations.
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The parametrised formula stated in equation 6.5 with one fixed number of Nmax for all
SiPMs is sufficient to correct for the SiPM saturation in the energy range investigated
by the Minical. One simple function to describe the whole detector simplifies the
calibration. Thus, it is also used as a first guess to correct the electron dataset recorded
with the AHCAL, which covers electrons and positrons from Ebeam = 6 − 50GeV.



7 Electromagnetic Analysis

Although the analogue hadron calorimeter prototype is designed to measure hadrons, a
look at the electromagnetic scale serves as a calibration validation. First the prototype
is calibrated with electromagnetic showers, and all its characteristics are properly in-
vestigated. Afterwards, it is possible to go ahead and use the well understood detector
to explore the yet unknown physics of hadronic shower propagation.

7.1 Data Taking

This contribution focuses on the performance of the AHCAL detector on the electro-
magnetic scale. The data taking conditions, and the investigated data sample are
introduced in the following.

The AHCAL configuration in August 2006 is referred to as AHCAL-15, while AHCAL-
38 denotes the July 2007 setup. Positrons are chosen in the AHCAL-15 configuration,
while electrons are under investigation for the AHCAL-38 configuration.

7.1.1 Beam Line

The data discussed in the following have been collected in August 2006 and in July
2007 at the CERN test beam facility H6b at the Super Proton Synchrotron (SPS).
The SPS is a 6.9 km circumference proton accelerator, operated at momenta up to
450GeV. The proton beam is steered at a beryllium target to provide a secondary
beam of various kinds of charged and neutral particles with up to ±205GeV, where
the sign indicates the polarity of the beam particles, to the H6 facility. Typically, H6
runs at ±205GeV or ±120GeV and tertiary beams range from ±5GeV to ±80GeV.
An electron- or positron-enriched tertiary beam can be obtained by introducing a lead
secondary target. The momentum selection is performed by a magnetic spectrometer
located behind the secondary target, and can range between 205GeV and 5GeV with
decreasing beam rate.

The CALICE installation at the H6 test beam facility is sketched in figure 7.1, where the
beam is going from left to right. Apart from the CALICE calorimeter prototypes, the
beam installation consists of various trigger and beam monitoring devices. Although
the tertiary beam is electron enriched, it still contains pion and muon contamination.
The beam first passes a Čerenkov counter, which can be used to discriminate between
electrons (positrons) and pions. Afterwards the coincidence of two scintillator triggers
(Sc) of 10 × 10 cm2 size each, is used to trigger the DAQ. Additional scintillator trig-
gers of different sizes can be used to select events. Three delay wire chambers (DWC)
provide additional information about the beam position. During the runs analysed in
this thesis, the analogue hadron calorimeter (AHCAL) and the tailcatcher and muon
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CERN 2006 − AHCAL−15
Cerenkov Sc Sc Sc

ScTCMTAHCALDWC DWC DWCA−Sc

CERN 2007 − AHCAL−38
Cerenkov AHCAL TCMTDWC DWC DWCSc Sc Sc

Sc
A−Sc

Figure 7.1: Top view of the CALICE beam line instrumentation in August 2006
(AHCAL-15) and in July 2007 (AHCAL-38). Sketch is not to scale.

tracker (TCMT) were present. During most of the rest of the test beam periods, a
silicon tungsten electromagnetic calorimeter (Si-W ECAL) was placed in front of the
AHCAL. The Si-W ECAL is moved out of the beam line for the analysed data set, be-
cause otherwise the electrons would not reach the AHCAL. The beam instrumentation
is presented in some more detail in the following. A comprehensive description of the
CALICE test beam installation and data taking is presented in [119].

7.1.2 Trigger System

A coincidence of two scintillator plates (Sc) with 10 × 10 cm2 area, read-out with fast
photomultiplier tubes, serves as a beam trigger. The plates are arranged at a distance
of roughly 2.5m, which restricts the accepted beam trajectory.

For one dedicated scintillator plate (A-Sc) with 20 × 20 cm2 area, the analogue signal
is recorded in addition to the digital one. This information can be used to identify
double particle or pre-showered events, and therefore this scintillator is referred to as
multiplicity counter.

A 100×100 cm2 sized scintillator plate is placed behind the TCMT. The only particles
that can pass all detectors without being stopped are muons. Thus, a signal in this
last scintillator plate is used to reject muon contamination.

In the AHCAL-15 configuration an additional scintillator trigger with 3 × 3 cm2 area
was placed close to the AHCAL surface. It only triggers on the central beam, and
consequently can help to reject the beam halo.

7.1.3 Particle Identification

A threshold Čerenkov counter allows for particle identification and separation. It is
basically an 11m long helium vessel, situated 25m upstream of the experimental area.
Charged particles traversing any material emit Čerenkov light, if they travel faster than
the speed of light in the according medium. The Čerenkov counter gas pressure is tuned
such that traversing pions do not generate a signal, but electrons do. The threshold
pressure decreases with increasing particle momentum, thus it has to be adjusted to
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(a) (b) (c)

Figure 7.2: Event display of a 30GeV (a) positron, (b) pion and (c) muon identified
event of the same run. See text for further explanation.

the beam momentum. However, this cannot be done down to arbitrarily low values.
As a consequence, the electron identification efficiency drops with increasing energy.
At 20GeV the efficiency is just ≈ 30 %. The chosen pressure varies from 8.4 bar at
6GeV beam momentum and 0.8 bar for 20GeV and higher beam momentum.

An example for particle identification in a 30GeV positron run is shown in figure 7.2. It
is performed with the Čerenkov counter, to discriminate between positrons and pions,
and the scintillator trigger behind the TCMT, to identify muons. The event displays
show a particle identified as positron (with the typical compact shower), pion (with a
deeper and wider shower) and muon (leaving a straight track) in the AHCAL.

As this analysis investigates electron and positron induced showers, the Čerenkov
counter is required to give signal, which implies that light is detected. The fraction of
selected events for the investigated data set is quoted in table 7.2.

Since the e/π-ratio of the AHCAL is approximately 1.2 to 1.3, a remaining pion con-
tamination would be visible as tail to the left of the energy sum distribution. As shown
in figure 7.3, the energy sum spectra have a Gaussian shape at all beam energies, thus
the electron sample can be assumed to be reasonably pure.

7.1.4 Particle Tracking

The exact impact point of beam particles is measured by three delay wire chambers
(DWC) with time-to-digital-converter (TDC) readout. They consist of two layers with
128 signal wires of 25.4 cm length per plane. As the wires of one plane are arranged
horizontally, while the wires of the complementing plane are arranged vertically, each
DWC provides one x and one y coordinate. This results in three reconstructed space
points, with a resolution better than 200 µm, which are fitted by a straight line to
extrapolate the beam impact point on the AHCAL surface.
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Figure 7.3: Reconstructed energy sums for the investigated electron data together with
a Gaussian fit.

51 10 15 20 25 30 35

1 5 10 15 20 25 30 35
AHCAL−38

AHCAL−15

Figure 7.4: AHCAL instrumentation in August 2006 (AHCAL-15) and in July 2007
(AHCAL-38). The grey structure represents absorber plates, the light blue
strips indicate cassettes with highly-granular instrumentation (layers 1-30),
while the turquoise strips illustrate cassettes with coarse instrumentation
(layer 31-38).

7.1.5 AHCAL Configuration

The AHCAL is designed as a sandwich structure with 38-layers. However, during the
August 2006 data taking period only 15 highly granular active AHCAL cassettes (cf.
section 6.2.1) had been produced, hence the denotation AHCAL-15. All 15 cassettes
together comprise 3240 read-out channels. As indicated in the upper part of figure 7.4,
every second AHCAL-15 layer was equipped with cassettes, and the last 6 layers were
left completely uninstrumented. This constellation yields a depth of 31.9 X0, or 3.4 λi,
which is already sufficient to contain electromagnetic showers.

In July 2007 all 38 active cassettes had been finished, thus the designation AHCAL-
38, and the prototype was operated fully equipped. This is sketched in the bottom
part of figure 7.4, where the last eight layers have a coarser instrumentation with 141
scintillating tiles per layer. The AHCAL-38 depth is 48.0 X0, or 5.3 λi.
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(a) (b)

Figure 7.5: Trigger plate position with respect to the AHCAL surface (a) for the
AHCAL-15 and (b) the AHCAL-38 configuration.

AHCAL-15 AHCAL-38

Nlayers 15 38
Ncells 3240 7608
position cm (0.0; 0.0) (−8.8; 6.2)

depth
λi 4.7 5.3

X0 45.6 48.0

Table 7.1: Differences between the two investigated AHCAL configurations.

Furthermore, the AHCAL-38 is situated on a movable stage. This allows to shift
the detector vertically and horizontally, as well as to rotate it up to approximately 28◦

with respect to the incident beam. Thus, the stage enables data taking at various beam
impact positions and angles. While the beam is centred to the middle of the AHCAL-15
constellation, the AHCAL-38 is shifted 8.8 cm to the left and 6.2 cm down with respect
to the beam axis. As illustrated in figure 7.5, the beam hits the highly granular core in
both cases. Nevertheless, different cells contribute to the electromagnetic shower. This
should not make any difference, if the calibration procedure works correctly. Thus,
the different impact positions serve as a validation of the calibration quality. The
differences between the investigated configuration sets are summarised in table 7.1.

7.2 AHCAL-15 Performance

The basic reconstruction scheme, with special emphasis on the non-linearity correction,
is discussed on the example of the electron data set recorded in August 2006 in the
AHCAL-15 configuration.
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Ebeam [GeV] Run No. # Beam Evts. # Selected Evts. Fraction Selected Evts.

6 320605 95, 554 78, 962 82.6 %
10 320678 367, 601 351, 861 95.7 %
15 320671 309, 751 301, 598 97.4 %
20 320666 318, 012 306, 319 96.3 %
30 320665 452, 948 308, 205 68.0 %
40 320664 355, 798 102, 571 28.8 %
45 320660 236, 037 62, 989 26.7 %

Table 7.2: Investigated electron data set in the AHCAL-15 configuration. Stated are
the number of beam events and the fraction of selected events for every beam
energy.

7.2.1 Data Sample

Each run is a collection of several ten thousands of beam events of a distinct particle
type and energy. In addition, 500 random trigger events, serving as an electronic
pedestal reference, and 500 events with constant light amplitude from the calibration
and monitoring system, to monitor the detector stability, are recorded periodically
within each run.

To avoid any systematic bias, and to keep results from both investigated test beam
periods comparable, the event selection is kept as simple as possible. In this analysis,
the 10 × 10 cm2 beam trigger is demanded on. This decision rejects pedestal and
calibration events. In addition, the 100 × 100 cm2 trigger plate is demanded off to
reject possible muon contamination. The efficiency of the Čerenkov counter drops
with increasing particle energy, thus it also rejects an increasing amount of electrons.
Nevertheless, to gain an as pure as possible sample, and as the analysis is not limited
by statistics, it is demanded to tag electrons.

The selected number of events per run is summarised in table 7.2. More than sixty
thousand electron events are selected for each beam energy. With increasing beam
energy the electron selection efficiency decreases due to the decreasing Čerenkov counter
efficiency described above.

7.2.2 Noise Contribution

Besides beam events, random trigger events are collected. They serve as a pedestal
reference, since the pedestal is defined as the mean signal amplitude per cell during
random trigger events. In addition to the electronic noise, one has to account for the
SiPM dark rate of few kHz (cf. section 6.2.2). These events are reconstructed in the
same way as beam events so that they can be subtracted from the beam events in
later reconstruction steps. In addition they can be used to monitor the stability of the
AHCAL in time.

The total number of random trigger events above threshold during a 30GeV electron
run with the AHCAL-15 configuration is shown in figure 7.6(a). The energy deposition
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Figure 7.6: Noise in the AHCAL-15 during a 30GeV electron run. (a) Number of noise
hits summed over the AHCAL-15 and (b) energy deposition per noise hit.

per random trigger hit during a 30GeV electron run is plotted in figure 7.6(b). Av-
eraged over the entire investigated AHCAL-15 run period, Nhits(noise) = 18.96 ± 0.03
noise hits per event deposit a total of Esum(noise) = 38.3±0.3MIP in the full AHCAL-
15. Distributed over 3240 cells, this results in 1.3 noise hits per layer, or a detector
occupancy of 6 · 10−3. The design goal is a detector with a occupancy below 1 · 10−4.
Since the applied SiPMs turned out to be noisier than expected, the SiPM selection
criteria had to be relaxed to gather a large enough sample. The expected detector
occupancy is therefore 3 ·10−4. The noise contribution in the AHCAL-15 configuration
is considerably higher than the design goal and also than the expected occupancy. It
could be reduced later on (cf. section 7.6.1).

Cells with a pedestal width below 50 ADC channels are considered to be dead. The
main reason for this are bad soldering connections. Furthermore, channels without
successful MIP calibration are excluded from the analysis. Several channels show very
noisy behaviour, and thus cannot be calibrated. The reason for this are scratches
on the SiPM surface that appeared during the assembly and the transportation. In
the AHCAL-15 configuration 3.8% of all channels are excluded from the analysis. As
shown in figure 7.7, they are randomly distributed over the full calorimeter volume.
As explained in section 4.3.5 these dead channels contribute to the leakage and thus
reduce the detector performance.

7.3 Data Reconstruction

For every event that passed the trigger criteria listed in section 7.2.1, the pedestal-
subtracted amplitude is calibrated to the pixel scale, as described in section 6.3.3. The
resulting amplitude in pixels is corrected to a linear scale with one of the saturation
correction methods discussed in section 6.3.3. Afterwards, it is transformed to the MIP
scale. Every hit smaller than 0.5MIP and all hits in uncalibrated cells are removed.
The resulting energy loss is not compensated for. The AHCAL-15 has two different
sampling fractions (cf. section 4.1), since there is only one absorber plate in front of the
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Figure 7.7: Spatial distribution of cells excluded from the AHCAL-15 analysis. The
black boxes represent the outer boundaries of cells with 3 cm2, 6 cm2 and
12 cm2 cell size.

first active layer, but two absorber plates in between all consequent active layers. To
account for this difference, the remaining hits are scaled with a factor of 1 for the first
layer and a factor of 1.78 for all other layers. The factor of 1.78 results from the fact
that the absorber plate thickness is only approximately 1.6 cm and the active layers
add another 0.4 cm steel for each cassette.

As electromagnetic showers are dense and yield high single-hit energy deposition, spe-
cial attention is given to the non-linearity correction of the SiPMs. The different
correction mechanisms, introduced in section 6.3.3, are compared in this section. Fur-
thermore, several parameters influencing the non-linearity correction are investigated
using the example of the parametrised correction (cf. section 6.4).

7.3.1 SiPM Non-Linearity Correction

Influence of the Effective Number of Pixels The dominant free parameter enter-
ing the non-linearity correction is the effective number of available pixels Nmax. The
impact of the effective number of pixels on the non-linearity correction is illustrated in
figure 7.8(a), which shows the energy deposition per hit in MIP of a 30GeV electron
run. The blue line represents data without any saturation correction, while the other
curves are obtained by applying the parametrised correction, stated in equation 6.5,
with Nmax = 1250, 1000 and 833 pixels, respectively.

The more pixels are available in total, the smaller the non-linearity correction. This
behaviour is expected, since less available pixels lead to earlier saturation and thus
larger correction factors. Figure 7.8(b) shows the reconstructed energy as a function of
the beam energy. At 45GeV, the energy reconstructed without saturation correction
deviates by more than 30% from the incident beam energy. The comparison of the
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Figure 7.8: (a) Hit energy spectrum for a 30GeV e− run with parametrised correction
assuming a different amount of effective pixels: Nmax = 1250 (green filled
dots), 1000 (black open dots) and 833 (red crosses) pixels. (b) Reconstructed
energy as a function of beam energy for a different amount of effective pixels
and Monte Carlo (yellow area).
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Figure 7.9: Comparison of SiPM non-linearity correction with a parametrised function
(filled blue dots) and the measured test bench curves (open orange circles):
(a) reconstructed energy sum and (b) deviation from linearity as a function
of the beam energy.

effective number of pixels to the simulation illustrate that the best agreement between
data and simulation can be achieved for Nmax = 1000.

Comparison of Correction Methods Possible non-linearity correction methods are
discussed in section 6.3.3. To judge which method works best, they are applied to
data. Figure 7.9 illustrates the linearity achieved for the AHCAL-15 electron data set
corrected by the parametrised function and the method based on test bench measure-
ments. The global energy scale, i. e. the conversion from MIP to GeV, is fixed by
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Figure 7.10: SiPM response curve measured [117] (a) on the bare SiPM from a test
bench and (b) in-situ during the data taking period.

defining the difference in energy reconstructed for the 20GeV and the 10GeV beam
energy to be exactly 10GeV.

Figure 7.9(a) shows the reconstructed energy as a function of beam energy. The devi-
ation from linearity is plotted as a function of the beam energy in figure 7.9(b), where
linearity is defined as the straight line connecting the points at 10GeV and 20GeV
beam energy.

The energy reconstructed with the parametrised function for the non-linearity correc-
tion deviates more than 8% for a 45GeV electron beam. The SiPM correction based
on test bench measurements, has a remaining non-linearity below 6% for a 45GeV
electron beam and hence will be used for all further studies.

The remaining non-linearity triggered the comparison of the test bench measured SiPM
response curves with the in-situ measured ones [117], which revealed that the total
number of firing pixels in the in-situ measurements, shown in figure 7.10(b), is on
average 80 % lower than the laboratory setup measurements, shown in figure 7.10(a).
The laboratory measurements are performed on the bare SiPM, illuminated by an UV
LED via a fibre bundle. The in-situ measurements test the full process chain from
scintillator via WLS fibre to the SiPM. Due to inefficiencies in the coupling from the
1mm diameter WLS fibre and the 1 mm2 SiPM surface not the full SiPM surface is
illuminated. Therefore, currently the response functions from the laboratory response
curves are rescaled before they are used to correct for the SiPM saturation behaviour.
This re-scaling leads to higher correction factors, and thus improves the linearity at
high energies. The re-scaling procedure had not been available at the time this analysis
was performed and is not included in the presented results.

7.3.2 Inter-tile Optical Crosstalk

Although the scintillating tiles are chemically treated at the edges, a dedicated mea-
surement with two tiles activated by a β-source found 2.5% optical cross talk to each
side [123]. This sums up to a total amount of 10% light leakage for each tile to its
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Figure 7.11: Schematic of the influence of inter-tile crosstalk on a MIP track and on an
electron shower.

four direct neighbours. Besides redistributing energy, inter-tile crosstalk is an effective
change of the MIP scale. Each MIP deposits an energy EMIP in one scintillating tile,
of which a fraction of k leaks to the neighbours. Thus, the effectively detected MIP
signal is only EMIP′ = (1 − k) · EMIP.

The different influence of optical crosstalk due to the 0.5MIP threshold is sketched
in figure 7.11. Per definition, each MIP deposits an amount of energy with the most
probable value peak at 1.0MIP in one cell. Ten percent of this energy leaks to the
neighbouring cells. The remaining energy in the central tile is calibrated to be 1.0MIP,
the contribution in the neighbouring cells is neglected due to the threshold cut.

Electrons deposit their energy distributed over several cells. Again, the light leaks to
the neighbouring cells and is calibrated with the measured (not crosstalk-corrected)
MIP coefficient. In this case the neighbouring cells are already above threshold, and
their energy is fully taken into account. Thus, due to the different definition of MIP
used in the two cases, the estimated energy deposition in units of MIP’ is higher than
the originally deposited amount of energy in units of MIP.

The effect of inter-tile crosstalk on electron showers is illustrated in figure 7.12, which
plots the ratio between reconstructed and simulated energy sum as a function of beam
energy. The simulation used for comparison in this plot does not include any detector
effects.

Correcting for crosstalk lowers the reconstructed energy by approximately the amount
of the crosstalk. The applied correction of 10% yields a much better agreement between
data and Monte Carlo. The trend of a decreasing ratio between data and Monte Carlo
towards higher beam energies reflects the insufficient non-linearity correction.

For the following analysis, optical crosstalk is not corrected for in data, but included
in the Monte Carlo digitisation (cf. section 7.4.2) instead.
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Figure 7.12: Ratio between recorded energy and Monte Carlo prediction as a function
of beam energy, with and without inter-tile crosstalk correction. Shown are
data events reconstructed with (red filled dots) and without (black circles)
crosstalk correction.

7.3.3 Discussion of Systematic Uncertainties

As described in section 6.3.3, three calibration coefficients enter the energy calibration:
the MIP, the gain and the electronics intercalibration factor. They are extracted from
independent measurements, which are all affected by some systematic uncertainties.

The influence of the calibration coefficients on the energy reconstruction is investigated,
to account for any systematic uncertainties in the determination, and the application
of the calibration coefficients.

The uncertainty on the MIP scale has a direct impact on the reconstructed amount
of energy. From comparison of different MIP selection and fitting methods, and tem-
perature variations of the order of 1 ◦C during the investigated data period, the total
uncertainty on the MIP calibration is estimated to be 3%. The MIP coefficient has
no direct influence on the relation between the number of incident photons and the
number of recorded avalanches (cf. section 6.3.3).

A higher gain coefficient also leads to a smaller reconstructed energy and thus to a
smaller non-linearity correction. The influence of a raised gain calibration on the non-
linearity correction is much more pronounced than that of the MIP calibration, since
the gain calibration directly enters the non-linearity correction. The influence of the
electronics intercalibration factor is exactly opposite, a higher intercalibration factor
leads to higher non-linearity correction factors. The combination of both measurements
is stable on the percent level for the investigated data set. The relative uncertainty on
the combined gain and electronics intercalibration factor is estimated to be 2%, ac-
counting for the fit uncertainty and the temperature variations during the investigated
data period.

Temperature effects are not corrected for in the presented analysis. Instead the re-
sulting systematic uncertainties are propagated to uncertainties on the energy recon-
struction, by applying artificially lowered (raised) calibration constants during the data
reconstruction. The application of temperature corrections is expected to improve the
systematic uncertainties.
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Material Density X0 Constituents Mass Fraction
[g/cm3] [cm] [g/cm3]

Steel 7.87 1.76
Fe 0.984
C 0.002

Mn 0.014

Scintillator 1.03 41.30
H 0.500
C 0.500

Reflective foil 1.07 41.05
H 0.500
C 0.500

FR4 1.70 17.50

Si 0.181
O 0.406
C 0.278
H 0.068

Br 0.067

Cable-fibre-mix 0.12 224.28
air 0.009

PVC 0.872
polysterole 0.119

Table 7.3: AHCAL material composition in the simulation.

7.4 Simulation

The description of the full CALICE test beam setup, as sketched in figure 7.1, is imple-
mented in the Mokka detector model TBCern0806 01. All physics runs are simulated
using Geant4. The generated statistics is comparable to the number of events in the
corresponding data run.

7.4.1 Detector Simulation

The steel of the absorber plates and the cassette covers is simulated as an alloy of 98.4 %
iron, 1.4 % manganese and 0.2 % graphite. The scintillating tiles are represented by a
1×1cm2 grid of polysterene. They are covered by reflective foil simulated as polysterole.
The FR4 is simulated as a mixture of 40.6 % oxygen, 27.8 % carbon, 18.1 % silicon,
6.8 % hydrogen and 6.7 % bromide. The cable-fibre-mix is approximated by a 50.0 %
hydrogen, 33.3 % carbon and 16.7 % chlorine mix. The composition of one AHCAL
layer in the simulation is summarised in table 7.3.

Single particles of defined type and energy are generated by the built-in particle gun
of Geant4. The gun is positioned upstream of the Čerenkov detector and simulates a
beam in exact z-direction with a lateral Gaussian profile with 25mm width. The full
beam line instrumentation, from the Čerenkov counter to the AHCAL, are considered
for realistic pre-showering behaviour.

7.4.2 Digitisation

For a realistic comparison of measured data and Monte Carlo simulation, the simulated
events are adapted to the data taking conditions. In other words, the simulation is
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digitised such that simulation and data can both be treated in the same way during
all further calibration and reconstruction steps. The digitisation procedure takes into
account

• the detector granularity,

• light cross-talk between neighbouring tiles,

• non-linearity and statistical fluctuations on the pixel scale,

• SiPM and readout electronics noise.

The simulated active detector layers are assumed to have a uniform granularity of
1 × 1 cm2 cell size. To simulate the actual geometry of the AHCAL-15, the signal
amplitude of 9 (36, 144) of these virtual cells is summed up to obtain the actual
geometry with 3 × 3 (6 × 6, 12 × 12) cm2 cells.

Light cross-talk between neighbouring cells is simulated assuming that 10% of the
amplitude leaks homogeneously through the four edges of each tile and takes into
account the fraction of circumference shared with the neighbours (cf. figure 7.5).

To simulate the non-linearity effects of the photosensors, the energy deposition is trans-
lated from GeV to the number of fired SiPM pixels. For this, an intermediate step is to
convert the amplitude simulated in units of GeV to MIP equivalents. The conversion
factor is estimated from the simulation of a 100GeV muon beam in the AHCAL-15. It
is found to be 955 keV/MIP, accounting for the effect of light crosstalk. The amplitude
in units of MIPs is then converted into pixels, using the measured light yield of each
individual channel. On this scale the measured SiPM response curves from the test
bench are used to simulate the SiPM non-linearity. Where not available, the curve of
an arbitrary tile is applied.

If Npix is the amplitude in pixels obtained this way and Nmax is the saturation level
of the individual channel, statistical effects are accounted for by generating a binomial
random number with Nmax repetitions and a probability of Npix/Nmax. The result is
treated as the number of pixels firing for this specific event, and is translated back to
the MIP scale with the channel-specific light yield.

At this stage, the Monte Carlo signal is equivalent to the response of the AHCAL to the
energy deposited by particles in an event. However, both the electronic components and
the SiPM dark current induce noise. This noise component is assumed to be completely
independent from the physics amplitude in each channel and thus can be taken into
account by overlaying each Monte Carlo event with a MIP-calibrated random-trigger-
event.

After this step, simulated events are assumed to be equivalent to MIP-calibrated data
and are treated the same way for all successive steps. A cell that could not be calibrated
in the real detector for any reason, is also ignored in the simulation.

The digitisation effects are studied in detail with muon and electron simulations in [122].
Figure 7.13 shows the layer-wise energy deposition of a real muon and a simulated one
with and without noise and missing cell digitisation in the AHCAL-38 configuration.
Modelling the detector effects, clearly improves the agreement between data and Monte
Carlo.
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Figure 7.13: Layer-wise energy deposition of real muons (black dots) and digitised muon
simulation with (grey area) and without (black line) noise and missing cell
digitisation [122].

7.5 Comparison between Data and Monte Carlo

The number of hits above threshold and the hit energy spectrum for data and Monte
Carlo are shown in figure 7.14. Simulated events show a systematic shift in the number
of hits above threshold, which is not understood so far. At higher energies, there is a
small excess of data around 30 hits, which is likely to result from a remaining muon
contamination.

The hit energy spectrum shows excellent agreement between data and Monte Carlo,
at least for beam energies up to 20GeV. At higher beam energies, data still shows
signs of non-linear behaviour, indicating that the saturation is slightly different from
the behaviour used for correction.

The longitudinal profiles for beam energies of 10GeV and 45GeV are shown in the
left columns of figure 7.15. The error bars account for both statistical and systematic
uncertainties. The fit of the predicted shower curve (cf. equation 4.7) to data is shown
as well. The comparison between profiles generated by data and Monte Carlo shows
a reasonable agreement, especially in the tails. However, the shower in data tend to
start earlier and be more compact than showers in Monte Carlo, which hints towards
an underestimation of upstream material in the simulation.

Measuring the depth of each absorber plate at the end of the 2008 data taking campaign
revealed that the absorber plates are not the expected 16mm thick, but of varying
thickness between 16mm and 18mm. Implementing the individual absorber plate sizes
in the simulation leads to a good matching of the longitudinal shower development in
data and simulation. The information on the true absorber thickness was not available
at the time this analysis was performed and is not included in the presented results.

For low beam energies, the agreement is equally good along all layers of the calorimeter,
while the shower maximum measured in data systematically lies below the Monte
Carlo predictions. This pattern underlines the hypothesis of small remaining non-
linear behaviour after correction, which is only expected to yield large effects for cells
with high amplitudes occurring in the shower core.
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Figure 7.14: Comparison between data (red dots) and Monte Carlo (yellow area):
10GeV electron run summed number of hits (upper left) and energy per
hit (upper right). The same for a 45GeV electron run in the lower row.

For the lateral shower profile, the two-dimensional centre of gravity of each event
is calculated from the energy deposited in each tower, where a tower is defined as
cells at the same x-y position in consecutive layers of the calorimeter. This point is
systematically shifted due to the uncalibrated cells omitted in the analysis. However,
uncalibrated cells are also excluded in the Monte Carlo and any systematic shift does
not affect the shown comparison. In the right column of figure 7.15 the lateral shower
shape is plotted as the distance-weighted energy sum over all towers with respect to the
centre of gravity. The different number of cells in each ring and the growing area of the
rings is not accounted for in the presented analysis. The centre of gravity from noise
events does not agree with the one of beam events, thus the noise contribution extracted
from random trigger events is not subtracted from the presented lateral profiles.

The exponential part of the profile merges with the flat background distribution at a
radius of about 10 cm (16 cm) for 10GeV (45GeV) showers. The lateral shower shapes
obtained from data and Monte Carlo are in reasonable agreement and compatible with
the observations in the longitudinal profiles. Less reconstructed energy in data arises at
low radii. As expected from the already mentioned remaining non-linearity, the effect
is less pronounced at smaller beam energies.

The global energy scale, i. e. the conversion from MIP to GeV, is fixed by defining
the difference in the reconstructed energy from the 20GeV and the 10GeV beam to
be 10GeV. The conversion factors of 33.3MIP/GeV for data and 33.8MIP/GeV for
Monte Carlo are determined independently from each other and show good agreement.

The reconstructed energy sum of all runs and respective Monte Carlo simulations is
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Figure 7.15: Comparison between data (red dots) and Monte Carlo (yellow area): longi-
tudinal profile, including the fit on data (blue line) (left column), and lateral
profile (right column) for a 10GeV (upper row) and a 45GeV (lower row)
electron run.

(a) (b)

Figure 7.16: Comparison between data (black dots) and Monte Carlo (blue line): (a)
Reconstructed energy vs. beam energy and (b) deviation from linearity for
the AHCAL-15 data sample.

plotted against the nominal beam energy in figure 7.16(a). The green band indicates
the uncertainty region for data resulting from statistical and systematic uncertainties
on the MIP and the pixel calibration. The systematic errors are much larger than
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Ebeam [GeV] Run No. # Beam Evts. # Selected Evts. Fraction Selected Evts.

10 350118 114, 448 109, 411 95.6 %
15 350117 123, 095 117, 612 95.6 %
20 350114 89, 890 77, 728 86.5 %
25 350113 127, 270 88, 778 69.8 %
30 350132 88, 824 75, 305 84.8 %
40 350110 132, 490 18, 797 14.2 %
50 350128 129, 460 23, 989 18.3 %

Table 7.4: Investigated positron data set in the AHCAL-38 configuration. Stated are
the number of beam events and the fraction of selected events for every beam
energy.

the statistic ones. Figure 7.16(b) shows the deviation from linearity, where linearity is
defined as the straight line connecting the points at 10GeV and 20GeV beam energy,
respectively. As the uncertainty on the MIP coefficient drops out while building the
ratio to a linear energy scale, the systematic error band only includes the uncertainty
on the pixel scale in this plot.

The Monte Carlo shows no deviation from linearity, and the linearity for data is con-
firmed within 3% (6%) below 30GeV (45GeV) beam energy. The linearity as defined
before exhibits an offset of −300MeV for Monte Carlo and 400MeV for data. This
offset corresponds to a remaining noise contribution. Although the mean noise con-
tribution, extracted from random noise trigger, is subtracted from data, statistical
fluctuation can cause the remaining noise contribution.

7.6 AHCAL-38 Performance

The AHCAL has by now been operated for several months over four years. The stability
of the detector performance over one year of operation is investigated by comparing
the AHCAL-15 and the AHCAL-38 data set.

The positron data set collected in the AHCAL-38 configuration is summarised in ta-
ble 7.4. Several ten thousand positron events are recorded for each beam energy.
With increasing beam energy the electron selection efficiency decreases due to the de-
creasing Čerenkov counter efficiency already described for the AHCAL-15 data set in
section 7.2.1. The calibration procedure is the same as for the AHCAL-15 data set.

7.6.1 Noise

The average number of hits and energy deposition by random trigger events is plotted
as a function of the beam energy in figure 7.17. Averaged over the investigated run
period, 6.94± 0.01 noise hits deposit 4.29± 0.01MIP energy per event in the AHCAL-
38 configuration. Distributed over 7608 cells this results in 0.2 noise hits per layer,
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Figure 7.17: Noise in the AHCAL-15 (blue dots) and the AHCAL-38 (orange squares)
as a function of beam energy: (a) sum of noise hits and (b) sum of energy
deposited by noise hits.

or an occupancy of 1 · 10−3. In total 1.6 % of all channels operated in the AHCAL-
38 configuration are considered dead. Most of these cells have broken SiPM solder
connections.

For the AHCAL-15 configuration, the noise occupancy is three times higher (cf. sec-
tion 7.2.2). The same number of noise hits deposited the same amount of energy as in
the AHCAL-38 configuration, but on one third of the cells. The high noise contribution
during the AHCAL-15 configuration is due to coherent noise.

Coherent noise results in correlated fluctuations over all channels. It can occur if some
electronic components are shared between readout channels. In this case the noise of
each single channel consists of an independent contribution, as well as a coherent one.
The coherent contribution is quantified by

σcoh =
1

Nch

√

σ2
dir − σ2

alt, (7.1)

where Nch is the number of contributing channels and σ2
dir describes the direct sum of

all amplitudes while σ2
alt is the alternating one, i. e. the contribution of one half of all

channels is subtracted from the contribution of the other half. Here the channels are
divided into even ordering number and odd ordering number.

Figure 7.18(a) shows the correlation between the amplitude sum of even and odd ASIC
channels during one noise run. A clear coherent pattern is visible. It could be reduced
by the addition of 10 µF filtering capacitors on the supply voltage and the reference
voltage line of each ASIC.

Before this intervention the electronics noise corresponded to 36±2ADC channels [121],
while it is 17.7 ± 0.1ADC channels after modifications. The coherent noise is reduced
by a factor of six and the total noise by a factor two. The correlation of the amplitude
sum of even and odd ASIC channels after modifications, given in figure 7.18(b), does
not show any coherent pattern.

In the AHCAL-15 configuration, several SiPMs in the first two produced cassettes
are very noisy. The reason for this are scratches, which cause short-circuits, on the
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(a) (b)

Figure 7.18: Noise amplitude of odd ASIC channels as a function of the noise contribu-
tion of even ASIC channels: (a) during the AHCAL-15 data taking period
and (b) after hardware modifications.

SiPM surfaces. These scratches emerge during assembly and transportation. As a
consequence, the SiPMs produced after the second cassette are covered by a thin surface
protection (KO-08). The noisy SiPMs in the first two produced cassettes are replaced
in the AHCAL-38 configuration.

7.6.2 Linearity

The global energy scale is fixed by defining the difference in the reconstructed energy
from the 20GeV and the 10GeV beam to be exactly 10GeV. The conversion factors for
the AHCAL-38 configuration is 32.5Mip/GeV. This factor agrees with the AHCAL-15
result within 2.5%.

The reconstructed energy of all runs is plotted against the nominal beam energy for
the AHCAL-15 and the AHCAL-38 configuration in figure 7.19(a). The deviation
from linearity is shown in figure 7.19(a), where linearity is defined as the straight line
connecting the points at 10GeV and 20GeV beam energy, respectively.

As expected, there is no visible difference between electron and positron data. The
reconstructed energy sums of the AHCAL-15 and the AHCAL-38 data sets are in good
agreement. The linearity is better than 3% (8%) below 30GeV (50GeV) beam energy.

7.6.3 Energy Resolution

The figure of merit in calorimetry is the energy resolution. It is estimated from the
width over the mean of a Gaussian fit to the energy sum. The resolution achieved with
the AHCAL-38 configuration is plotted as a function of the beam energy in figure 7.20.
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Figure 7.19: Electron data in the AHCAL-15 (blue dots) compared to positron data in
the AHCAL-38 (orange squares): (a) reconstructed energy and (b) devia-
tion from linearity as a function of beam energy.
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Figure 7.20: AHCAL energy resolution as a function of beam energy. Plotted are mea-
surements from the Minical (blue dots) [114] and the AHCAL-38 config-
uration (red squares), as well as the fit to the AHCAL-38 measurements
extrapolated over the full displayed energy range.

The resolution plotted above 10GeV beam energy is obtained from the AHCAL-38
data set, while the energy range between 1 and 6GeV corresponds to measurements
performed with the Minical (cf. section 6.4). Fitting the AHCAL-38 distribution with
equation 4.24 results in:

σE

E

∣

∣

∣

em

AHCAL-38
=

(19.0 ± 1.6) %
√

E [GeV]
⊕ 0.28 GeV

E [GeV]
⊕ (2.7 ± 0.4) %. (7.2)

The noise parameter is fixed to the noise estimation from random trigger events (cf.
section 7.6.1).

As shown in figure 7.20, the obtained energy resolution is well in agreement with the
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measurements from the Minical, which is to be expected since it has the same sampling
structure. The resolution obtained from Monte Carlo simulation is slightly better:

σE

E

∣

∣

∣

em

MC
=

(18.2 ± 0.6) %
√

E [GeV]
⊕ (0.5 ± 1.0) %. (7.3)

The Monte Carlo is fitted without noise term, since the random trigger events that are
used to simulate noise in the digitisation, are the same that are later on subtracted
during the reconstruction. Although the Monte Carlo includes digitisation steps, which
should make it agree with the data resolution, some aspects of detector response are
still missing. A smearing of the calibration constants due to the different voltage and
temperature conditions during calibration and data taking (cf. section 6.3.4) should
improve the agreement between data and Monte Carlo.

The obtained AHCAL-38 resolution is a bit worse than the resolution of the Si-W
ECAL [63]:

σE

E

∣

∣

∣

em

SiW ECAL
=

(16.6 ± 0.1) %
√

E [GeV]
⊕ (1.1 ± 0.1) %, (7.4)

which is optimised to measure electromagnetic showers.

The ILD calorimeter design resolution in table 4.2 is stated for hadronic showers.
The presented detector understanding of the electromagnetic showers is sufficient to
proceed towards hadronic shower analyses, especially since the average hit energy in
hadronic showers is much less. Therefore, remaining non-linearities do not severely
effect hadronic shower analyses. The hadronic energy resolution of the AHCAL-38 is
measured to be [124]

σE

E

∣

∣

∣

had

AHCAL-38
=

(61.3 ± 0.1) %
√

E [GeV]
⊕ (2.5 ± 0.1) %. (7.5)

Using a simple weighting technique based on the energy deposition per hit, it can be
improved to the currently best value of [124]

σE

E

∣

∣

∣

had

AHCAL-38
=

(49.2 ± 0.4) %
√

E [GeV]
⊕ (0.50 ± 0.04) GeV

E [GeV]
⊕ (2.3 ± 0.1) %, (7.6)

which is well in agreement with the design resolution.

7.6.4 Longitudinal Shower Development

The maximum shower depth tmax (cf. equation 4.8) and the shower attenuation λatt

(cf. equation 4.9) can be extracted from the fit (cf. equation 4.7) to the longitudinal
profile.

As expected, the shower maximum scales linearly with the logarithm of the beam
energy. The error bars shown in figure 7.21 accounts for the statistical uncertainty
from the fit and the systematical uncertainty on the MIP calibration coefficient. The
shower maximum, plotted in figure 7.21(a), scales with the incoming particle energy as

tmax(AHCAL-38) = (0.83 ± 0.08) · lnE + (2.61 ± 0.30), (7.7)

tmax(MC) = (1.03 ± 0.03) · lnE + (2.25 ± 0.09). (7.8)
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Figure 7.21: Comparison between data (orange squares) and Monte Carlo (blue circles):
(a) maximum shower depth tmax and (b) shower attenuation factor λatt as
a function of beam energy.

Just as for the AHCAL-15 data set, data systematically lies below Monte Carlo predic-
tions around the shower maximum. This effect can be explained by the underestimation
of the total absorber material in the simulation (cf. section 7.5).

The shower attenuation is plotted in figure 7.21(b) as a function of the logarithm of
the beam energy. The dependence between shower attenuation length and logarithm
of the beam energy is found to scale linearly as

λatt(AHCAL-38) = (0.07 ± 0.02) · ln E + (1.20 ± 0.06), (7.9)

λatt(MC) = (−0.038 ± 0.003) · ln E + (1.58 ± 0.01). (7.10)

The attenuation length is expected to have an almost energy independent scaling,
because at large depth the energy deposition of shower cascades is mainly due to low-
energy photons, which are attenuated with the corresponding attenuation length. The
small rise of the attenuation length with increasing beam energy in data confirms this
assumption and is in agreement with other studies [119]. However, in the simulation
the attenuation length decreases with increasing energy. Whether this effect results
from the wrong absorber plate thickness in the simulation, remains the topic of future
investigations.

7.7 Conclusions

The results of the electromagnetic analysis presented in this chapter are a measure of
the understanding of the AHCAL. The calibration procedure for a calorimeter with
7608 SiPMs are established and tested with electromagnetic showers. The influence of
the calibration ingredients (i. e. the SiPM gain, the most probable signal of a muon, the
electronics intercalibration factor, the inter-tile optical crosstalk, the noise, the non-
linearity correction) on the reconstruction of electromagnetic showers is investigated,
and the achieved AHCAL performance is presented.
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Special emphasis is given to the non-linearity correction, which is a key issue for the
calibration to the electromagnetic energy scale. A common parametrisation function for
all SiPMs would be an elegant solution. However, the large variation in the parameters
of the employed SiPMs (e. g. inter-pixel crosstalk, effective number of pixels, gain)
makes this method unpractical for the AHCAL.

The response curves of all SiPMs are measured on a test bench and can be used
to individually correct each calorimeter cell. Since data are collected with different
electronics, the response curves need to be calibrated to an electronics independent
scale. This scale is chosen to be the SiPM pixel scale. This calibration step requires
the knowledge of the SiPM gain and the determination of the effectively available
number of pixels. The uncertainty of these calibration coefficients impact the precision
of the non-linearity correction. By the time this thesis is written, the SiPM gain is
known at a precision of better than 1%, while for the presented analysis the uncertainty
on the SiPM gain was estimated to be 2%. The effectively available number of pixels
is by now assumed to be 80% of the number obtained in the test bench measurements.
However, this re-scaling of measured response curves is not included in the presented
results.

The calibration scheme presented in this analysis achieves a linearity of better than
3% (8%) below 30GeV (50GeV) beam energy.

The data reconstruction is compared with digitised Monte Carlo simulations. The
agreement is at the level of 1% for low beam energies, while the remaining non-linearity
leads to deviations at higher hit energies. The main focus of the AHCAL is the in-
vestigation of hadronic showers, which have a lower average energy deposition per hit.
Thus, the presented agreement between data and Monte Carlo is sufficient to proceed
to detailed hadron shower analyses.

The stability of the AHCAL in time is investigated by comparing two independent
data sets recorded with one year separation. Special attention is given to the noise
situation. The noise level improves in the investigated time slot, since the detector
understanding improves with time and problems that occurred during the beginning
of the production have been solved in the mean time. The achieved noise occupancy
of 1 · 10−3 is still a factor 10 higher than the design goal. Recent progress on SiPM
parameters indicates that the design goal can be accomplished in future prototypes.

The electromagnetic energy resolution of the AHCAL-38 is σE/E = 19.0 %/
√

E ⊕
0.28 GeV/E ⊕ 2.7 %, which is comparable to the resolution achieved with an earlier
prototype with the same sampling structure.



8 Summary and Outlook

This thesis focuses on two major steps in the optimisation of a calorimetric system
that meets the high demands of precision physics at the future linear collider ILC. The
philosophy behind this detector development, known as particle flow, demands high
spatial resolution rather than excellent energy resolution. During the optimisation
process the development of hardware and software are interlinked and only the combi-
nation of both can be evaluated. In the first part, this thesis investigated the potential
performance of the electromagnetic calorimeter using the example of neutralino decays
in a full simulation study. Complementary to this software based study, the second
part of this thesis focuses on the analysis of electromagnetic showers from test beam
data in a prototype for an analogue hadron calorimeter.

8.1 Summary of the χ̃0
1 Analysis

The measurement of the properties from neutralinos that decay into a photon and a
gravitino in a gauge-mediated Supersymmetry breaking scenario requires a good energy
resolution, as well as excellent position and angular resolution. Thus, this channel is
challenging all performance requirements of the electromagnetic calorimeter.

The measurements of the neutralino mass from the kinematic edge of the photon en-
ergy distribution depends on the energy resolution, which is measured to be σ/E =
16.7 %/

√

E [GeV] ⊕ 0.61 %. The neutralino mass is determined as 126.5 ± 2.6GeV.
Although the relative error of 2% is acceptable, the absolute scale does not meet the
expected mass of 151GeV. This discrepancy is most likely due to beamstrahlung and
initial state radiation, which are simulated but not corrected for during reconstruction.

As the initial neutralino conditions are well defined at a lepton collider, the lifetime
of each individual neutralino can be reconstructed from the photon shower centre
of gravity and its principal axis of inertia. Thus, the position and angular recon-
struction of neutral particles are essential for this analysis. They are found to be
σ〈~x〉 = 0.4 cm/

√

E [GeV] + 0.8 cm and 131 mrad/
√

E [GeV] ⊕ 3.7 mrad, respectively.
With this performance the neutralino lifetime can be measured with an accuracy better
than 10% for lifetimes between a few tenths to a few tens nanoseconds. At smaller
lifetimes, the reconstruction is limited by the angular reconstruction, while at higher
lifetimes the reconstruction is limited by the size of the calorimeter.

The analysis can be improved by the implementation of beamstrahlung and initial state
radiation in the photon reconstruction. Furthermore, the current angular reconstruc-
tion shows a systematic shift in the correlation between true and reconstructed angle.
This shift has to be cancelled, either by improving the clustering algorithm or by a
calibration utilising the simulation information. A next interesting step would be a
scan of the GMSB parameter space, to give a better estimate on the physics potential
of this analysis.
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8.2 Summary of the AHCAL Analysis

The realisation of a hadron calorimeter with several million readout channels, operated
inside a 3.5T magnetic field, requires the development of new readout techniques. The
applied photosensors, so-called SiPMs, are pixelated sensors consisting of an array of
avalanche photodiodes operated in Geiger mode. The SiPM response corresponds to
the number of fired pixels, which is proportional to the amount of incident light. As
the number of pixels available is limited and each pixel has a finite recovery time, the
SiPM response saturates at high light intensities.

A cubic metre sized physics prototype with 7608 SiPMs was built and tested in beams
of well defined particle type and energy. The investigation of electromagnetic showers
serves as calibration validation. Special attention is paid towards the non-linearity cor-
rection. The achieved linearity in data was established to within 3% for beam energies
below 30GeV. The energy resolution of the AHCAL to electromagnetic showers is mea-
sured to be σ/E = 19.0 %/

√

E [GeV] ⊕ 0.28 GeV/E [GeV] ⊕ 2.7 % , which is in good
agreement to measurements with earlier prototypes of the same sampling structure and
readout technology.

In the mean time, the non-linearity correction method has been improved. Inclusion
of temperature effects and re-scaling the test bench curves used for the non-linearity
correction improved the linearity to better than 2% for beam energies up to 50GeV.
Also, the discrepancy between data and simulation in the longitudinal profiles has
been resolved meanwhile. After inclusion of the true absorber plate thickness in the
simulation, the shower development in data and simulation agree to within 1%.

It has to be noted that the average energy deposition within a single cell in hadronic
showers is much lower than that in the electromagnetic shower studied here. The
remaining non-linearity at high amplitudes is therefore negligible for studies of hadronic
shower properties.
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