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Abstract

In the last 30 years high energy physics could write an impressive story of
success. Since the introduction of the Standard Model (SM), it has met every
experimental test. However the final confirmation has to prove the mecha-
nism of electroweak symmetry breaking, which could not be confirmed yet.
The most favored theory, which includes the introduction of a Higgs field,
could not be verified experimentally. Furthermore there is clear evidence,
that the SM is only a low energy description of nature and its principles, as
the SM describes only 4 % of the known matter in the universe.
There are two different approaches in accelerator driven high energy physics
to clarify the open questions. The Large Hadron Collider (LHC) have a
good opportunity to measure some of the missing pieces with its high center
of mass energy. The International Linear Collider (ILC) will then measure
their parameters with high precision. To guarantee this high precision the
detectors have to be able to identify every single particle and determine its
properties with high accuracy.
These high requirements to the single detectors as well as the interconnec-
tivity between all detectors are summarised by the concept of particle flow
(PFLOW). This means that all particles must be separable, which includes
in particular the main tracking device. A possible candidate for the central
tracking device is a Time Projection Chamber (TPC). In this work a TPC
with Gas Electron Multipliers (GEM) as gas amplification system was used.
The GEMs replace the conventional wire amplification system of the TPC.
In this PhD work a method to determine the drift velocity of a TPC was
developed and tested using an ultraviolet laser. To ensure a high accuracy
of the method all relevant gas parameters were measured with a slow con-
trol system. Furthermore the laser was used to investigate the separation
capability of nearby tracks. Therefore an existing TPC prototype, which
was developed to operate in a 5 T magnet facility, was substantially mod-
ified. This work can thus present a comprehensive study and results for
the separation capability of nearby tracks, which was done in the ILC TPC
community.



Kurzfassung

In den letzten 30 Jahren konnte die Hochenergiephysik eine beeindruckende
Erfolgsgeschichte schreiben. Seit der Einführung des Standard Modells (SM)
konnte dieses jeder experimentellen Überprüfung standhalten. Denoch steht
die vollständige Bestätigung noch aus, da der Mechanismus der elektro-
schwachen Symmetriebrechung bisher noch nicht experimentell geklärt wer-
den konnte. Die favorisierte Theorie, welche die Einführung eines Higgsfeldes
vorsieht, konnte bislang nicht experimentell bestätigt werden. Zudem gibt
es klare Hinweise, dass das SM nur eine niederenergetische Beschreibung der
Natur und der ihr zugrundeliegende Prinzipien darstellt, da das SM nur ca.
4 % der im Universum bekannten Materie beschreibt.
In der Beschleuniger-Hochenergiephysik gibt es zwei unterschiedliche Ansätze
diese offenen Fragen zu beantworten. Der Large Hadron Collider (LHC) hat
mit seiner hohen Schwerpunktsenergie gute Chancen einen grossen Teil der
fehlenden Bausteine experimentell bestätigen zu können. Der Internationale
Linear Collider (ILC) wird ihre dann ihre Eigenschaf mit hoher Präzission
bestimmen können. Um diese hohe Präzission zu gewährleisten, müssen die
Detektoren in der Lage sein jedes einzelne Teilchen zu identifizieren und seine
Eigenschaften mit dem jeweils geeignetesten Detektor mit hoher Genauigkeit
zu bestimmen.
Diese hohe Ansprüche an einerseits jeden einzelnen Detektor, sowie auch
an die Interkonnektivität aller Detektoren, wird unter dem Begriff Particle
Flow (PFLOW) zusammengefasst. Dies bedeutet, dass jedes Teilchen vom
anderen separierbar sein muss, was insbesondere für die zentrale Spurkam-
mer gilt. Als eine mögliche Option ist hierfür eine Zeit-Projektionskammer
vorgesehen (TPC). In dieser Arbeit wurde eine TPC mit Gas Electron Mul-
tiplier (GEM) als Gasverstürkungssystem verwendet. Die GEMs ersetzen
hierbei die konventionelle Gasverstärkung mit Drähten.
In der vorliegenden Doktorarbeit wurde eine Methode entwickelt und
getestet, die mit Hilfe eines Lasers die Driftgeschwindigkeit einer TPC zu
bestimmt. Um eine hohe Genauigkeit dieser Methode zu gewährleisten wur-
den alle relevanten Gas-Parameter mit Hilfe eines Monitorsystems bestimmt.
Desweiteren wurde der UV-laser mit Hilfe eines einfachen optischen Auf-
baus zur Bestimmung der Separationskapazität benachbarter Spuren ver-
wendet. Hierfür wurde ein bereits bestehender TPC Prototyp, welcher für
Messugen in einem 5 T Magneten entwickelt wurde, umfassend modifiziert.
Diese Arbeit kann daher eine umfassende Studie und Ergebnisse zur Quan-
tifizierung zur Separationskapazität benachbarter Spuren innerhalb der ILC
TPC Gemeinschaft präsentieren.
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Chapter 1

Introduction

1.1 The Standard Model and its limits

The aim of elementary particle physics is to explain and describe the exper-
imentally observed fundamental constituents of matter and the interactions
among them. Our current knowledge of elementary particle physics is sum-
marised in the Standard Model (SM) [1]. According to this model all matter
consists of 3 quark generations and 3 lepton generations, given in Table 1.1.
The bosonic particles, that are the mediators of the interactions are given in
Table 1.2.

Although the Standard Model was very successful over the last decades
in particle physics, it still leaves many questions unanswered, such as:

• What is the origin and mechanism of mass production?

• The known constituent of the SM cover only 4 % of the matter of the
universe. Where and what are the missing 96 % of the matter?

• Is there a unification of our understanding for the four fundamental
forces of nature respective is there a theory or model realised in nature,
that unifies the known forces to one fundamental principle?

There are two different strategies to go beyond the Standard Model. One
approach is to study rare and tiny processes as for example realised in the
broad field of neutrino physics [2]. Experiments like Superkamiokande [3],
K2K [4], SNO [5] and KamLAND [6] have established neutrino oscillation.
This indicates, that neutrinos have a tiny, but finite mass. In the SM only
massless neutrinos are predictedzu bestimmenzu bestimmenzu bestimmenzu
bestimmenzu bestimmenzu bestimmenzu bestimmen. If the neutrinos have
a mass, they can not travel with speed of light, which means it is possible to

1
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Quarks
Qe = +2

3
Qe = −1

3

u 1.5 ... 4 MeV d 4 ... 8 MeV
c 1.15 ... 1.35 GeV s 80 ... 130 MeV
t 178.0 ± 4.3 GeV b 4.1 ... 4.4 GeV

Leptons
Qe = 0 Qe = −1
νe < 3 eV e− 511 keV
νµ < 19 keV µ− 106 MeV
ντ < 18.2 keV τ− 1.78 GeV

Table 1.1: Fermionic particles of the Standard Model. The Leptons and
quarks are given with their current mass assumptions or limits.

interaction exchange boson spin mass range
strong 8 gluons (g) 1 0 10−15

electromagnetic γ 1 0 ∞
weak W± 1 80.4 GeV 10−18

Z0 1 91.2 GeV 10−18

gravity graviton 2 0 ∞
Higgs 0 ? ∞

Table 1.2: Bosonic particles of the Standard Model. The properties are given
in terms of their spin, mass and interaction range. Gravity is not described
by the SM.

find a system, where the neutrino is right-handed. As it have been observed
only left-handed neutrinos and right-handed antineutrinos and the the finite
mass of the neutrinos implies that the SM is incomplete or at least a lot more
profound. One exciting questions among many in this field is to discriminate
the true nature of the neutrino. Is it a Majorana or Dirac particle? In case
of the Majorana nature of the neutrino, this would mean, that neutrino and
antineutrino are identical particles. The neutrinoless double-beta decay is
the only known practical approach to discriminate a Majorana from a Dirac
neutrino. A Majorana neutrino could be a first indication for the existence
of Supersymmetry.
The complememtary approach is to go to high energies and high event
rates. The two accelerators, that represents this approach are the Large
Hadron Collider (LHC) and the International Linear Collider (ILC). The
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LHC is a proton proton collider with a center of mass energy of up to 14
TeV and a peak luminosity of about 1034 1

cm2s2 [7]. The ILC is an electron
positron collider with an energy up to 500 GeV (1 TeV in the second stage
of expansion) and a peak luminosity of about 2 · 1034 1

cm2s2 [8]. Due to its
tremendous center of mass energy the LHC has a great discovery potential
for physics beyond the Standard Model. The ILC has advantages in precision
measuremnts due to its clean experimental environment, the possibility of
polarized beams and the known collision energy at the interaction point.
Evaluation of the interplay between LHC and ILC has been done to study
the combined physics potential of both machines [9].

The most compelling and most simple solution to explain the particle
masses in the Standard Model is the Higgs mechanism [12]. It describes
the particle masses as an effect of the interaction of the particles with a
non-vanishing constant vacuum expectation value. The Higgs mechanism
predicts the existence of a spinless particle, the Higgs Boson. It is the only
particle which has not been experimentally detected yet. In the context of
the Standard Model, all properties of the Higgs Boson except its mass are
predicted. Using precision data [13] and direct Higgs boson searches [14], its
mass mh can be constrained to 114.4 GeV < mh < 251 GeV. To prove the
existence and verify the properties of the Higgs particle is therefore a test
on the validity of the Standard Model in general and one major task for the
combined LHC/ILC efforts.

One of the favored theories of physics beyond the Standard Model is
Supersymmetry (SUSY). The concept of Supersymmetry was developed 30
years ago [15, 16]. It extends the concept of space-time to superspace, which
introduces an additional degree of freedom, that distinguishes if a particle
is fermionic or bosonic. It connects every fermionic particle with a bosonic
superpartner and vice versa to a multiplett. The particles have the same
quantum numbers except the spin, that differs by 1

2
. SUSY can not be an

exact symmetry as no superparticle have been discovered yet. Therefore
one speaks from a broken symmetry. The center of mass energy range, that
will be available at the LHC and the ILC should prove if SUSY is realized
in nature or not. If SUSY is realized in nature, it might introduce a new
conservation parameter called R-parity conservation. Due to the R-parity
conservation the lightest SUSY particle becomes stable and is therefor a good
candidate to explain the missing matter in the universe. Another evidence
for the existance of Supersymmetric Models is the unification of the coupling
constants of electroweak and strong force at the Planck scale. This also leads
to an important prediction for the electroweak mixing angle sin2θW . This
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angle describes the relative strength of U1 to SU2 coupling. If extrapolating
this value from the Planck scale one gets

sinθW = 0.2355 ± 0.0017. (1.1)

The experimentally observed value is given by

sinθW = 0.2310 ± 0.0002. (1.2)

The agreement between the theoretical prediction and experimentally
observed value justifies Supersymmetry as a favored theory of physics
beyond the Standard Model

1.2 The International Linear Collider

1.2.1 The Accelerator

Figure 1.1: The ILC design as proposed in the ILC Reference Design Report
[8].

The International Linear Collider (ILC) is a 200-500 GeV center-of-mass
high luminosity linear electron positron collider based on 1.3 GHz super-
conducting radio-frequency (SCRF) accelerating cavities. A great break-
through towards the realization of ILC was the technology decision, which
was taken by the International Technology Recommendation Panel (ITRP)
in August2004 [11]. At the 2nd ILC Workshop in August 2005, held at
Snowmass, Colorado, USA, the efforts to a global concept for the ILC was
expressed in the formation of the ILC Global Design Effort (GDE). The GDE
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Parameter Unit
hline Center of mass energy range GeV 200-500
Peak luminosity 1

cm2s1 2×1034

Average beam current in pulse mA 9.0
Pulse Rate Hz 5.0
Pulse length (beam) ms ≈1
Number of bunches per pulse 1000-5400
Charge per bunch nC 1.6 - 3.2
Accelerator gradient MV/m 31.5
RF pulse length ms 1.6
Beam power (per beam) MW 10.8
Typical beam size at IP (h × v) nm 640 × 5.7
Total AC power consumption MW 230

Table 1.3: Basic design parameters for the ILC (for center of mass energy
of 500 GeV)

reflects the global nature of the collaboration, with accelerator experts from
all three regions (America, Asia and Europe).
The ILC design has been developed to achieve the following physics perfor-
mance goals [10]:

• A continous center-of-mass energy range between 200 and 500 GeV.

• A peak luminosity of ≈ 2·1034 1
cm2s1 . This should provide an integrated

luminosity of 500 fb−1 in the first four years of operation.

• An electron polarization of > 80 % at the Interaction Point (IP).

• An energy stability and precision of ≤ 0.1 %.

• An option for ≈ 60 % positron polarization.

• An option for e− e− and γ γ collisions.

In Figure 1.6 the schematic layout of the ILC is shown. The machine
should be upgradable to a center of mass energy of 1 TeV in a future phase
of operation. This guarantees a rich and varied physics program as described
in the previous sction. The basic design parameters for the ILC are given in
Table 1.3
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With the completition of the RDR, the GDE will begin an engineering
design study, coupled with a prioritezed R&D program. The goal is to pro-
duce an Engineering Design Report (EDR) by 2010, presenting an matured
technology, design and construction plan for the ILC, followed by the start
of construction in 2012. With a construction phase of seven years the ILC
operation could begin in 2019.

1.2.2 Physics Motivation

-e

+e

*
Z

Z

H

(a) Higgs-strahlung process

-e
)- (eeν

H
*

V

*
V

+e
)+ (eeν

(b) WW fusion process

Figure 1.2: Diagrams for the dominant Higgs production mechanisms at the
ILC.

As pointed out the Higgs particle is the last particle of the Standard
Model, that misses experimental observation. In e+e− collisions the main
production mechanism for the SM Higgs particle are the Higgs-strahlung
process and WW fusion processes (see Figure 1.2). The cross section for
Higgs-strahlung scales as 1/s and therefore dominates at low energies, while
the one of the WW fusion mechanism rises like log(s/M2

H) and becomes
more important at high energies. At

√
s ≈ 500 GeV, the two processes have

approximately the the same cross section ( 50 fb) for the interesting Higgs
mass range 115 GeV ≤ MH leq 200 GeV favored by high precision data. For
the integrated luminosity L ≈ 500 fb−1, which is expected in about one
or two years after the commissioning phase, 30000 to 40000 events can be
collected. This sample is more than enough to observe the Higgs particle
at the ILC and study its properties such as the Higgs boson mass, spin,
parity quantum numbers, couplings to fermions, massive and masseless
gauge bosons as well as its trilinear self-couplings with high accuracies.
The measurements would allow to probe in all its facets the electroweak
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symmetry breaking mechanism in the SM and probe small manifestations
of new physics. An example how such a event would look like in the ILC
detector is given in Figure 1.3

Figure 1.3: Example of a Higgs event in the ILC detector by Norman Graf
[19].

As examples the determination of the Higgs spin and decay branching
ratios are illustrated in Figure 1.4. The determination of the spin quantum
number of the SM Higgs boson can be performed in the Higgs-strahlung
process. In Figure 1.4(a) the measurement of the rise of the cross section
near the production threshold, σ(e+e− → HZ) rules out the 0, 1 or 2
hypothesis for the spin of the Higgs. A threshold scan with a luminosity of
20 fb−1 at three different center of mass energies is sufficient to distinguish
the various behaviors.
The measurement of the branching ratio of the Higgs boson is of high
importance. For Higgs masses below MH ≤ 140 GeV, a large variety of
branching ratios can be measured at the ILC, since the bb̄, cc̄ and gg final
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(a) (b)

Figure 1.4: Figure (a) shows the e+e− → ZH cross section energy dependence
near threshold for MH = 120 GeV for spin 0+, 1− and 2+ [18]. Figure (b)
shows the branching ratio for the SM Higgs boson with the expected sensitivity
at ILC. A luminosity of 500 fb−1 at a center of mass energy of 350 GeV are
assumed [17].

states have significant rates and can be very efficiently disentangled by
means of micro-vertex detectors. The bb̄, cc̄ and τ+τ− fractions allow to
measure the the relative couplings of the Higgs boson to these fermions
and to check the prediction of the Higgs mechanism that they are indeed
proportional to the fermion masses.

Also physics beyond the Standard Model is an important question for the
ILC. As pointed out SUSY is one of the most favored candidates of physics
beyond the SM. Although maybe not all SUSY processes can be produced,
at least the light supersymmetric particles should be accesable at the ILC.
In Figure 1.5(a) this is illustrated in one possible SUSY scenario, which have
been used as a benchmark for the ILC, the SPS1a [20]. Due to an inflation
of SUSY models, that are currently available it is not sufficient to simply
produce the new particles but also verify its most fundamental predictions
in a model independent way. One example for a SUSY process, that might
be measured at the ILC is the process σ(e+e− → l̃+l̃−). In the continuum
the slepton masses can be obtained from the endpoint energies of leptons
coming from slepton decays. In the case of two body decays, l̃± → l±χ0

i

and ν̃l → l±χ∓
i , the lepton energy spectrum is flat with the minimum and

the maximum energies providing an accurate determination of the masses of
the primary sleptons and the secondary neutralino/chargino. A simulation
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(a) (b)

Figure 1.5: In picture (a) the spectrum of SUSY and Higgs particle masses
in the benchmark scenario SPS1a are show. Picture (b) shows a simulation
of the µ energy spectra of µ̃+

Rµ̃−
R production at

√
s = 400 GeV and L 200 fb−1

.

of the µ energy spectra of µ̃+
Rµ̃−

R production, including beamstrahlung, initial
state radiation, selection criteria and detector resolution, is shown in Figure
1.5(b) for SPS1a [21]. With a moderate luminosity of 200 fb−1 at

√
s = 400

GeV, one obtains mµ̃R
= 143 ± 0.10 GeV and mχ̃0

1
= 96 ± 0.10 GeV. Similar

results are obtained in the case of selectron production in σ(e+e− → ẽ+
Rẽ−R).

1.2.3 The Large Detector Concept (LDC)

This work is done in the scope of the Large Detector Concept (LDC) [22],
which is one proposal for a detector at the ILC. A sketch of the detector layout
is given in Figure 1.6 1. The aim of the detector design is to reconstruct every
particle of an event independent if its charged or neutral. This pushes the
detector design in a direction where the separation of the particles is more
important than the precise measurement of its parameters. The tracking
in such a detector concept has to detect the charged particles with high
efficiency. The tracking system of the LDC consists of a vertex detector,
intermediate and forward tracker and a large TPC, that is considered as a
central tracking device. The main requirement of the tracking system for
LDC are:

1The LDC has now formed together with the Giant Large Detector (GLD) the Inter-
national Large Detector concept.
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Figure 1.6: Schematic drawing of the LDC detector showing one quarter of
the proposed design [8].

• Excellent momentum resolution over a large solid angle: ∆(1/p) =
5 × 10−5 (GeV/c)−1

• Very good bottom and charm tagging capabilities to separate between
final states containing b and c hadrons

• Good momentum resolution in the forward direction, to measure
charges of high momentum particles down to lowest angles with small
confusion.

• Very good pattern recognition capability over the full solid angle.

• Minimal material to interfere as little as possible with the measurement
of electrons and photons in the calorimeter.

The complete tracking system is integrated in a 4T solenoidal magnetic
field, aligned with the z-axis. The TPC fulfills especially the last two criteria
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of tracking requirements. The complete tracking requirements of the TPC
alone are given in table 1.4.

Figure 1.7: Higgs recoil mass spectra for several values of parameters charac-
terizing the tracker momentum resolution, which is parameterized as δpt/p

2
t =

a ⊕ b/(ptsinθ) [23].

To demonstrate the importance of an excellent tracking momentum
resolution, the precision of the mass measurements in dependency on the
momentum resolution of the tracker has been investigated [23, 24, 25].
Figure 1.7 shows the recoil mass distribution for the determination of
the Higgs mass for four different values of tracker momentum resolution,
characterized by the parameters a and b, assuming the Higgs mass to 120
GeV,

√
s = 350 GeV, and the integrated luminosity is 500 fb−1. Here the

momentum resolution is written δpt/p
2
t = a ⊕ b/(ptsinθ). The accuracy for

the determination of MH improves from a = 8×10−5 and a value for ∆MH

= 273 MeV to 85 MeV if a is reduced to 1×10−5.
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The subject of this work was to study the two track resolution of a TPC.
In the progression of this work the TPC design was changed tremendously
in regard of the pad size. As the pad size has an enormous effect especially
on the two track resolution in rφ the validity of the results has to be seen
in regard of the pad layout of the previous TPC pad design [42]. The pad
size of the previous TPC design was 2× 6mm2. To investigate the two track
resolution with high statistic a laser setup was planed, built and evaluated in
regard of a operation in high magnetic fields. A TPC prototype was modified
the insertion of a laser beam into the drift volume, so that its performance
could be studied under reproducible conditions. (see section 5.2.4 and chapter
5). Afterward a data taking with the TPC and the laser setup took place in
a superconducting magnet test facility (see section 4.8). A fast and simple
Monte Carlo simulation (see section 6.5) was programmed, which allowed a
comparison of data and simulation files to understand and test the validity
of the measurement results. The results of the track separation capabilities
are presented in chapter 9.
A study developed in the general process of laser studies was carried out to
cross-check the calibration capability of a laser in regard of the determination
of the drift velocity. This study is presented in chapter 7 and is an outlook
to the capability of lasers as a calibration tool.
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Size Inner radius 30 cm, outer radius 158 cm,
length 4.32 m

Momentum Resolution δ(1/pt) ≈ 10−4 GeV/c
Solid angle coverage cos(θ) ≤ 0.98
TPC material budget 0.03X0 to outer fieldcage in r

0.30X0 for readout endcap in z
Number of pads > 106 per endcap

Pad size / 1 × 6mm2 for
number of padrows 200 pad rows

Single point resolution in rφ ≈ 100 µm
Single point resolution in rz ≈ 2 mm
Two track resolution in rφ < 2 mm
Two track resolution in rz < 5 mm

dE/dx resolution ≈ 5 %
Performance robustness Full precision / efficiency in backgrounds

with 10 % total occupancy

Table 1.4: List of performance requirements for the TPC in the LDC concept
[22]



Chapter 2

Basic Principles of Time
Projection Chambers (TPC)

This chapter should provide the basic understanding of operation princi-
ples and physics processes in a Time Projection Chamber. The TPC is one
well known and approved realisation of a gaseous detector in High Energy
Physics. The first construction and successful operation of a TPC was used
in the PEP-4 experiment at the Stanford electron positron storage ring [26].
Also two experiments at the last big electron positron collider LEP, based
their tracking on TPCs adapted to larger dimensions but otherwise simil-
iar to the original design [27], [28]. The time projection concept has also
found applications in other detectors like the STAR TPC at RHIC [29] in
Brookhaven or the ALICE TPC at the LHC [30]. Both TPCs are operating
in heavy ion collisions, which shows that the TPC concept is not limited to
electron positron collider experiments. The TPC concept is now also consid-
ered for neutrino experiments as the Tokai to Kamiokande experiment, which
studies neutrino oscillation. In the near detector TPCs are a major part in
the whole detector concept [31]. This demonstrates the TPC is a modern
detector, which can and will be used for many applications in High Energy
Physics.

2.1 Operation Principles

The Time Projection Chamber, as introduced in 1974 by D. Nygren [32], has
become one of the most popular tracking device allowing three dimensional
track reconstruction and particle identification within one detector. In first
order it is a gas filled capacitor with a parallel homogenous electric field.
The homogenity of the electric field is provided by a field cage, that consists

14
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Figure 2.1: Operation principles of a TPC

of equidistant ring electrodes, placed along the TPC. The ring electrodes
are powered with constant potential differences between a cathode and
anode plane. An ionizing particle that traverses the gas volume produces
electron-ion pairs. These electron-ion pairs may be viewed as a track image.
Exposed to the uniform electric field, these electrons and ions drift along
the electric field lines in opposite directions towards the anode and cathode.
The ions drift very slow due to their higher mass compared to the electrons
to the cathode plane and do not contribute to the signal. The electrons
drift in the opposite direction and are multiplied in front of the anode by an
amplification system.
The anode plane itself is segmented in a row- and columnwise two di-
mensional structure. A single segmentation is called a pad [33]. By
exploiting the information from the deposition of charge on the pads, a two
dimensional projection of the track image can be determined. A complete
three-dimensional track image can be derived from the knowledge of the
drift velocity in presence of a homogenous electric field and the measured
time between production of the electron and the detection on the anode
plate. This procedure to calculate the z position by the measured time is
responsible for the name of the Time Projection Chamber. The procedure
allows a three dimensional reconstruction of a track image for particle
trajectories. For the measurement of particle momenta and the charge of
the traversing particle a magnetic field is applied. Typically it is oriented
parallel or antiparallel to the electric field.
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Symbol Definition Units or Value
α Fine structure constant 1/137.03599911
c speed of light 3.0 108 m/s

mec
2 Electron mass ·c2 0.510998918 MeV

re Classical electron Radius 2.817940325 fm
e2

4πǫ0mec2

NA Avogadro’s number 6.0221415 x 1023mol−1

ze Charge of incident particle
Z Atomic number of absorber
A Atomic mass of absorber
K 4πNAr2

emec
2 0.307075 MeVg−1cm2

Table 2.1: Summary of variables used in this section

The direction of the curve is determined by the charge of the particle, the
strength of the curvature is determined by the momentum of the particle.
With a precise knowledge of the magnetic field, the charge of the particle
and the measured radius the momentum of the particle can be derived with
equation 2.1. The more accurate the radius respectively the curvature can
be measured, the more accurate the momentum can be determined.

mv2

R
= q · v · B ⇒ p

R
= q · B ⇒ p = q · B · R (2.1)

Besides tracking capabilities a TPC also offers the possibility of particle
identification. Due to the high homogeneity of the gas volume, the energy
loss per unit length dE

dx
in the gas can be measured precisely. If the TPC is

operated in proportional gas amplification mode, the signal collected on the
anode is proportional to the number of electron-ion pairs from the ionization
process and thus proportional to dE

dx
. With a combination of the energy loss

measured along the particle trajectory and the momenta determined via the
magnetic field allows efficient particle identification. A detailed description
for the ionisation processes in a TPC and particle identification due to the
specific energy loss is given in the following sections.

2.2 Primary Ionization in the TPC

Primary electrons are extracted from the gas molecules by electromagnetic
interaction with the traversing fast charged particles. The ionization
process is quantitavely understood by a single virtual photon exchange [35].
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Gas Z ρ I0 WI dE/dx dE/dx nprim ntot

[ g
cm3 ] [eV] [eV] [MeV cm2

g
] [keV

cm
] [cm−1] [cm−1]

H2 2 8.38 10−5 15.4 37 4.03 0.34 5.2 9.2
He 2 1.66 10−4 24.6 41 1.94 0.32 4.8 7.8
N2 14 1.17 10−3 15.5 35 1.68 1.96 (10) 56
O2 16 1.33 10−3 12.2 31 1.69 2.26 22 73
Ne 10 8.39 10−3 21.6 36 1.68 1.41 12 39
Ar 18 1.66 10−3 15.6 26 1.47 2.44 24.3 94
Xe 54 5.49 10−3 12.1 22 1.23 6.76 44 307

CO2 22 1.86 10−3 13.7 33 1.62 3.01 36.5 91
CH4 10 6.70 10−4 13.1 28 2.21 1.48 26.5 53
C4H10 34 2.42 10−3 10.8 23 1.86 4.50 89.6 195

Table 2.2: Important parameters for frequently used chamber gases. The
number in paranthesis are determined by interpolation

For many gases the energy of the extracted electrons is larger than the
ionization energy of the gas molecules, such that in subsequent inelastic
collisions secondary electrons are set free. The primary electron is spatially
correlated with the secondary electrons, i.e., the ionization electrons are
produced in clusters. These secondary electrons are so called δ-electrons.
This correlation is important for the statistical precision of center of gravity
measurements of ionization clouds, as done in a TPC.

The total number of electrons realeased per unit length is given by:

Ne−

l
=

dE

dx
· Σ ci

WIi
(2.2)

Here WI is the material dependent average energy needed to produce an
electron-ion pair. WI is not equivalent with the the ionisation potential
I0, that is slightly lower. The ionisation energy I0 represents the minimal
energy, that is needed to produce eletron-ion pairs. WI represents the average
energy, that is needed to produce electron-ion pairs, that do not recombine.
A gas mixture has different WIi-factors, that have specific weights ci due
to the contribution of the gases to the mixture. In table 2.2 the important
parameters for frequently used chamber gases is shown.
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2.3 Particle Identification

The mean rate of energy loss (or stopping power) is described by the Bethe-
Bloch equation:

−dE

dx
= Kz2 Z

A

1

β2

[1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ

2

]

(2.3)

Figure 2.2: Measured ionization energy loss of electrons, muons, pions,
kaons, protons and deuterons in the PEP4/9-TPC [34]

Here Tmax is the maximum kinetic energy which can be imparted to a free
electron in a single collision. The parameters of the Bethe-Bloch equation
are defined in table 2.1. Using the relation β = p

mc
it can be seen, that the

mean energy loss is dependent on the mass of the particle. This can clearly
be seen in Figure2.2. Measuring the momentum p and the specific energy
loss dE/dx of the charged allows to derive the energy of the charged particle.
Therefore a particle identification of the charged particles can be done with
the TPC only.
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The Bethe-Bloch equation can be modified [36], so that is described as func-
tion of the particle velocity ad the charge number Q:

dE

dx
= ξ · 1

β2
· Q2[K + ln(Q2) + ln(γ2) − β2 − δ(βγ)] (2.4)

where ξ denotes the electron density of the gas and δ(βγ) the density function.
As described in [37], it is shown, that the energy loss

• follows a characteristic decrease with 1
β2 ,

• reaches a minimum around βγ = 3 to 4,

• and continues with a logarithmic rise (”relativistic rise region”),

• until it saturates (”Fermi plateau”, ∝ ln(γ2) − δ(βγ)).

Figure 2.3: characteristic shape of the dE
dx

function

The density function takes into account the polarization effect in the gas.
The characteristic shape of this function is shown in Figure 2.3. In the region
of high momentum where the relativistic rise can be seen the separation is
in the 10 % regime. Therefore dE

dx
measurements with a resolution of a few

% are needed to disentangle the different particle species.
A simple and robust method to calculate the specific energy loss is the

method of truncated mean. In this widely used method a certain percentage



20 CHAPTER 2. PRINCIPLES OF A TPC

dE/dx (keV/cm)

Landau distribution of
minimum ionising pions

p = 400 - 800 MeV/c
(dE/dx)mp = 6.8 keV/cm

most probable dE/dx
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Figure 2.4: Landau distribution for minimum ionising pions. At OPAL the
method of truncated mean is used to determine the average energy loss. In
this case 30 % of highest energy and 8 % of the lowest energy loss samples
were rejected and not taken into account [38].

of the lowest and highest measured dE/dx values are rejected from the cal-
culation of the mean energy loss. In fig 2.4 one can see how this method was
applied at the OPAL-detector, which was one of the four experiments at the
electron positron collider LEP. The reason for the rejection of lowest values is
the reduction of the influence of electronic noise or background fluctuation.
The reason for the rejection of highest values is mainly the reduction of delta
electrons produced in hard collisions.
The dE/dx resolution is mainly dependent on three quantities:

• number of effective samples N

• effective sampling length length (thickness ×pressure )
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• gas mixture

The importance of the particle identification is not the dE/dx-resolution
itself, but the dE/dx-separation power. It raises the question: How good can
two different particle species be identified as separated in charge? In [39] the
separartion power between two particle species A and B is defined as:

separation power =
separation

resolution
=

dE
dx

(A) − dE
dx

(B)

σ(dE
dx

)A,B

(2.5)

Here σ(dE
dx

)A,B is the average dE/dx resolution for the two particle species.
For a given gas mixture a better dE/dx resolution and separation power can
be achieved by increasing the pressure. For the commonly used chamber gases
the optimal separation power was found at three to four bar. In the design
of a TPC only one parameter of two possible parameter can be optimal. It
would be possible to improve the dE/dx resolution significantly, if a high
pressure is applied. An increase in pressure would require a pressure vessel,
which can stand this higher pressure. This however would increase the active
material in front of the calorimeters. The advantage of a improved energy
resolution in the TPC would be bought by spoiling the performance of the
calorimeters and decrease the total energy resolution. Therefore a operation
of TPC at high pressure is not considered as a possible option at the ILC.

2.4 Behaviour of Charges in Gases

After a charged particle has produced a primary ionisation the signal has to
be transported and amplified in front of the read-out electronic. The follow-
ing chapters will describe the physical processes to achieve and understand
the quality of a track image.

2.4.1 Drift

The instantaneous velocity ~v of an elctron with charge e and mass m in a
gas embedded in an electric ~E and the magnetic ~B field can be expressed by
the Langevin equation [40]

m
d~v

dt
= e ~E + e~v × ~B − K~v (2.6)

Here m denotes the mass of the charged particle, e the electric charge
and K a quantity, which describes the viscosity of the gas. The term −K~v
represents a time dependent stochastic noise due to scattering with the gas
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molecules. The ratio τ = m
K

has the dimension of a time and is the average
time between two collisions of the charged particle with the gas molecules.
The solution of the Langevin equation for t ≫ τ is:

~v =
e

m
τ | ~E| 1

1 + ω2τ 2
(Ê + ωτ(Ê × B̂) + ω2τ 2(ÊB̂)B̂), (2.7)

where Ê and B̂ denote the unit vectors of the electric and magnetic field
and ω = e

m
B is the cyclotron frequency. Equation 2.7 describes a steady

state for which the derivative is dv
dt

= 0.
Three important cases are distinguishable:

a) If |B| = 0 it follows ω = 0 and the equation is reduced to

~v =
e

m
τ ~E = µ~E. (2.8)

The mobility µ depends for electrons on the strength of the electric field
due to quantum mechanical effects between the electron and the atomic
electrons, while for ions it is constant over a wide range of E.

b) When ~E and ~B are in parallel, eq. 2.8 is also valid, as can be seen
from eq. 2.7.

c) Another very important case is, when there is a significant angle be-

tween ~E and ~B. In this case the second term in eq. 2.7 becomes dominating
and ~v depends also on the magnetic field. An important parameter, on which
also the spatial resolution depends, is the Lorentz angle αL. αL is defined
as the angle between ~v and ~E. In the extreme case, that ~E and ~B are
perpendicular, |~v| is given by:

|~v| =
eτ

m
√

1 + ω2τ 2
| ~E|. (2.9)

Here it can be seen that in any case the drift velocity depends on the mass of
the charged particle, which leads to a higher drift velocity for electrons than
for ions.

2.4.2 Diffusion

Charged particles which are released in a cloud will diffuse isotropically away
from their place of production because of their thermal energy. The density
distribution of the charged particle after a time t can be described by a
Gaussian distribution:

n = (
1

4πD́
)3e−

r2

4D́t (2.10)
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where r is the radial distance to the creation point and D́ is the diffusion
coefficient. The width σ of the distribution is given by:

σ =
√

2D́t. (2.11)

The diffusion coefficient D́ depends on the chosen gas mixture, temperature
T and pressure p by the following formula:

D́ =
2

3
√

πpσtotal

√

(kT )3

mch

(2.12)

The total cross section σtotal depends also on the chosen gas and the type of
the charged particle. For eq. 2.12 the assumption was made, that the free
charges are conserved, this due to recombination of electrons and ions in the
presence of electro negative molecules.

Influence of an electric field

Within an electric field the following definition of the diffusion coefficient is
more convenient, whereby the width σ of the distribution can be calculated
depending on the drift length L:

σD = D
√

L (2.13)

The quantity D is related to D́ by:

D =

√

2D́

vdrift
(2.14)

In the following D denotes the difussion coefficient. One would naively ex-
pect, that the diffusion of an electron cloud within an electric field is the same
along the electric field lines (longitudinal) as for perpendicular to it (trans-
verse), but in 1967 it was shown that the longitudinal diffusion Dl changes
significantly in an electric field. The reason for this behaviour is, that the
leading and the trailing edge of the cloud have different energies. As the
collision rate depends on the energy, this leads to a change of the diffusion
in the longitudinal direction.

Influence of a magnetic field

Within a magnetic field the transverse diffusion is strongly supressed, while
the longitudinal diffusion is unchanged. This can be easily exlained by the
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Lorentz force, which influences the particles with a transverse velocity com-
ponent and forces these on a helical trajectory between two collisions. The
diffusion coefficient Dt(B) is given by:

Dt(B) =
Dt(0)

1 + ω2τ 2
(2.15)

Dt(0) is the diffusion coefficient in the absence of a magetic field.

2.4.3 Gas Amplification

In electric fields exceeding a value of approximately 104 V/cm, electrons can
receive enough energy between two collisions, to excite and ionize further
atoms, which leads to a gas avalanche multiplication. One distinguishes
three characteristic regions of gas amplification: proportional region, limited
proportional region and discharge region.

Figure 2.5: Progression of the gain factor in dependency of the applied elec-
trical field.

The regions are shown in Figure 2.5. The proportional region covers a
certain range of electric field strength, in which the number of newly liberated
electrons is proportional to the amount of initially existing electrons (e.g. in
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the electric field close to the wire of the proportional counter). During the
motion of n electrons along a path dr, dn new electron-ion pairs are produced:

dn = α · n · dr (2.16)

where α is the first Townsend coeficient, which represents the inverse of the
mean free path for ionization and depends on the gas mixture, temperature,
pressure and the local strength of the electric field. After proceeding from τ1

to τ2 the number electrons increase from n1 to n2 according to

n2 = n1 · G (2.17)

where G is the gas gain, which can be calculated by:

G = e

r2
R

r1

α(r)dr

(2.18)

The integral describes the dependence of the Townsend coefficient on the
locally varying strength of the electric field.

In the region of limited proportionality (see Figure 2.5), the ions
produced in in the gas avalanche can become large enough to significantly
deform and reduce locally the effective electric field strength, and ultimately
lead to saturate multiplication.

The upper limit for charge multiplication is given by the beginning of ul-
traviolet photon emissionprocess, inducing avalanche spread over the whole
gas volume and a discharge or spark breakdown is the consequence. The
Raether condition elaborated in detail in reference [57] gives a phenomeno-
logical limit for charge multiplication: the maximum avalanche size must not
exceed 107 to 108 electron-ion pairs. The exact number is strongly related to
actual charge density and electric field strength. Since the energy distribu-
tion of the electrons is statistically distributed, operations at 106 can already
become critical.

2.4.4 Influences on the gas condition

Of importance is not only the chamber gas itself, but also the thermo-
dynamic state of the gas mixture. Ionisation, diffusion, drift and gas ampli-
fication are all depending on the density of the gas. Therefore temperature,
pressure and a precise knowledge of the gas composition is crucial for a de-
scription of the system. A good aproximation for the thermodynamic state
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is the ideal gas equation

ρ =
m

V
=

p

RiT
=

pmm

RT
(2.19)

with R, Ri the universal respective individual gas constant. The influence of
the gas conditions will be investigated more detailed in the Chapter about 7.

2.5 Short Review of Chamber Gases for the

ILC

Optimization of gas mixtures is obviously a crucial point for the optimization
of the performance of a gaseous detector. A detailed study can be found in
[41]. The gas mixture has to serve two different issues. First it should have
good signal production and transportation capabilities. Second it should
provide a sufficient gain in the gas amplification region. As the principle of
gas amplification has already been explained in section 2.4.3, this section will
concentrate on signal production and transportation capabilities of different
gases. A gas mixture generally consists of a Counting Gas, which dominates
and sustains the charge multiplication process, and a Quencher Gases, that
dissipates part of the energy to protect the detector from discharges. The
gas mixture itself needs the following requirements to be taken into account:

• The total number of released electrons per unit of length should be
large in order to allow a good dE/dx resolution.

• The drift velocity should be large to empty the drift region as quickly
as possible.

• The drift velocity versus elecric field ratio should provide a maximum
of drift velocity with a minimal electric field Emax. The drift velocity
should be stable in case of fluctuations or distortions at Emax, so that
one can operate the detector at a plateau of the electic field dependence
of the drift velocity.

• The longitudinal diffusion coefficient, DL, should be small in order not
to loose resolution in the direction parallel to the electric field

• The attachment coefficient of the gas in an electric field Emax should
be small, in order to avoid losses of drifting electrons.

• Multiple scattering should be small enough so that the momentum
resolution of the TPC is good even for low momentum particles.
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Gas X0[m] Nt[
1

cm
] σn[barn]

He 5299 8 1.34
Ne 345 43 2.628
Ar 110 94 0.683

CO2 183 91 14.015
CH4 646 53 333.631
C2H6 340 111 503.222

iC4H10 169 195 842.404

Table 2.3: Radiation length X0, Number of released electrons per cm Nt and
neutron interaction cross-section σn of different detector gases

• There should be as little as possible influence of potential pollutants
such as water and oxygen

• The gas should have as few H atoms as possible, because of their large
interaction cross-section with a potentially high neutron background

• The gas should not be aggressive to prevent ageing of the detector.

A set of three gas properties are summarised in table 2.3. The first
three gases are counting and the rest quencher gases. Argon is a counting
gas with the highest atomic number, the highest primary ionisation Nt and
lowest radiation length X0. From purely statistical point of view the dE/dx
resolution, which is depending on Nt, resp 1√

Nt
, is worsened by 40 %, if one

replaces Argon by Neon. Argon is therefore a well suitable counting gas for
the ILC TPC.
The choice of a quencher gas offers a multi dimensional parameter space,
which is not easy to optimize.

• An important parameter that has to be considered is the neutron inter-
action cross-section. As a significantly large neutron background due to
beamstrahlung processes can be expected in the TPC at the ILC, CO2

is the best candidate for reducing this backround. All other quencher
gases has a large number of H atoms, which are known to have a high
interaction cross section for neutrons.

• Drift velocity as a function of electric field should be optimal in view of
reasonable Emax. As previously said a high drift velocity is needed to
readout the TPC as quickly as possible. In Figure 2.6 a mixture of 90
% Argon + 10 % of various quencher gases are shown. Here CO2 turns
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Figure 2.6: Drift velocity as a function of electric field for 90 % Argon + 10
% quencher gas mixtures. B = 3 T

out not to be the best choice, because the maximal drift velocity can
be reached at an electric field value of 800 V/cm. Although it reaches a
plateau, a maximal field Emax of about 200 kV assuming a 2.5 m long
detector, would not be appropriate. CH4 requires a smaller field, 135
V/cm, but does not have a flat plateau. It’s therefore more sensitive to
electric field distortions. C2H6 has a acceptable small electric field and
flat plateau. iC4H10 has even a flatter plateau, but requires a rather
large electric field of about 450 V/cm.

• With respect to the longitudinal diffusion, CO2 is twice better than
CH4, which means that the spatial resolution in the direction parallel to
the drift field is much better with CO2 than with CH4. For transverse
diffusion, the behaviour is quite the opposite: less diffusion for CH4

than for CO2. C2H6 and iC4H10 have intermediate diffusion properties.
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• Concerning the sensitivity of the performances of the gas mixture to
water contamination, CO2 is the best candidate with 0.4 % change in
vdrift for a 500 ppm contaminatin of water. CH4 is the worst candi-
date with a change of 7.7 %. C2H6 and iC4H10 have an intermediate
sensitivity to water contamination.

• A point to consider is the attachment coefficient due to oxygen con-
tamination. The attachment coefficient of the gas mixtures considered
with 10 ppm oxygen are all about the same, between 0.0014/cm for
CO2 and 0.0024/cm for iC4H10. The loss of primary ionization after a
drift length of 2.5 m in such gas mixtures is between 30 % and 45 %.

The data of this work has been measured with a gas mixture sug-
gested in the Technical Design Report of TESLA [42], that consists of
Argon/CH4/CO2 in the ratio 93/5/2. Nevertheless more detailed gas
studies are planned in the ongoing process of detector optimization torwards
the LDC

2.6 Spatial and momentum resolution

The accuracy of the reconstructed track image is determined by the single
point spatial resolution σ of a TPC, which to first order is determined by the
contributing number of effectively detectable electrons N̂ from the ionization
process and their spread due to diffusion when arriving at the anode after a
drift distance d. The number N̂ is given by the ionization per sample length
minus losses of electrons before gas amplification. Additional contributions
originate from pad geometry, their orientation with respect to the track,
and other influences such as electronic noise, cross talk amongst other are
summarized in σsys. If the pad pitch is adapted with respect to the transverse
charge spread, i.e. if more than one pad is hit per row, the single point
resolution of a pad row improves over the standard deviation of a rectangular
uniform distribution σr.u.d. = p√

12
, with p correspoding to the pad pitch. It

can be expressed by:

σ2
rφ =

D2
T · d

N̂ · cos2φ
+

L2 · tan2φ

12 · N̂
+ σ2

sys,T (2.20)

Typical transverse spatial resolutions achievable with a TPC range from 100
to 200 µm.
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Transverse momenta pT of particles are determined by measurement of
their trajectory curvature due to the magnetic field. The transverse momen-
tum resolution is given by:

σpT

pT
=

8pT

0.3B(RO − RI)2
σs, (2.21)

where RO andRI are the outer and inner radii of the TPC, pT is the transverse
momentum in GeV/c, and σs is the sagitta error and is given by

σ2
s = σ2

s,rφ + σ2
s,ms. (2.22)

Here, σ2
s,rφ is given by the Gluckstern formula [43]:

σ2
s,rφ =

σrφ

8

√

720

N + 4
(2.23)

with N being the number of measured points, and σrφ the single point reso-
lution given by eq. 2.20.
σs,ms is due to multiple scattering and is given by:

σs,ms =
1

4
√

3
(RO − RI)

14.1

pT 103β
Z(1 +

1

9
log

(RO − RI)

X0
)

√

(RO − RI)

X0
(2.24)

This shows that the contribution of σs,ms is not depending on pT in
equation 2.21. At energies above 10 GeV/c the momentum resolution is
determined by the Gluckstern formula and the contribution from multiple
scattering becomes negligble.

The momentum resolution from only the TPC required in the Large De-
tector Concept is [42]:

δ(
1

pT

) =
σpT

p2
T

< 2 × 10−4(GeV −1) (2.25)

2.7 Gas Ionization by Laser

The light of a laser beam that traverses a volume of gas, under favourable
conditions, is capable of ionizing the gas so that the laser beam imitates
a straight particle track. For this to occur, there must be some ionizable
molecules in the gas, and the energy density must be sufficiently high. The
ionization is also dependent on the energy level of every single photon, which
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means on the wavelength of the laser light. The technique of laser track
production has some obvious advantages. With a laser setup it is possible to
produce identical tracks in the same place with high statistics [44]. There-
fore one can almost get rid of statistical variations, coming from laser itself.
Since its first application in 1979 by Anderhub, Devereux and Seiler [45] this
technique has been widely used.

2.7.1 The Two Photon Ionization

As shown in Table 2.2 typical chamber gases have rather high ionisation
energies compared to photon energies of standard UV lasers. For example a
N2-UV Laser has 3.68 eV photon energy, a Nd-Yag-UV Laser 4.68 eV. Both
are originally infrared Laser, using non linear crystals to shift the frequency
to ultra violett light. The UV-laser as track production is described in section
5.1. The ionization rate for a multi n-photon process is dependent on the
cross section σ of the photon absorbtion level. The probability of a three or
four photon process, which means that a photon excites an already excited
state, is exremly low, as the probabilty decreases with σn. An alternative
is to search for substances with high cross-section for two photon ionisation.
Their ionisation potential has to be below 9.4 eV in case of a Nd-Yag and 7.4
in case of N2 laser. Such substances do indeed exist. Composite molecules
have a large number of vibro-rotational states which at higher vibrational
quantum numbers may overlap and form a quasi continuum. A table of this
substances can be found in table 2.4 taken from [46]. In the same paper
Hilke showed, that if the lifetime of a real laser level is large compared to
the length of the laser pulse, the production of primary electrons ne is not
longer dependend on this parameter. Primary ionisation is given by:

ne =
σ2n0n

2
γ

2s
(2.26)

with cross-section for photo absorption σ, the molecule density of the additive
n0, the number of photons per shot nγ and the size of the beam spot s.
As described in equation 2.26 the laser energy ordinary shows a quadratic
dependence to energy because of the simple relation nγ = E

hν
. Eq.2.26 can

be tranformed to:

ne =
σ2n0(

E
hν

)2

2s
(2.27)

In case of a small concentration of additives plus high laser intensities all
molecules along a track reaches the first photon absorption level which leads
to a saturation. The ionization probability is then only depending on the
photon absorption probability of the second level. This releases the electrons
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to the continuum. In that case the dependency becomes linear.

Another production mechanism is the ionization of intrinsic impurities
of the chamber gases. The small amount of impurities, that can be beyond
the level of detection of ordinary devices, are assumed to produce a virtual
photon absorption level with a very short lifetime of τ ≈ 10−16 seconds. A
second photon that is absorbed within this lifetime is then also able to ionize
the molecule. The formula for the production of primary electrons is almost
the same as in case of a real photon absorption level with the modification,
that because of the small lifetime the timelength of the laser has to be taken
into account.

ne =
σ2n0n

2
γτ

sT
(2.28)

−16τ ∼ 10

σ 1 ∼ 10 −16 − 10
−17

cm
−2

ionisation threshold

σ 2

1

σ 2

σ ∼ 10 cm
−2

τ ∼ 10 − 50 ns

−11

ionisation threshold

continuum continuum
1.) Two−Photon Ionization with a virtual photon absoption level 2.) Two−Photon Ionization with a real photon absoption level

Figure 2.7: Production Mechanism of Two-Photon Ionization. Main diffrence
consists in lifetime and the cross-section of the photon absorption levels.

with τ the lifetime of the photon absorption level and T the laser pulse
duration. In Figure 2.7 the two production mechanism are illustrated.
To summarize the processes:

• virtual photon absorption process (τ ≪ T ) : ne ∝ E2

T

• real photon absorption process (τ ≫ T ) no saturation: ne ∝ E2

• real photon absorption process (τ ≫ T ) saturation: ne ∝ E

2.7.2 Dependence of Laser Ionization on Wavelength

The ionization yield depends very much on the wavelength. Using a tunable
dye laser, Ledingham et al. [47] have found an increase of four orders of
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Additive Ionisation Vapor pressure Melting point Ionisation
Potential boiling point

[eV] [Torr] at 20o [o] [e−/cm]

Benzene C6H6 9.24 77 55/80 5×103

Toluene C7H8 8.82 22 -95/110 5×104

Cumene C9H12 8.69 3.8 -96/152 11×104

n-Butylbenzene C10H14 8.69 1 -88/183 5×104

m-Xylene C8H10 8.56 6 -48/139 ≤4×104

TMA (CH3)3N 8.5 6 -117/2.9 60-130
1,3,5 Mesithylene

C9H12 8.4 1.5 -45/165 1.8×104

Phenole 8.3 41 ≥ 250
C6H5OH 8.51 3.8 -96/152 11×104

Naphthalene C10H8 8.12 81/ 560
TEA (CH3CH2)3N 7.5 50 -114/893 200
DMA C6H5N(CH3)2 7.14 0.25 2.5/194 104

TMPD 6.18 2.3×10−3 51/260 6×104

Table 2.4: Properties of some additives with low ionisation potential. The
ionisation is normed to a laser pulse with an energy of 1 µJ, a size of 1 mm2,
and a partial pressure of 10−3 Torr. All additives were investigated with a
Nd-Yag laser with a wavelength of 266 nm.
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Figure 2.8: Ionization induced in untreated counter gas ArCH4 in the ration
90:10 by a 1 × 1mm2 pulsed laser beam of µJ(×), compared with the same
gas seeded with a small amount of phenol (+) [47]

magnitude, when going from λ = 330nm to λ = 260nm. In Figure 2.8 a
gas mixture of ArCH4 in the ratio of 90:10 is compared with and without a
small amount of phenol. The fine structure that have become visible around
270 nm, was further examined with a higher resolution technique.

Comparing the resolution pattern with the known single-photon UV ab-
sorption level of phenol a clear consistency is demonstrated (see Figure 2.9).
The possibility to detect characteristic structures in the spectrum of laser in-
duced resonant two-photon ionization (R2PI) makes this method a sensitive
tool for the identification of molecules.

2.8 Laser-Beam Optics

In eq. 2.27 and 2.28 it was shown, that the ionization strongly depends of the
energy and the size of the laser beam. To achieve a constant ionization per
unit track length this energy density has to stay constant. On the other hand
an narrow deposition of ionization is needed especially in a gaseous detector
as the width of the charged cloud should not be determined by the width
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Figure 2.9: A comparison of a laser-induced spectrum of counter gases doped
with a trace of phenol and the single-photon UV absorption spectrum of phe-
nol shows identical wavelength dependence [47]

of the laser itself, but only by diffusion. To get a narrow ionization, which
should also stay constant over a range of meters, a laser beam optics is needed.
A boundary condition which is crucial for determination of the appropriate
laser optics is Liouville’s theorem. It says, that the phasespace volume is
a constant of diameter and divergence, phasespace volume = diameter ×
divergence. This means for a laser system, that it is limited by diffraction. To
diminish the phase space volume is only possible by using an aperture. This
however diminshs also the energy, respectively the total amount of photons.
Furthermore the aperture introduces diffraction, which is bad in terms of a
homogenous ionization process.
There is also a theoretical limit of the size in phase space of a photon beam.
Heisenberg’s uncertainty principle of quantum mechanics states that, in each
of the two transverse dimensions separately the limits are given by:

∆x∆px >
h

4π
(2.29)
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with

∆α =
∆px

p
=

∆λ

h
≪ 1; (2.30)

we get

∆x∆α >
λ

4π
(2.31)

Equation 2.31 tells, that the limit of the size in phase space is the wave-
length itself.

2.8.1 Gaussian beam propagation

The definition of a gaussian beam can be expressed as a laser beam where
the electric field profile in a plane perpendicular to the beam axis can be
described with a Gaussian function, possibly with an added parabolic phase
profile. This case is valid if the laser operates mainly in the fundamental
mode, the TEM00. An overview of the different modes, that could occur in a
laser is given in section 2.8.2. In the following considerations are made with
the approximation of the TEM00.
The importance of Gaussian beams results from a number of special proper-
ties:

• Gaussian beams have a Gaussian intensity profile at any location along
the beam axis. Only the beam radius can vary. This has a special
importance concerning the charge production in a gaseous detector. As
the intensity of the laser will determine the ionization pattern in the
gas a good reproducebility is only given in case of gaussian intensity
profile.

• A Gaussian beam stays Gaussian also after passing simple kinds of
optical elements (e.g. lenses without aberrations).

The propagation of a Gaussian beam is described by the homogenous
Helmholtz Equation, that is propagating in z-direction:

∇2
t Ψ(~r, ω) − 2ik

∂

∂z
Ψ(~r, ω) +

∂2

∂z2
Ψ(~r, ω) = 0 (2.32)

The paraxial approximation is defined by the condition:

2ik
∂

∂z
Ψ(~r, ω) ≫ ∂2

∂z2
Ψ(~r, ω) (2.33)

This means that the longitudinal variation in the modulation function Ψ(~r, ω)
changes very little in the wavelength associated with the beam. In this
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approximation one can neglect the third term, which leads to the paraxial
Helmholtz Equation given by:

∇2
t Ψ(~r, ω) − 2ik

∂

∂z
Ψ(~r, ω) = 0 (2.34)

The solution of this paraxial Helmholtz Equation is given by:

Ψ(~r, ω) = A0
w0

wz
exp[

−r2

w2(z)
]exp[−i(kz − arctan(

z

zR
) +

kr2

2R(z)
)] (2.35)

with the peak amplitude A0 and the minimal waist of the beam w0 at the
beam waist, the wavenumber k = 2π

λ
, the Rayleigh length zR and the radius of

curvature R(z) of the wavefronts. For obtaining the oscillating (real) electric
field, one multiplies this phasor with exp( i2πct

λ
) and takes the real part.

The beam radius varies along the propagation direction according to:

w(z) = w0

√

1 + (
z

zR
)2 (2.36)

with the Rayleigh length:

zR =
πw2

0

λ
(2.37)

which determines the length over which the beam can propagate without
significantly diverging. If the beam has propagated the length of zR the
waist of the laser has increased by the factor of

√
2w0.

The beam divergence θ resp. w0 can be determined by:

θ =
λ

πw0
⇒ w0 =

λ

πθ
(2.38)

With the eq. 2.36, 2.37, 2.38 the waist of a laser beam can be calculated.
In Figure 2.10 the laser waist for three different divergences is plotted starting
always with the minimal waist w0 at point 0 with ± 50 cm. The three
divergences are θ ≈ 0.5, 1.0 and 2.0 mrad and lead to three different minimal
waists of w0 ≈ 167, 85 and 42 µm.

This also leads to three different primary ionizations. At the minimal
waist w0 following Equation 2.28 one get ne ≈ 277, 1109 and 4437 e−

cm
. The

expected ionization along ± 50 cm is shown in Figure 2.11.
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Figure 2.10: Three laser waists with different values of θ = 0.5, 1.0 and 2.0
mrad. The z-Range is given by ± 50 cm.
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Figure 2.11: Three different primary ionizations according to the laser waists
of Figure 2.10. The laser waist is changing by a factor of two, the primary
ionization is affected by a factor four. The same three values for θ = 0.5,
1.0 and 2.0 mrad are plotted.
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2.8.2 Laser Modes

The modes of a cavity with the lowest order in the transverse direction (called
TEM00 or fundamental transverse modes) are Gaussian modes, if the cavity
is stable, all optical media in the cavity are homogeneous, and all surfaces
between media are either flat or have a parabolic shape. Therefore, lasers
emitting only on the fundamental transverse mode often emit beams with
close to Gaussian shape. Deviations from the mentioned conditions, e.g.
by thermal lensing in a gain medium, can cause non-Gaussian beam shapes
and/or the simultaneous excitation of different transverse modes. Modes
of higher transverse order can be described e.g. by Hermite-Gaussian or
Laguerre-Gaussian functions.

Figure 2.12: Low-order Hermite-gaussian resonator modes taken from [48]

In Figure 2.12 some of the lower-order modes are shown. In any case, the
deviation from a Gaussian beam shape can be quantified with the M2 factor
(see [48]). A Gaussian beam has the highest possible beam quality, which is
related to the lowest possible beam parameter product, and corresponds to
M2 = 1.



Chapter 3

The Gas Electron Multiplier
(GEM)

Figure 3.1: Electron microscope photographs and schematic views of a GEM-
foil with standard geometry: pitch = 140 µm, hole diameter = 70 µm [49]

The Gas Electron Multiplier (GEM), as introduced in 1997 by F. Sauli
[50], was invented as a preamplification stage for micropattern gas detectors.
It consists of a thin copper-clad polymer foil, perforated with a high density

41
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of chemically etched holes, typically several ten thousands per square mil-
limeter. The process starts with the raw material, an adhesiveless, 50 µm
thick Kapton foil laminate with two 5 µm thick layers of copper, which is
coated with a photosensitive film. Two identical masks containing the hole
pattern are aligned with a microscope. Then the raw foil is slid in between
and exposed to UV-light. After development of the photo sensitive layer, a
copper etching process is carried out with conventional solvents. The next
step consists of Kapton etching, in which the two copper layers serve as
masks, and during a final copper-etching process, the remaining edges are
removed. A detailed description can be found in [51].
GEM-holes are normally characterized by a double conical structure, which
results from the volume etching of each side of the foil. In fig. 3.1 a micro-
scope photograph of a GEM with standard geometry is shown.
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Figure 3.2: Operation principles and electric field configuration of a GEM.
(a) The picture shows a vertical cut through GEM holes with the electric field
lines included. (b) The picture shows the increase of the electric field strength
reaches a maximum in the center of a GEM hole. The plot is computed for
a standard GEM geometry with the software packages MAXWELL[52] and
GARFIELD[53]. The plot is taken from [49]
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3.1 Operation Principles of GEM-Detectors

The application of a potential between the upper and lower GEM electrode
produces a strong electric dipole field, which is built up inside the holes.
Figure 3.2 illustrates the electric field in a standard geometry GEM with a
potential difference of 370 V, a drift field of 2.5 kV/cm in front of the GEM
and an induction field of 4 kV/cm. In this configuration the electric field
strength in the hole center is 45 kV/cm.
When inserted in the drift field of a gas detector, electrons from the drift
volume are guided into the holes of a GEM-foil, where they are multiplied
in a gas avalanche amplification process. Most of the electrons are then
released into the volume below the GEM-foil, where they can be collected
by readout electronics or, in order to achieve higher total gains, transferred
to another GEM. During drift and gas amplification, the electrons are
subject to diffusion, which causes a fractional amount to be lost to the
GEM-electrodes or the Kapton wall.
A single GEM-foil can reach gas gains above 103. By stacking several
GEMs in cascades, multi-GEM detectors with even higher total gas gains
can be built. The gain obtained with a GEM detector can be adapted to
the needs of the application by choosing the number of GEM-foils and the
voltage across each one. The big advantage of this detector type is the
separation of gas amplification and readout stage. This separation provides
not only a margin of safety in case of discharges occuring in the GEM-foils,
it also allows high flexibility in the geometry of the readout structure. The
distance between the GEMs is in the order of some millimeters, which
leads to electric fields in the order 2-5 kV/cm. To achieve an efficient
charge carrier transport, consecutive gaps should have slightly increas-
ing values of electric field strength. Detailed studies of gain and charge
sharing as a function of drift, transfer and induction field can be found in [54].

3.2 The GEM-Technology in the TPC

In figure 3.3 the different amplification principles of Multi Wire Proportional
Devices and GEMs are illustrated. In the next two sections these different
amplification techniques will be discussed.
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Figure 3.3: The figure illustrates the gas amplification by wires (left) and a
GEM-detector (right).

3.2.1 Wire-based readout of TPCs

In conventional TPCs, the electrons from the drift volume are multiplied
by anode wires. The huge ionization provides excellent energy resolution.
The idea, on which this concept is based on is the Multi-Wire Proportional
Chambers [55].
When the electrons from the drift volume are accelerated and amplified at
the wires, they encounter a region of nonparallel E and B fields, so that
they undergo deflections in the direction of the wires, the E ×B effect. The
distance between two wires defines the size of this effect, which can have an
effect on the single point resolution. The electrons are absorbed at the wire.
The ions remain at the wire and induce the signal on the readout stage. The
distance between anode wires and the segmented readout plane is typically a
few millimeter. The small areas of the segmented pad plane are called pads
[33]. As the ions are much heavier than the electrons the ion cloud can be
approximated in first order as constant in time. An induced signal covers a
larger area of the readout stage compared to a direct electron signal. The
electron signal distributes the charge due to the width of the charged cloud.
The induced signal is not limited to the width of the ion cloud. This different
behavior of direct and induced is illustrated in figure 3.3. A narrower charge
distribution requires a smaller pad size. A smaller pad size should lead to a
more accure determination of the point resolution of a track.
An induction signal requires a slow decay time of the electronic, as the decay
of the ion signal is slow due to the slow ion drift velocity. This means, that a
readout electronic with moderate sampling rate is sufficient. The size of the
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voxel is thereby defined by the smallest measurable three dimensional space
point in the detector.
The ions produced at the wires would drift slowly back to the drift volume,
and could distort the next incoming track by producing locally ocurring
space-charges. To prevent this effect gating wire grids are installed. These
gating grids have an electric field that is vertical to propagation direction of
the ions. All outgoing, but also all incoming charges are moving along the
field until they are absorbed at the gating wires. The gating grid reduces the
back flow of these ions with suppression factors of 10−4.

3.2.2 GEM-based readout of TPCs

Detectors based on the GEM have already found numerous applications in
particle physics. The GEM technology is a candidate for many future High
Energy Projects, which use a TPC or gaseous detectors in general. High
rate capability, good localization accuracy and multi track resolutions, to-
gether with robustness of operation make GEM-devices a well suited choice
to replace the conventional wire amplification structures of a TPC. The am-
plification process takes place as described in chapter 3.1 for a single GEM.
In case of a multi GEM-stack the broadening of the signal is determined
by the width of the charged cloud before the amplification structure and by
the electric fields between the GEMs respective GEM and pad plane. What
reaches the pads is the direct amplified elctron signal.
There are a lot of improvements compared to the MWPC. Due to a very small
distance between two GEM holes (see fig 3.1) of 140 µm E × B effects are
by an order of magnitude smaller compared to a wire amplification system.
The direct electron signal, which is read out on the pad plane, allows a fast
readout on the pads, this should increase the separation capability between
two tracks, which are nearby in z-direction. The separation capability should
be in the order of the longitudinal width of the charged cloud. The same is
also valid for the broadening of the charge cloud in rφ-direction. The ratio
between signal width and the width of the pads is optimal for much smaller
pad sizes, which improves the single point resolution and the separation ca-
pability in this direction.
A significant improvement of the intrinsic ion suppression can be achieved
by the voltage optimization of the multi GEM-stack. In the gas amplifica-
tion process a big fraction of the produced ions is guided to the upper GEM
electrode. Only ions produced in the center of the hole, close to the field
lines which leads to the cathode, will be released to the drift volume. This
means, that the ions produced in the GEM nearest to the drift volume play
the greatest role in the case of space charge production.
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3.3 Charge Transfer in GEM Structures

In this section the quantification of transport properties is defined as de-
scribed in [49]. Important parameters, that determine these transport prop-
erties are the GEM design, the gas mixture, the voltage applied between the
two electrodes and the electric fields on both sides of a GEM-foil. One also
has to distinguish between the quantities of a single GEM and a GEM stack.

3.3.1 Charge Transfer Coefficients of a Single GEM

Transport and multiplication of electrons in the GEM are quantified by the
transparancy τ , the gas gain g and the extraction ǫ, which are defined for a
GEM-stage j as:

τj =
Ne− reaching gas amplification

Ne− entering the GEM stage
(3.1)

gj =
Ne− leaving gas amplification

Ne− reaching gas amplification
(3.2)

ǫj =
Ne− leaving the GEM stage

Ne− leaving gas amplification
(3.3)

In gas amplification mode it is impossible to disentangle τ , g and ǫ. A
quantity which can be determined directly is the effective gas gain

Gj = τj · gj · ǫj =
IA

IP

(3.4)

where IA is the anode current and IP is the current from the ionization
process.

Tj = τj · ǫj (3.5)

is the transmission. This quantity is most meaningful in the case unit gain,
where it simply reflects the ratio

Tj |g=1 =
Ne− leaving the GEM stage

Ne− entering the GEM stage
(3.6)

and directly indicates electron losses. In this regime, electron transmission
can be determined by measurement of the electrode currents:

Tj |g=1 =
IA

ITOP + IBOT + IA
(3.7)
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The ion transmission is defined the other way around:

Tj
+|g=1 =

Nions+ leaving the GEM stage

Nions+ entering the GEM stage
(3.8)

It can be defined by

Tj
+|g=1 =

IC

ITOP + IBOT + IC
(3.9)

with the same setup and reversed electric fields. To characterize the ion
back-flow of a GEM-foil in amplification mode, we define the fractional ion
feedback

fi =
Nions+ leaving the GEM stage

Ne− ions+ pairs produced in the GEM stage
(3.10)

and the effective fractional ion feedback

Fi =
Nions+ leaving the GEM stage

Ne− leaving the GEM stage
≈ fj

ǫj
(3.11)

which can be approximated by

IC

IA
=

1 + Fj · Gj

Gj
≈ F (3.12)

if Fj · Gj ≫ 1 with cathode current IC and anode current IA or exactly

Fj =
IC − IP

IA
(3.13)

in case the ionization current IP is known.

3.3.2 Quantities of a GEM stack

In a multi GEM stack the total effective gas gain G is the product of the
individual effective gas gains of the i GEM-stages:

G =

i
∏

j=1

Gj (3.14)

with the Number of produced electrons and ions after passing each GEM
stage is:

• N1 = N · τ1 · (g1 − 1) ≈ N · τ1 · g1 = N
ǫ1
· G1
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• N2 = N1 · ǫ1 · τ2 · (g2 − 1) ≈ N · G1 · τ2 · g2 = N
ǫ2
· G2 · G1

• N3 = N2 · ǫ2 · τ3 · (g3 − 1) ≈ N · G2 · G1 · τ3 · g3 = N
ǫ3
· G3 · G2 · G1

Therefore the number of electrons and ions after passing the jth GEM is
approximated by:

Nj ≈
N

ǫj

j
∏

k=1

Gk (3.15)

The number of ions M released by a multi GEM stack of i stages in the drift
volume is given by:

M =

i
∑

j=1

fj · Nj

j−1
∏

k=1

Tk
+ (3.16)

with eq. 3.15 eq. 3.16 can be approximated:

M ≈
i

∑

j=1

fj · N
ǫj

[

j
∏

k=1

Gk
+] · [

j−1
∏

k=1

Tk
+] (3.17)

and with 3.11 can be further approximated to:

M ≈
i

∑

j=1

Fj · N · [
j

∏

k=1

Gk
+] · [

j−1
∏

k=1

Tk
+] (3.18)

The total effective ion fractional ion feedback defined as

F =
number of secondary ions reaching the drift volume

number of electrons leaving the last GEM
(3.19)

can be calculated

F =
M

N · G =

∑i
j=1 Fj · [

∏j
k=1 Gk

+] · [∏j−1
k=1 Tk

+]
∏j

k=1 Gk
+

(3.20)

from the curves Fj(Gj) and Tk
+ for the different GEM stages. It also can be

determined in measurements with

F =
IC − IP

IA

≈ IC

IA

(3.21)

if IC ≫ IP according to the case of a single GEM-foil in eq. 3.11 and 3.13.
The resulting ion backflow of a GEM device, defined as the number of ejected
ions per electron, is given by

φ =
M

N
= G · F (3.22)

i.e. by the product of effective gas gain and effective ion feedback.
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3.4 Discharges

The operation stability of a GEM detector is limited by the discharge propa-
bility. The mechanism which is most probably responsible for the breakdown
is the transition from an avalanche to a streamer followed by a discharge be-
tween anode and cathode. This effect has been extensively studied in gas
detectors working in parallel plate mode [56]. When a traversing particle
releases a sufficiently high number of electron-ion pairs in the active gas
volume of the detector, the total charge produced in the subsequent charge
amplification process might exceed a number of 107 to 108 electron-ion pairs.
This number corresponds to the Raether limit for the formation of streamer
in the avalanche [57]. The streamer produces an ionised and therefore con-
ductive channel between the anode and the cathode. Along this channel the
discharge takes place.

Figure 3.4: In the left picture one can see the proportional region of gas
amplification, the middle picture shows the Geiger-Müller region (no quench)
and in the right picture a streamer occurs (with quench) [57].

In Figure 3.4 the development from the proportional region of gas ampli-
fication to the production of a streamer is demonstrated.
Discharges in GEM detectors typically arise between the two electrodes of a
GEM foil as local discharges. In rare cases the breakdowns involve neighbor-
ing GEM stages or the anode readout. Such breakdowns are called propagat-
ing discharges. A local discharge leads ordinarily to an increase of the dead
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time or inefficiency of the detector, because the GEM-foil has to be ramped
down in order to prevent it from permanent damage. In the time the detector
has to recharge the voltage of the GEMs, there is no amplification. It is even
worse if a propagating discharge occurs, as this could lead to a permanent
damage of single GEM modules, or the complete readout structure itself.
Therefore precise knowledge in terms of the expected discharge probability
is crucial.
In this section two different methods to derive a discharge probability will
be presented.

3.4.1 Discharge probability of GEMs in high intensity

particle beams

Extensive tests of Double GEM detectors exposed to high intensity parti-
cle beams has been done to study the occurrence of discharges induced by
beam particles. This studies has been performed in the preperation for the
COMPASS experiment, which installed triple GEM detectors, using them as
major part of the inner tracking system. The complete setup and the variety
of measuring methods are described in [58].

(a) (b)

Figure 3.5: Schematics of a double GEM structure

Two detectors have been built, which both consists of a small drift gap of
a few millimeter followed by a Double GEM detector stack and finally a two-
dimensional projective readout board. This two-dimensional readout board
is two rows of strips with a pitch of 200 µm respective 400 µm between two
strips. The first detector is assembled with two GEM foils of 10×10 cm2. The
second detector is a Double GEM prototype for the COMPASS experiment
[59]. The active area of the GEM is 31×31 cm2. The schematics of the
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Low fields Medium fields High fields
Transfer field

(kV/cm) 2. 4. 4.
Induction field

(kV/cm) 4. 4. 7.

Table 3.1: Different field configuration used during the test beam experiments.

Double GEM detectors are shown in figure 3.5.
Both setups have comparable transfer- and induction fields, which have

been varied in different operational modes. The field configurations can be
found in table 3.1. With these two setups measurments at the πM1 beam
at the Paul Scherrer Institute (PSI) have been done. The πM1 beam pro-
vides either π− with a momentum of 215 MeV/c and a rate of 107 π

s
or π+

with a momentum of 350 MeV/c with a rate up to 5·107 π
s
. While pions of

both charges at an energy of 300 MeV are minimum ionising, the π+ beam
is contaminated by protons of 63 MeV. At maximum π+ intensity, the con-
tamination is about 2 %. The protons have a significantly higher ionisation
than the pions and change therefore the character of the π+ beam.
The detectors have been operated for about 100 h, in equal proportion at
low and high intensity. The choice of gas in all presented measurements was
ArCO2 in the proportions 70/30.

(a) (b)

Figure 3.6: Discharge probability per incident particle and efficiency for the
Double GEM at (a) medium and (b) low fields. The measurements were
performed at the PSI πM1 beam [59].

Knowing the rates of the particle beams, the actual measured particle
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densities and the measured time between two discharges at a specific gain
setting the discharge probability per incident particle and the efficiency can
be calculated. The results are shown in figure 3.6.

Figure 3.7: Discharge probability per incident particle and efficiency for the
Double GEM at (a) medium and (b) low fields. The measurements were
performed at the PSI πM1 beam [59].

The measured discharge probabilities for the COMPASS prototype are
given in Figure 3.9. It shows that the discharge probabilities measured at
paricle rates between 106 and 107 π−

s
are compatible to the results from the

smaller size Double GEM detector. The results obtained at the maximum
intensity 5·107 π+

s
show significantly higher discharge probabilities at a lower

gain, which is due to the 2 % contamination of protons, which represent a
heavily ionising particle compared to minimal ionising pions. This example
shows clearly, that the gain and the discharge probability has to be optimized
in regard of different particle types.
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3.4.2 Discharge probability of GEMs using radioactive
sources

A complementary setup to determine the discharge probability of a GEM de-
tector is to induce controlled discharges by radioactive sources. The complete
method can be studied in [60]. Two methods were employed to generate the
large ionization densities, emulating realistic operating conditions. In both
cases the discharge probability is defined as the ratio between the observed
frequency of breakdowns and the source rate.
The setup is very similar to the one presented in the previous chapter in
figure 3.5, where one has a small drift gap of 3 mm followed by a GEM stack.
The active area covered by the GEM foil is again the size of the standard
GEM configuration, 10×10 cm2. For signal readout, a board with parallel
anode strips with a pitch of 200 µm, connected in a group by wire bonding or
conductive epoxy to an external grounding circuit. The measurements have
been performed in ArCO2 in the ratio 70/30.
In the first case an internal gaseous alpha emmitter, Rn230(6.4 MeV), is added
to the gas flow. The method has the advantage of uniformly exposing the
sensitive volume of the detector with a 3 mm drift gap. The energy loss dis-
tribution has a broad spectrum with an average around 400 keV [61]. With
a reasonable waiting time of a few hours for the occurence of a discharge a
practical limit for discharges is around 10−4.
In the second case a collimated Am241 source, emitting 5.5 MeV alphas, is
mounted either internally, in contact with the drift electrode, or externally
through a thin polymer window. In both cases, the drift electrode is made of
a fine wire mesh, to allow penetration of the radiation into the drift volume.
In this case energy loss spectrum is better defined, with a peak around 500
keV. With this collimated source discharge probabilities down to 6×10−6 can
be achieved.

Discharge in single and multiple gem structures

The sequence of events that can lead to the propagation of a discharge
throughout the detector begins with a sudden, radiation-induced breakdown
of the gas rigidity in one GEM, normally the last in a cascade of multipliers.
The probability of this initial discharge appears to depend on the primary
ionization density and on the overall gain of the structure, but not directly
on the external fields.

Figure 3.8 provides the discharge probability as a function of voltage for
a single GEM detector, observed with the internal Rn230 alpha source added
into the gas flow [62]. The measurement suffers from statistical limitations,
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Figure 3.8: Discharge probability with the Rn230 internal α source and gain
as a function of a voltage for a single GEM detector [62].

but has the particularity of corresponding to an isotropic track distribution
in the narrow gap. The threshold for discharges is observed at a gain of one
thousand.
Figure 3.9(a) shows the discharge probability measured as a function of multi-
plying voltage, in the single, double and triple GEM, exposed to the Am241 α
source. For this measurement, the voltage applied to each GEM was identi-
cal. The induction and transfer field were fixed at 3.5 kV/cm, and the drift
field at 2 kV/cm. The decrease in the discharge voltage is a reflection of
the increasing avalanche size for multiple devices. In figure 3.9(b) the same
data are plotted as a function of effective total gain of the structures. The
maximum gain is increased by around an order of magnitude at each addi-
tion of a multiplier. In both measurements the statistical of the zero baseline
corresponds to the observation of no discharges during a waiting time of 3000
s, or a probability of less than 6×10−6.

3.4.3 Discussion of the results

The discharge probability for both methods show, that a safe operation is
possible up to fields of about 420 V for each GEM of a double GEM struc-
ture and 380 V for triple GEM structures. The results for the double GEM
structures are in good agreement.
In high intensity particle beams the discharge probability per passing par-
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(a) (b)

Figure 3.9: (a) Discharge probability on α particles in single, double and
triple GEM detectors, as a function of applied voltage (equal on all GEMs).
(b) Discharge probability as a function of total effective gain for single, double
and triple GEM detectors [60].

ticle shows a strong dependency on the radiation environment such as the
particle identity, flux and energy. The results seem to be consistent with the
idea that discharges are triggered by heavily ionising particle tracks releasing
an exceptionally high amount of electron ion pairs in the active gas volume.
This can be clearly seen in the results obtained with the COMPASS proto-
type. It has been shown, that in the case of MIPs low discharge rates can be
expected. In the case of even small contributions of heavily ionising particles
the discharge probability increases as the charecter of the beam is changed.
From the results an upper limit of the discharge probability of 2×10−12 for
350 MeV π+ can be derived.
The results of the studies with radioactive sources complement the view on
the probabilities of discharges. In presence of moderate irradiation, propor-
tional gains of about one thousand can be reached with a single GEM. A
gain of 104 resp. 105 can be attained cascading two or three multipliers. The
maximum gain, which allows a save operation, is however stongly reduced
when the detectors are exposed to heavily ionising particles. Given the gain,
the discharge probability depends both on the released amount of charge,
density and on the angle of the track. With multiple structures the safe gain
increases again by about an order of magnitude at each addition.
Studies to investigate the radiation environment of a TPC at the ILC con-
cerning particle type, flux and density are in preparation. This should allow
to approximate the discharge probability for an average occupancy of the
TPC.



Chapter 4

Experimental Setup

This chapter explains the TPC detectors and detector components as well as
all hardware systems, which have been used for the different data taking.

4.1 TPC Prototypes

(a) (b)

Figure 4.1: The TPC prototypes called (a) Medi-TPC and (b) Big TPC. The
basic parameters of both prototypes can be found in Table 4.1

Two TPC prototypes have been used (see Figure 4.1). The basic design
parameters can be found in Table 4.1. The first prototype, here called Large
TPC, was built for the Aleph TPC project with a wire amplification system
at the anode plate. A new TPC endplate with a GEM amplification system
was constructed for first investigations of the single point resolution. A de-
tailed description can be found in [38]. The final design of the endplate was
accomplished to investigate an alternative TDC readout electronics [63]
Neither the field cage nor the size of this TPC were appropriate to operate it

56
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Medi TPC Big TPC
total length 80 cm 105 cm
diameter 27 cm 38 cm
length of the sensitive volume 66 cm 100 cm
columns, rows 16,8 8,8 (8,10)
pad size 2.2×6.2 mm2 7×7 mm2

sensitive area (xy) 35.2×49.6 mm2 56×56 (56×70)mm2

radiation length of the field cage X0 <1% -
readout channels 128 64 (80)
Number of GEMs 3 2

Table 4.1: Design parameter of the TPC prototypes

under performance conditions similar to those required for the ILC. There-
fore another prototype was constructed to achieve the requirements needed
for a TPC at the ILC, here called Medi TPC. The basic design parameters
can also be found in Table 4.1. The diameter of the TPC prototype was
designed to fit into the bore of the high magnetic field facility as described
in section 4.8.

4.2 Field Cage

The electric field cage has to be as uniform as possible, and ideally, similar
to that of an infinitely large parallel-plate capacitor. The ideal boundary
condition on the field cage is a linear potential varying from the potential of
the high voltage cathode to the potential of the segmented anode.
This boundary condition can be achieved to a very good approximation by
covering the field cage with high resistivity uniform material and the inner
surface with a regular set of conducting strips perpendicular to the electric
field. This provides a constant potential difference ∆V between two adjacent
strips:

∆V = E d, (4.1)

where d denotes the pitch of the electrode strips.
The electric field very near to the strips is not uniform and there are also
field lines that go from one strip to the adjacent one. The transverse
component essentially decays as e

−2πt
d where t is the distance from the field

cage. When t = d the ratio between the transverse and the main component
of the electric field is about 10−3. At larger distances it becomes completely
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negligible.

electric
field lines

resistors

insulator

ground HV

conducting
strips

Insulator

d

s

Conducting Strips

Insulator

Conducting Strips

Figure 4.2: The basic principles of the field cage strips are shown. The
conducting strips are connected to each other by resistors. The cathode is
located on the right and the anode on the left side [44].

The use of conducting strips with an increasing potential makes insulator
between them unavoidable. Free charges may settle down on these insula-
tors and disturb the electric field. To avoid this several solutions are possible:

Controlled conductivity of the insulators: When a insulator has
a conductivity, which leads to an equilibrium between charge deposit and
transport to the next electrode, the disturbing effects are reduced.

Retracted insulator surface: If the field cage strips have the form
as shown in fig. 4.2 the electric field caused by the charge deposited on
the insulator between the two strips is damped by a factor of the order of
e(−πd

s
) at the top of the strips.
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Shielding electrodes: The use of a second layer of electrodes sepa-
rated from the first one by a small insulator as shown in 4.2 also reduces
distortions. The best results are obtained if the staggered strips are at an
intermediate potential of the two pads.

Depending on the experimental environment, the field cage has to satisfy
a large number of requirements. It should work as a gas vessel, be mechani-
cally stable, self supporting and must withstand the high potential difference
between the conducting strips and the outer surface. This potential differ-
ence is of the order of several 10 kV around the cathode. On the opposite the
field cage should have as little material as possible in front of the calorimeter
to ensure the lowest impact on energy resolution. An important quantity to
determine this is the radiation length X0. The radiation length X0 is the
value by which the electron energy is reduced by 1

e
. A typicall radiation

length of classical TPCs is about 7-15 % X0 in total. Modern TPCs require
a radiation length of about 3 % X0.

4.2.1 Field Cage Design

Field Cage of the Large Prototype

The main cylindrical volume of the TPC is made of RohacellR foam. The
copper foil on the outer surface of the TPC wall is grounded, providing
electro-static shielding of the TPC.
The uniformity of the electric field in the TPC is provided with the field cage
formed on the inside of the outer wall TPC wall with 100 concentric copper
strips of a width of 0.8 cm. A resistive divider of hundred 1 MΩ resistors
supplies potentials to the strips. The high voltage applied to the field cage
can be adjusted up to a maximal value of 22 kV.

Field Cage of the Medi TPC

The field cage of the Medi-TPC was designed to fulfill the requirements of a
modern TPC for the ILC project. The whole process of development of the
field cage is extensively described in the PhD work [64].

For the TPC prototype a sandwich structure for field cage walls was
chosen. Fig. 4.3 shows the field cage design. The first inner layer is a
Kapton foil coated on one side with copper strips, followed by three further
layers of Kapton, a layer of carbon reinforced plastic (CFK) and a Nomex
honeycomb structure. The field cage is completed in the radial direction
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Figure 4.3: Field cage structure: original design (a) and design used for the
construction (b)

Material X0 [cm] d [µm] X0 [%]
CFK 18.8 200 0.11
Epoxy 19.4 1000 0.36
Kapton 25 275 0.09

Nomex Hexacomb 1430 8000 0.06
Copper 1.43 30 0.21
Sum ≈ 0.83

Table 4.2: Material budget of the TPC prototype

by a second layer of CFK. This CFK layer should act as a RF shield. To
resolve to grounding problems, a copper coated Kapton foil was wrapped
around the field cage.

The resistor chain between the strips was placed inside the gas volume.
The width of each copper strip is 1.6 mm and the pitch 2.8 mm. Each
resistor have a resistance of 810 kΩ. For reliability reasons not only one
resistor chain was mounted, but four in parallel. This reduces the resistance
between two strips to ≈ 200 kΩ. The total resistance between the shield
and the cathode is ≈ 50 MΩ over almost 250 strips.

The material budget of the field cage was calculated. A total radiation
length of ≈ 0.8 % was achieved and the results are shown in table 4.2. In
the table an overview of the material used, the radiation length in X0 in cm,
the thickness d, and the relative radiation length X0 in percent is given.
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4.3 Anode and Cathode Plate

4.3.1 The Medi TPC

The cathode plate consists of a copper layer fixed to a G10 plate. In the
middle of the cathode a 20 kV HV connector is mounted and connected
through a wire to the copper plate of the cathode. The electrical connection
between the cathode and the resistor chain is achieved by springs, which
press against the field cage strip with the highest potential when the cathode
is connected to the field cage. For the laser setup a new cathode was built,
so that one can easily switch between a setup usable for cosmic particles and
a setup for laser measurements which can be arranged by just choosing the
appropriate cathode.
Complementary to the two separate cathodes, there are also two anode plates
which can be exchanged to fit to the appropriate setup. The anode consists
of a G10 layer coated with a gold nickel alloy. In the middle of the anode is a
quadratic cut out where the GEM detector is located during the operation.
The difference between the setup used for cosmic and laser operation modes
is a Prism Positioning System (PPS), which is located on the anode to reflect
the laser beams in the sensitive volume. A detailed description of the PPS
is given in section 5.3.

PCB 1

PCB 2

shield

pads

GEM 1

GEM 2

GEM 3

induction field ( 3 mm)

transferfield field 1 ( 2 mm)

transferfield field 2 ( 2 mm)

SMD connectors

connectors to the endplate

(a) (b)

Figure 4.4: In plot (a) a sketch of the GEM detector setup is shown with the
distances of the transfer and induction fields. Plot (b) shows a picture of this
GEM detector.

The anode similarly to the cathode is connected via springs to the field
cage strip with the lowest potential. The GEM detector is placed in the center
of the anode, where a quadratic piece is cut out to hold the GEM detector.
The detector consists of a GEM tower with three 10×10 cm2 standard GEMs
from the CERN workshop and 2 printed circuit boards connected by SMD
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connectors. Figure 4.4 shows a schematic view of the GEM detector. The
field between two GEMs is called transfer field and the field between GEM
and the pad plane is called induction field. The transfer gaps are 2 mm,
while the induction gap is 3 mm. The field strength is 1.5 kV/cm for the
transfer fields and and 3 kV/cm for the induction field. On PCB1 the pads
are coated, while on PCB2 the signal wires are grouped to simplify the pad
mapping. Finally the signal is directed out of the chamber by two 96 pin
connectors.

Pad Geometry

(a)

R = 100Ω

6.2 mm

2.2 mm

100 mm

100 mm

2 mm

6 mm

0.2 mm

0.2 mm

(b)

Figure 4.5: Picture (a) shows the non-staggered pad plane with an effective
pad size of 6.2×2.2 mm2. The maximal number of columns is 24, the maxi-
mal number of rows is 8. Picture (b) shows the schematic design of the pad
plane including the connection of the outer pads to 100 kΩ resistors.

For the measurement with the Medi TPC a non-staggered pad geometry
is used. In the work of [64] and [65] the influence of staggered and non-
staggered pad geometries on the single point resolution has been discussed.
For cosmic particles, which traverse the pad geometry with small angle
deviations to the y-axis the influence on the resolution is significant. For the
tracks produced by our laser setup (see section 5.4.2) an intrinsic inclination
angle is given due to the construction of the setup. Therefore only one
non-staggered pad geometry was used as the intrinsic inclination leads to an
staggering effect in both geometries. Figure 4.5 shows a picture of the pad
plane. The pad geometry is based on rectangular conductive areas, which
have a length of 6 mm and a width of 2 mm. The distance between two pads
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is 0.2 mm, so that the effective size of the pad is 6.2×2.2 mm2. The pad
size was chosen from a simulation performed for the TESLA TDR [97]. 192
pads can be read out. Due to the fixed position of the laser tracks only 128
pads needs to be read out in 16 columns and 8 rows. The effective readout
area is 35.2×49.6 mm2. The remaining space of the pad plane consists of a
large outer plane and two remaining lines of pads. These pads are connected
via resistors of 100 kΩ respectively 150 kΩ to each other (see figure 4.5(b)).
The aim of the these outer two pad rows was to guaranty a homogenous
induction field and avoid cross-talk, which was not successful. The charge,
which was deposited on these outer pad did not flow off fast enough, so that
the remaining charge induced a lot of cross-talk on the neighboring pads.
The complete Anode is then connected to the endplate of the system.
The endplate provides the connection to power the GEMs, the shield
and the preamplifier tower. As the connection between the pads and the
preamplifiers should be as short as possible, the endplate holds also the
preamplifier tower where the signal is sampled and multiplied (see section
4.7).

4.4 HV System

(a) (b)

Figure 4.6: (a) shows a FUG HCN 140-35 power supply, which provides
a maximum voltage of 35 kV and a maximal current of 4 mA. (b) shows
a CAEN SY 527 multi channel power supply to power each GEM channel
indepedently.

Several High Voltage power supplies are used to operate the TPC proto-
type. One type of power supply is used to power the cathode and the field
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cage strips.
In case of the Medi-TPC a FUG HCN 140-35 [66] is used, which can pro-
vide a maximum voltage of 35 kV with a current of up to 4 mA (see figure
4.6(a)). To supply the GEM modules with HV a multi channel power sup-
ply from CAEN SY 527 [67] is used (see figure 4.6(b)). Each GEM channel
was independently connected to the power supply. This has the advantage,
that every GEM channel could be steered independently. This provides a
good protection from an overcurrent, which can be a result of a discharge as
discussed in Section 3.4. The discharge protection of an overcurrent could
be set to a minimal value of 1 µ A. If one channel rise above this value the
complete system is ramped down instantly. Additionally a 10 MΩ protection
resistor is placed in front of each GEM. This also reduces significantly the
probability of permanent damage of a GEM due to discharges. Without this
resistors a spark might release enough energy to produce a permanent short
circuit.
An important point is that the last field cage ring and the GEM surface
nearest to the drift volume is at the same electrical potential UGS to prevent
the chamber from field distortions. To ensure this, for various field configu-
rations, a steerable resistor (potentiometer) Rs is placed between shield and
ground. Rs is calculated by:

Rs =
UGS

Uc − UGS
· Rcage (4.2)

Rcage is the total resistance of the field cage and Uc the voltage of the cathode.

4.5 Chamber Gas

The chamber was operated with a gas mixture of 93 % argon, 5 % CH4 and
2 % CO2. This gas mixture was optimized for operation of a TPC in the
former linear collider project TESLA and proposed in the Technical Design
Report [42]. In Section 2.5, a comprehensive gas mixture study is described
in detail.

In Figure 4.7 the TDR gas is compared to an other standard gas, which
consists of 95 % argon, 5 % CH4 (P5 gas). Both gas mixtures are primarily
based on argon with a contribution of 5 % CH4, but the small contribution
of 2 % CO2 has a strong impact on the key parameters like the drift velocity
and longitudinal and transverse diffusion.
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4.6 Slow Control System

A slow control system has been built to measure, study and take into account
the influence of the gas parameters temperature, pressure and the composi-
tion of the gas. A detailed description about the system can be found in the
master thesis of [68]. With this system an accurate estimation of the drift
velocity can be calculated and taken into account for data analysis. The slow
control system consists of several measuring tools that will be described in
the following.

4.6.1 Dew Point Measuring Instrument

The water content can be derived by the humidity of the gas, which is cor-
related with the temperature. If the temperature sinks below the dew (or
frost) point the gas is saturated and the water condensates. In case of the
dew point measuring instrument [69] the gas flows along a mirror, which is
illuminated by a light source. The reflected intensity from the mirror is pro-
portional to the amount of water in the gas. The cooling of the mirror is done
by a peltier element. The related temperature Tdew of the mirror is measured
and shown. The total range is -60 to +20 degrees, which corresponds to a
water content of 10.5 to 20000 ppm. With Tdew the water ΨH2O,gas content
is given by:

ΨH2O,gas =
6.11213

1013.25hPA
· exp(

17.5043 · Tdew

241.2 + Tdew
) · 106. (4.3)

In case of a very small water content of some hundred ppm gas saturation
occurs only at temperatures below 0 degree. Therefore Eq. 4.3 has to be
modified to:

ΨH2O,gas =
6.11153

1013.25hPA
· exp(

22.4433 · Tfrost

272.186 + Tfrost

) · 106. (4.4)

An automatic mirror cleaning system is included in the Dew Point Measuring
Instrument to regularly clear the mirror from the condensed substances.

4.6.2 Oxygen Content Meter

The oxygen content is determined by an electro chemical reaction [70]. In
this process gas and electrical substances produce a voltage. The voltage is
proportional to the oxygen content of the gas.
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O2 + 2H2O + 4− → 4OH− (Cathode)

2Pb + 4OH− → 2Pb+ + 2H2O + 4e− (Anode)

2Pb + O2 → 2PbO (Sumreaction)

The reaction takes place in a cell, which has to be replaced after the
oxidation of the lead. The total capacitance of the cell is 2.598·107ppm/h.

4.6.3 Pressure sensors

The pressure is an important parameter for several reasons. For pure
mechanical reasons it is crucial to know the overpressure of the chamber
compared to the outside pressure. It is necessary to keep the pressure below
a certain limit of a few ten mbar to protect the field cage from permanent
damage.
The effect on the density of the gas composition is described in section 2.4.4

To have a steerable overpressure control loop a 10 BP device from the
company FAIRCHILD was used. The control loop operates in a region of 30
to 2000 mbar [71] [72].
For the measurement of the pressure differential and absolute pressure sensors
from the company SETRA are used.

• Two sensors of type C280 [73] are used for the measurement of the
absolute inner and outer pressure with a measuring range of 0 to 1720
hPa. The devices have an uncertainty of ± 0.11 %

• One sensor of type 267 [74] with a measuring range of ± 5 mbar and
an uncertainty of ± 1 % is used for the measurement of the pressure
fluctuation.

4.7 Data Acquisition System

For the readout a data acquisition system (DAQ) based on electronics used
for the ALEPH detector at LEP [27] was adapted [75]. Each pad of the
TPC is connected to a preamplifier, which integrates the charge deposited
on the pad and converts it to a voltage signal. The integration time constant
of the preamplifier is 2 µs. The voltage signal from the preamplifier is sent
to a digitizing unit, the Time Projection Digitizer (TPD). The digitizer
consists of a receiver/shaper, followed by an 8 bit Flash Analog to Digital
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Converter (FADC). The sampling rate of the system is 12.5 MHz and it has
a storage depth of 512 time slices (approx 41 µs). The digitized information
is written in a memory bank of the TPD. The TPDs are placed inside
a FASTBUS crate. The whole system is steered and read out by a Fast
Intelligent Controller (FIC 8234), which is sitting in a VME crate. The FIC
is connected to a FASRBUS-VSB-Interface (FVSBI 9210), where the FIC is
the master and the FVSBI the slave.

In Figure 4.8 the system is shown. As the FIC has no storage memory
of its own, it has to get the operating system from an external source. The
FIC sends a broadcast via Ethernet to a connected Linux PC, which delivers
the boot image of the OS9 operating system. With that boot image the FIC
reboots itself to start OS9. The system is then connected via NFS to the
Linux PC. This allows to run the data acquisition program, which steers the
system and to access the raw-data output on the PC. The data acquisition
program, which acts as a client sending the data to a daemon, which is the
server. This daemon can be accessed by several other clients. An LCIO [83]
(Linear Collider Input Output) client has been implemented to transform
the raw-data format in an LCIO format. These files are basic input files for
the reconstruction software, which is described in chapter 6.

4.8 High Magnet Field Test Facility

A superconducting solenoid magnet, which was formerly used in the ZEUS
experiment, has been set up as a high field test facility for the detector
development for a future linear collider. The magnet can be ramped up to
currents of 1000 Ampere, which corresponds to a magnetic field of 5.25 T.
The coil has a length of 1.2 m and consists of 5083 turns arranged in 18 layers.
The surrounding cryostat has a length of 1.86 m and an inner diameter of 28
cm and an outer diameter of 104 cm.

The calibration curve in figure 4.9 shows the linear dependency between
current and magnetic field in the center of the coil. The calibration curve
was measured using several Nuclear Magnetic Resonance (NMR) probes.

Fig. 4.10 shows the measured homogeneity of the magnetic field in longi-
tudinal and radial direction. In longitudinal direction the area of the uniform
field is about 1 m, which corresponds to the length of the coil. The radial
inhomogeneities increase significantly at the outer part of the coil. This sug-
gests that only a limited region of approximately 1 m at the center of the
magnet can be considered magnetically homogenous for the operation of a
TPC.
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Figure 4.7: Comparison of TDR and P5 gas: (a) drift velocity as function
of the electric field. (b) transverse diffusion coefficient as function of the
electric field. (c) longitudinal and transverse diffusion coefficient as function
of the magnetic field
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Figure 4.8: Sketch of the DAQ system

Figure 4.9: Linear dependency between the current and the resulting mag-
netic field. Several Nuclear Magnetic Resonance (NMR) probes were used to
measure the calibration curve
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Chapter 5

The UV-Laser

In this chapter the operation principle of our NdYAG UV-laser is described.
Afterwards the main components of the optical setup, the Galilean telescope
and the wedge prism are explained. The impact they have on the waist of the
laser beam is described. The estimate of the laser waist in connection with an
energy calibration of the laser allows a statement about the estimated number
of primary electrons. In the next sections the modifications to insert the laser
in the Medi-TPC and the steering system, which allows the positioning of
the laser, are described. To ensure that the electric field homogeneity of the
sensitive volume is not influenced by the steering system, which is located
at the anode field, electric field distortions are estimated by a simulation.
Finally the laser setups for the drift velocity measurements and the two-
track separation studies in x are presented.

5.1 The UV Laser

For the production of the laser beams an Ultra Compact Folded Resonator
(CFR) Nd:Yag Laser System produced by Big Sky Laser technology was
used [76]. The system consists of a laser head and a separated power supply,
which has an integrated cooling system. Figure 5.1 shows the head of the
UV-laser and the corresponding power supply.
The element Neodym (Nd) has the atomic number Z = 60 and belongs
to the group of noble earths. These elements are characterized by their
partially filled 4f-state ( see Figure 5.1(b)). When Neodym is doped into
another crystal structure, it releases three electrons to this crystal. In
the newly generated Nd3+-ion new dipole transitions of the 4f-state are
allowed, which are weakly bound. These transitions have small energies
and long lifetimes, which make such structures optimal for laser operation.

71
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(a) The laser head and power supply of a UV
CFR NdYag laser

(b) Energy levels of the NdYag crystal [77]

Figure 5.1: The UV laser system with laser head and power supply

The housing lattice is Yttrium Aluminum Garnet (YAG) Y3Al5O12. It
can be produced to a very good optical quality (Czochralski-grown) and a
good heat conductivity. It is optically isotropic and has a strong Stark-effect.

The Nd-YAG laser is a four-level laser. Compared to a three-level laser,
where the laser transition always ends on the ground state, the four-level laser
has an additional state between the upper laser state and the ground state.
In the case of the three-level laser, only by pumping more than half of the
electrons into the upper laser level, one can obtain an inversion population.
This requires a high pumping power for the three-level due to reabsorption
caused by a stimulated emission. This process can be avoided with an ad-
ditional laser state, which is given in case of a four-level laser, where the
ground state and the lower laser level are separated.

The repetition rate and laser power of the laser can be steered electron-
ically. The cooling keeps the Nd-YAG crystal in thermal equilibrium to
prevent especially the ground state from thermal noise produced by power
of the flash-lamp. A sketch of the laser optics placed in the laser head is
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Figure 5.2: Left side: a three-level system, where the laser transition ends on
the ground state. Right side: a four-level system, where the laser transition
ends on a level above the ground state, which is quickly de populated e.g. via
phonons

shown in Figure 5.3.

First a Nd-YAG laser rod is pumped by a gas flash-lamp. The flash-lamp
excites the neodymium ion in the F 4

5/2 pump band, this decays into the F 4
3/2

state, which is metastable (see energy levels of Figure 5.1(b)). This state has
a radiative lifetime of about 250 µs. Due to this long lifetime the population
inversion can be achieved. From transition of level F 4

3/2 to I4
11/2 a wavelength

of 1064 nm is emitted. This is the main transition, which is afterwards used
to produce the ultra violet wavelength of 266 nm. With the Nd-YAG crystal
there is also a transition from level F 4

3/2 to I4
9/2 possible. This transition is the

reason for small contributions of additional wavelength to the laser output.
The photons are extracted from the rod in the laser resonator through judi-
cious control of the spontaneous emission (hold-off) and stimulated emission,
which is achieved by a quality switch (Q-switch). The Q-switch is a impor-
tant part of the laser for two reasons. Without the Q-switch the pulse length
of the laser would be in the range of the combustion duration of the flash-
lamp, which is about 100 µs and far away from the 5 ns pulse length, which
should be achieved for the output pulse. This pulse length is important for
the operation of a TPC to ensure a good resolution in the z-direction. To
compress the laser pulse length in time to a few ns the Q-switch is needed.
The Q-switch consists of a polarization device and an electro-optical switch,
a Pockel cell. With a specific voltage the transmission is kept at a low loss.
During the combustion duration the polarization plane is rotated such, that
it inhibits the resonator. This prevents the laser from stimulated emission
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Figure 5.3: Sketch and picture of the optics placed in the laser head

before reaching its maximal population. With a fast high voltage pulse the
transmission is changed from low to high energy loss, which releases a high
energy pulse.
To produce laser light of Ultra Violet wavelength, two non linear crystals
are placed in the optical path. Both consists of Potassium Titanyl Phos-
phate (KTP). These crystals generate higher harmonics. The wavelength is
therefore converted first to 532 nm and afterwards to 266 nm. Of course the
higher modes have a lower intensity. To reach a significant intensity for the
laser output the incoming intensity has to be high. The correlation of the
intensity curves is given by:

I2ω = 2KI2
ω, (5.1)

with K the coupling constant of the frequency conversion. The factor 2 is
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parameter values
wavelength λ 266 nm
Energy of the
single photon 4.66 eV

Max. Repetition Rate
of the Laser 20 Hz

Max Energy of
the Laser Pulse 3 mJ

Pulse length < 6 ns
Diameter of

the Laser Pulse y0 1.5 mm
Divergence < 1 mrad

Table 5.1: The key parameters of the UV-laser. Some of the parameters as
the repetition rate and laser power of the laser can be steered electronically.

given by the fact, that the intensity I2ω of the first harmonic is produced
after passing back and forth inside the non linear crystal in the resonator.
Equation 5.1 has two important effects. The first effect is, that the crystal
has to withstand high incoming intensities to produce an acceptable inten-
sity output. The second effect is, that small intensity fluctuations of the
original laser wavelength can suffer huge fluctuations of the higher harmonic
wavelength, as the intensity fluctuation propagates quadratically. A detailed
sketch of the optical path of the photons starting from the Nd-YAG rod to
the non linear Lithium Niobate crystals is shown in Figure 5.3.

In Table 5.1 the key parameter of the laser are given. These parameters
have to be taken into account, and must be modified appropriately to make
a track produced by a laser as comparable to a MIP as possible.

5.2 The Optical Setup

The optical setup has been chosen so that the laser beam fulfills the following
criteria.

• The energy density has to be strongly diminished to achieve an ioniza-
tion comparable to a MIP.

• The width of the laser spot should be negligibly small compared to the
total width of the charge cloud after diffusion.
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• The setup should provide the possibility to produce two tracks.

(a)

Laser
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id

th
  =

 3
0c

m
 mirror

length = 60 cm

direction to a TPC

direction to a TPC
(without reflection)

wedge

(with reflection)

(b)

Figure 5.4: The Optical setup is mounted on a plate which is finally screwed
on an optical table. The laser intensity is first attenuated by reflection at a
prism. A mirror, whose position can be tuned, sends the laser beam to the
Galilean telescope. Finally the laser can either be reflected by a second prism
or send directly to the TPC. In (a) the picture and in (b) a sketch of the
optical setup is shown.

These criteria can be fulfilled by the laser setup shown in Figure 5.4.
First a prism diminishes the laser beam intensity by one order of magnitude.
Then a Galilean telescope focuses the laser waist, so that it is minimal at
the sensitive volume. To produce a small angle between the two tracks a
wedge prism is used. All optical components are mounted on a separate laser
plate, which is afterwards screwed on an optical table. If the TPC is directly
accesible as it was in our case in the laboratory, the wedge can be mounted on
the plate. For the measurements in the magnet facility, where the beam has
to be delivered over a longer distance, the wedge had to be placed inside the
TPC. Both the Galilean telescope and the the wedge prism will be explained
in detail in the following subsections. Also the different TPC installations for
the calibration measurements in the laboratory and the track separation at
the magnet facility are explained in detail in the following sections. For both
measurements with the different TPC installations the general conception of
the optical setup could be used. It was easily interchangeable between the
laboratory and the magnet facility.

5.2.1 The Galilean telescope

A Galilean telescope [78] is used in our setup to reduce the width of the laser
beam spot y0 1.5 mm. The telescope is a combination of a convex and a
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f = 150 mm

f 2 = −100 mmd = f + f1  2

1

Figure 5.5: Principle of a Galilean telescope. The second lens must have a
distance of d = f1 + f2 to achieve an nearly parallel optical path.

concave lens, with the convex lens having a positive focus point f1 and the
concave lens having a negative focus point f2. The distance between the two
lenses for the approximation of geometric optics is given by

d = f1 + f2. (5.2)

This assumption is true if the subject, which is in our case the general
laser beam diameter, is near to infinity. Figure 5.5 shows the principle of
a beam telescope 5.5. Even a laser has not completely parallel beams, but
a small divergence. This divergence can be understood as a lens with a
big negative focus length and has to be taken into account to calculate the
distance between the lenses correctly. Therefore the distance d between the
two lenses increases. In practice one adjusts the two lenses roughly to each
other and does the fine tuning with an adjustable stage, where the rod of
the laser lens is mounted on.

The focus length of a combined system is given by:

1

f
=

1

f1
+

1

f2
. (5.3)

The magnification or demagnification of such a system is given by

M = −f1

f2

. (5.4)
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(a) (b)

Figure 5.6: Laser waist for the beam-telescope with the settings f1 = -100 mm,
f2 = 200 m and d = 125 mm. (a) Laser waist calculated for geometrical optic
(blue) and Gaussian beam propagetion (red). (b) Laser waist (red) and the
corresponding primary electrons (blue).

The transformation of the beam by simple optical devices such as lenses
and the space between them can be calculated easily with simple matrix
multiplication. The matrices have a 2×2 structure:

The matrix defining free space is given by:

Mfs =

(

1 d
0 1

)

. (5.5)

The matrix defining a lens is given by:

Mlens =

(

1 0
− 1

fi
1

)

. (5.6)

With a matrix multiplication of every single optical device the matrix of
the complete optical setup can be derived:

Mtot = Mn · Mn−1...M2 · M1 (5.7)

Here M1 denotes the first and MN the last optical device. The Matrix of
the total optical system has to be multiplied with the beam spot vector:

Mlw =

(

y0

θLaser

)

(5.8)
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parameter telescope 1 telescope 2 telescope 3
distance between

Laser and 1st Lens [cm] 35 35 35
focus length 1st Lens f1 [mm] -100 -100 -100
focus length 2nd Lens f2 [mm] 150 200 300
telescope focus measured [cm] 100 140 180
telescope focus calculated [cm] 150 190 290

d2 distance between
1st Lens and 2nd Lens [mm] 68 125 235

Minimal waist w0[µm] 102.3 96.1 101.3
Rayleigh Length zR [mm] 2· 125 2· 110 2·121

Primary Ionization ne [e-/cm] 760 861 775

Table 5.2: Parameters of different beam telescopes used for the different laser
setups.

Here y denotes the width of the laser beam and θ its divergence. With

~w = Mtot · Mlw (5.9)

one gets the final vector of the optical system. The first element (1,1) of the
vector provides the equation to determine the focal length of the system.
With the element (1,2) of the vector the divergence θtot given by equation
2.38 can be derived. Figure 5.6 shows the waist of the laser beam depending
on z after the last optical element. In Figure 5.6, the geometrical and the
Gaussian beam propagation is plotted.

For different laser setups different telescopes have been used (see Table
5.2). The telescope 1 has been used for the drift velocity measurments of the
TPC. In this case, also, a large TPC was used with the possibility of direct
acces. Therefore the focus of the telescope could be shorter than in the
setup used during the measurements at the magnet facility. The switch from
telescope 2 to 3 becomes necessary to prevent the laser at the magnet facility
from the influence of the strong magnetic stray field outside the cryostat. All
setups have been optimized such, that a minimal laser waist of about 100 µm
and a corresponding Rayleigh zR (see Equation 2.37) with a length of about
2 times 12 cm are achieved.
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Figure 5.7: The figure shows the optical path of an incoming laser beam in
the wedge prism

5.2.2 The wedge prism

In Figure 5.7 the principle to produce two tracks with a small angle wedge
prism is shown. The main motivation for the usage of a wedge prism was
to produce two tracks with a fixed angle between the tracks. Such a simple
optical device allows it to compare the reconstructed angle with the expected.
Due to the fixed angle it is also possible to calculate the expected distance
and compare it to the measured distance between the two tracks in every
pad row. The main advantage of such a system is to know the position of
the two tracks and to avoid external calibration measurments. The relation
of the angle between the tracks α and the prism angle δ will be explained in
the following. An incident laser beam is hitting the quartz wedge prism and
is treated by Snellius Law:

n1 sin(β) = n2 sin(γ|) ⇒ γ| = arcsin(
n1

n2
sin(β)). (5.10)

Due to the small inclination of the wedge angle δ the reflection at the
bottom side of the wedge is γ = γ| + δ. The wedge angle δ has to be taken
into account twice. Once for the incoming and the reflected beam. The
outgoing beam is therefore given by:
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ǫ = arcsin−1(
n2

n1

sin(γ| + 2δ)) (5.11)

The angle α between the two tracks is the difference between direct reflection
β and ǫ

α = ǫ − β. (5.12)

The orientation of the wedge prism plays an important role for the shift
s0. If the orientation of the wedge is as in Figure 5.7, the two beams have
the same x-position. The distance between the two tracks in the z-direction
increases with y. An offset s0 is given by

s0 = 2 · d · tan(γ), (5.13)

with d the thickness of the prism, which is 1.5 mm. This offset in the
y-axis leads to an unavoidable displacement in the z-direction given by

z0(γ) =
s0

tan(90o − β)
. (5.14)

The displacement in z-direction has to be added to the distance of the
two laser beams and leads to a distance between the two tracks of

∆z = z0(γ) + 2 · tan(
α

2
) · L. (5.15)

If the wedge is rotated by 90 ◦ (see Figure 5.8), the offset s0 is still not zero,
but it does not lead to a displacement in the x-, but z-direction. This means
the two tracks are not parallel in the z direction, but this orientation has the
advantage, that the distance between the two tracks is linearly dependent on
the angle α. The distance ∆x is given by

∆x = 2 · tan(
α

2
) · L. (5.16)

In Figure 5.8 both orientations of the wedge prism are shown.

Another important feature of a wedge prism is the intensities correlation
of both to each other. The refraction of the prism is R = 0.1, the trans-
mission T = 0.9. The first beam has therefore 10 % of the incoming beam
intensity. The second beam is transmitted before being reflected and is then
transmitted again, so that it gets a contribution T 2 = (0.9)2, which means
it has 8.1 % the intensity of the incident beam. As described in eq. 2.28 the
laser energy is related quadratically to the production of primary electrons.
This means that a relation of I1 to I2 of 81 % means a relation of 64 % in the
production of primary charge. This has to be taken into account by studying
the charge distribution of the measured laser tracks and has also be included
in the simulation tool (see section 6.5).
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Figure 5.8: The figure shows two possible orientation of the wedge prism.
Both orientations of the wedge are rotated in the x-direction.

5.2.3 Laser Power Calibration of the setup

As mentioned in section 5.1 the laser power can be steered. The energy is
divided in power settings, which have a range from 0 to 20. To know the op-
eration energy of a single laser pulse at a specific power setting, these power
settings had been measured for several repetition rates. For the calibration
measurement a photodiode and a corresponding readout device [79] for the
photodiode had been borrowed from the Institute for Laser Physics of the
University of Hamburg. In a simple setup the beam spot was enlarged with
a lens, to prevent the photodiode from permanent damage. For high laser
repetition rates the time to average the laser pulses is set to 1 minute. For
low repetition rates of 1 and 2 Hz the average time is increased to five min-
utes. After this exposure time the system could be considered as stable from
fluctuation of the laser itself.

In Figure 5.9 the laser energy is plotted versus different power settings.
Below a power setting of 14 the laser intensity becomes unstable in energy.
The laser was therefore never reduced below this setting. It is visible, that
the maximal laser energy was reached only at the highest repetition rate of
20 Hz. In case of a repetition rate of 1 to 2 Hz the maximal laser energy
was 1 mJ. The reduced energy output has been attributed to the stability of
flash light, which seems to work only properly for high repetition rates. In
our case, due to the slow readout speed of the data acquisition system and
the fact that most of the laser energy has to be reduced to be comparable
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Figure 5.9: The energy per pulse is plotted versus the power settings for
different laser repetition rates. It shows, that at higher repetition rates the
laser energy of a single shot is increased. The laser energy is about 2.5 mJ
for a power setting of 20 and a repetition rate of 20 Hz. For a repetition
rate of 1 or 2 Hz and the same power setting the laser energy is reduced by a
factor of 2.5 to about 1 mJ.

to a Minimal Ionizing Particle, the laser was mainly operated at repetition
rates of 1 or 2 Hz with a power setting of 20.

5.2.4 Alignment of the Medi-TPC Cathode and Anode

A difference between a setup, which is used for measurements of cosmic
particles and a setup, which is used for the measurement of laser tracks is
the orientation of the cathode towards the anode. For the cosmic setup an
alignment in the xy-direction of the cathode to the anode is not important.
For the laser setup, which will be described in more detail in section 5.4.2 an
alignment in xy-direction is necessary. The laser beam has to enter the TPC
at a window of the cathode, passes along the field cage until it is reflected
at the anode by a wedge prism. The whole system is described in Section
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(a) The picture shows the assembled setup placed on a rail system. With a laser the
alignment between the laser entry at the cathode and the wedge holder at the anode
is tested.

(b) Anode with the Prism Positioning System (c) Cathode with the quartz win-
dow

Figure 5.10: The picture show the alignment setup. The anode was arranged
towards the cathode, that the mismatch between both was adjusted. As the
laser setup was the second setup built in the Medi TPC, this new alignment
was necessary as the positions of the holes for the screws were already fixed.
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5.3. This means the laser has to be aligned to the axis of the TPC. Every
shift or tilt of laser entry and reflection position of the wedge makes it more
difficult to get a reflection. As the TPC will be operated later in a magnet
facility, which is not easily accesible, the alignment can only be reached with
a limited precision. To have a good alignment between cathode and anode,
both were connect to the field cage. A laser was placed on a rail system
and aligned with an aperture torwards the rail. Then the TPC was placed
on the rail. This guarantees, that both systems are parallel to each other.
Figure 5.10 shows this setup to align cathode with anode. The position of
the anode was determined by the inner threads for the screws, which were
already fixed. With an additional flange the position of the anode could
be rearranged. The flange consists of two parts, which can be tilted. The
additional flange was preliminary fixed with clamps. With the alignment
laser and a reticule, which was made from millimeter paper the positions of
cathode and anode were tested. After reaching an acceptable agreement the
two parts of the flange were glued together. The accuracy of this method
was estimated to be within ± 1 mm.

5.3 Prism Positioning System (PPS)

(a) The prism positioning system (PPS) (b) CAD drawing of the prism positioning sys-
tem (PPS) provided by Karin Tröger

Figure 5.11: The prism positioning system (PPS), which has been built and
implemented at the anode plate of the Medi TPC.

In Figure 5.11 the Prism Positioning System is shown as it is implemented
at the anode plate of the Medi TPC. It consists of a PVC plate where a
servo holder is attached. In this holder a standard servo is placed. The servo
moves a rod, which is connected to a slider. If the rod is moved also the
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slider is moved. The slider is mounted on the basic PVC plate by two sticks,
which acts like a rail and forces the slider to move in a linear direction. The
slider also moves a rod, which penetrates a PVC tower. The PVC tower is
attached at a specific position of the anode shield, which is chosen such, that
a distortion of the electric field homogeneity is avoided ( see section 5.3.1).
The tower holds a shell, in which a small wedge prism with a size of 8×8
mm2 is placed.

L2L1

θ1

θ1 θ2

z

y

x

y

θ2

sensitive volumesensitive volume

incoming laser beam
wedge wedge

Figure 5.12: The picture shows two different adjustments of the prism, that
leads to different θ-angles in the TPC. Different θ-angles lead due to the
relation ∆xi = α · Lyi tan(θ) to different distances between the two tracks

By moving the rod back and forth and changing the θ angle in the yz
coordinate system of the TPC is changed. This leads to different lengthes
and, therefore to different distances ∆x due to the θ angle, which is shown
in Figure 5.12. ∆x is given by

∆x ≈ α · Ly · tan(θ). (5.17)

5.3.1 Influence of the PPS on the electric field homo-
geneity

An important question to the setup is, whether it has an influence on the
homogeneity of the electric field in the sensitive volume. Therefore a field
cage simulation was made using the program CST STUDIO [80], which
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(a) Electric field deviations in the yz-
plane of at x=0 of the system

(b) Color spectrum
of maximal ±5 %
field deviations.

Figure 5.13: The influence to the PPS and the GEM frame in the yz-plane
due to electric field inhomogeneities calculated with CST [80]

performs a simple static electric field calculation based on a finite elements
calculation. In Figure 5.13 the electric field deviations in the yz-plane are
shown for the first 7.5 cm of the drift length in the TPC. It shows the
influence of a 1.75 cm long object, which is placed 10.75 cm away from the
center of the TPC and has a diameter of 1.5 cm. An object of this size was
used as an approximation for the prism positioning system, which consists
mainly on PVC material. Also the frame of the GEM has been simulated.
The GEM of size 10×10 cm2, is mounted in a 1 cm broad frame, which
consists of G10 material. Both objects with the respective material have to
be assigned with the appropriate dielectric constant to model the interaction
with theelectric field. The color scale shows the size of the deviation, which
ranges from 210 V/cm to 190 V/cm and represent a ± 5 % deviation to the
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(a) distance to the shield 1 mm (b) distance to the shield 10 mm

(c) distance to the shield 25 mm (d) distance to the shield 50 mm

Figure 5.14: Electric field deviations in the xy-plane of the TPC at different
projection stages. It is clearly visible, that the influence of the electric field
deviations coming from the PPS is not affecting the region inside the region
covered by the GEMs



5.4. LASER SETUPS 89

expected field of 200 V/cm. The deviations of the electric field are mainly
located around the area of the prism holder and the GEM-frame. Here
the maximal deviation of ± 5 % occurs. As the drift velocity is linearly
dependent on the electric field the drift velocity deviation in this area are 5
%. The sensitive volume is defined by the size of the pad plane, which has a
size of 5×5 cm2 and is located in the center of the TPC. Here the influence
of the electric field deviation of the prism holder is completely negligible.
The influence of the electric field deviation of the GEM frame is in the order
of 0.5 % for the first cm of the drift length.

In Figure 5.14 the electric field strength in the xy-plane of the TPC is
shown at different z-positions. It starts with a distance of 1 mm between the
shield and the projection plane and is then followed by distances of 10, 25
and 50 mm. At a distance of 1 mm the electric field deviations are maximal
around the prism holder and the GEM-frame. Only in the inner 6×6 cm2

the level of field deviations is about 0.5 %. At a distance of 10 mm to the
shield the electric field deviations are - 5 % exactly around the position of
the GEM frame. The electric field deviations at the position of the pad plane
is about0.5 %. At a distance of 25 mm the electric field deviations decrease
further and vanishes completely at a distance of 50 mm from the front of the
shield. The prism holder has no significant influence to the homogeneity of
the electric field in the sensitive volume and begins to vanish at a position of
50 mm before the shield.

5.4 Laser setups

Here the two different TPC installations with the different laser setups are
described. The main difference between the TPC installations was the acces-
sibility to the TPC, which required as a consequence also some modifications
for the laser setup.

5.4.1 Laser setup for drift velocity measurement

In Figure 5.15 the laser setup for the drift velocity measurement is described.
The studies have been done with the Large TPC prototype, which has three
quartz windows placed at three different positions. An easy access of laser
beams into the TPC was possible.
The laser beam is first reflected at a prism, that dimishes the laser intensity
to 10 %. Then the laser passes the Galilean telescope. The parameters of
this telescope are given in Table 5.2 for telescope 1. The laser hits the first
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Figure 5.15: Sketch of the Laser setup used for the measurement of the drift
velocity

wedge and is reflected in the laser window 2, which had a distance of 30.5 cm
to the endplate. The transmitted beam hits another wedge, that reflects the
beam into the laser window nearest to the endplate. The distance between
the quartz window and the endplate is 5.5 cm. To guarantee the position
stability of the laser beam in the TPC, the beam has to be aligned such that
he leaves the TPC at the opposite site by a second quartz window, which
is located at the same position. The outgoing laser beam could be easily
detected with a sheet of paper. The two laser beams are attenuated in such
a way, that both beams had the same intensity. As explained in Section
5.2.2 the intensity of the first and the second beam is correlated for the
production of two beams using a wedge prism. The laser setup for the drift
velocity measurements had a direct and easy handable access, so that it was
possible to provide laser tracks with the same intensity for both tracks. With
the known reflection and transmission coefficient of the wedge the intensity
for both tracks is given by

Ii = (0.9)2 · 0.1 · I0. (5.18)
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I
0

I  = (0.9) * 0.1 * I
2

02 I  = (0.9) * 0.1 * I
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∆ l

T = 0.9

R = 0.1

Beamsplitter 2 Beamsplitter 1

Figure 5.16: Sketch of the two Beam splitters. In this application the two
laser beams could have easily the same intensity. With the given Transmission
and Reflection coefficient one can simply use the lower intense beam of Beam
splitter 1 and the higher intense beam of Beam splitter 2

In Figure 5.16 the optical path for the laser through the two wedge
prisms is shown.

In general very similiar laser setup could be used to measure the sepa-
ration in z-direction. It would be only necessary to get bouth laser beam
reflections of a single wedge into the TPC. A high magnetic field would not
be required for such a measurement, because the longitudinal diffusion is not
depending on the magnetic field. However a appropriate elctronic was not
available during the time of this PhD work. The two hit and two track reso-
lution is strongly depending on the used electronic, which was in our case the
ALEPH electronic, which was designed for a wire amplification system. So
the rise time, decay and sampling time of the electronic was not appropriate
for this measurement. So it would be only possible to confirm the results
of ALEPH. A first investigation of a TDC electronic is given in [63], where
basic elements of the proposed laser system was used to investigate the z
resolution.

5.4.2 Laser setup for track separation studies in x

In Figure 5.17(a) a view inside a laser box and the bore of the magnet
facility is shown. The laser box is an important tool to fulfill the safety
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(a) View inside the Laser Box
and the magnet bore

(b) View on the alignment system con-
nected at the TPC

Figure 5.17: Pictures of the setup and the placement of the TPC in the
magnet facility

requirements at the magnet facility. As a single laser shot is capable of per-
manently damaging the retina of the eye, it was necessary to operate the laser
only within the laser box, which shielded the laser from the surrounding area.

Inside the laser box an optical table of size 60×90 cm2 is placed. The
optical table has to be adjusted such, that the heigth is appropriate for
the quartz window at the cathode of the TPC. The optical setup has the
same elements as the setup for the drift velocity measurements. Some of the
elements have to be replaced, such as the beam telescope which has to operate
this time over a range of about 1.4 to 1.8 m. Two beam telescopes where
used. The parameters for telescope 2 and 3 are given in table 5.2. In Figure
5.18(b) a sketch of the laser box and the TPC placed in the magnet facility is
shown. The difficulties of this setup is to align the laser beam from the last
optical device with the wedge prism, which is located on the anode side of the
TPC. The range between the last optical component and the wedge prism is
about 1.0 m for beam telescope 2 respectively 1.6 m for beam telescope 3.
The reason for the replacement of the first used beam telescope was to move
the laser further away from the stray field of the magnet to protect the laser
from its influence. Figure 5.17(b) shows a picture of the TPC placement in
the magnet facility and the alignment system, which aligns the optical system
placed in the laser box with the TPC. The alignment of the system is done
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(b) Sketch of the optical setup at the Magnet Facility

Figure 5.18: Sketch of the setup and the placement of the TPC in the magnet
facility
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using two aperture. The two aperture are inside an aluminum tube, which is
mounted on a supporting holding stage. Behind the last aperture a mirror
reflects the beam outside, where it can be detected. After the alignment the
device has to be carefully disconnected without changing the position of the
TPC and the fine adjustment is then finally done by moving the laser beam
with a micrometer positioning stage. If the laser is finally aligned with the
TPC placed in the magnet. The wedge prism reflects the two tracks back
in the sensitive volume with the production mechanism described in section
5.2.2 (see Figure 5.18(a)). The movement of the PPS leads to different θi

angles, which corresponds to different ∆xi of the two tracks as described in
the previous sections.



Chapter 6

Software for Reconstruction
and Simulation

In this chapter the reconstruction software Multifit is described. As the
name of the software package implies, Multifit does to not only reconstruct
single, but also multi tracks events, which are investigated in the course of
the TPC R&D activities. The methods to derive important track parameters
like the single point resolution for multi track events will be described here.
New methods are presented, which have been explicitly developed for the
case of nearby tracks. A fast simulation tool has been developed, whose
aim is to reproduce the data considering only the very basic principles of
charge transportation in a TPC. It should especially help to understand and
optimize the reconstruction software.

6.1 Basic Reconstruction of Clusters and

Tracks

The software package MultiFit has been developed during the completion
and data acquisition period of the Medi-TPC prototype. The program
has been mainly developed by M.E. Janssen. A basic description can be
found in his graduate work [81]. A significant contribution to the deeper
understanding of an implemented Pad Response Correction and an more
advanced Global Fit Method is gained in the graduate work of R. Diener [65].

The program is used to reconstruct the images of tracks produced in a
TPC. It calculates all parameters, which can be derived from this track image
and are used determine the detector performance. The software has therefore
been designed to be applicable to several layouts of TPC prototypes.

95
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XYZData[suffix].root
ROOT: h500X

LCIO: TPCPulse
TrackData[suffix].root FitData[suffix].root

TrackFinderClusterFinder TrackFitter

Figure 6.1: The reconstruction programm MultiFit consists of three indepen-
dent modules. First the clusters were built from a rawdata file. Afterwards the
cluster are combined to form tracks. The quality of the track reconstruction
is then quantified in a track fitting module. After each process a ROOT-tree
has been produced to store the information of the previous process.

The MultiFit software is written in C++ and makes use of the software
packages ROOT [82] and LCIO [83]. The ROOT software package is used for
all graphical output. Furthermore routines from the ROOT framework offer
a broad opportunity of analytical methods, that are to some extend used in
Multifit. LCIO is a data format developed for reconstruction and simulation of
the detectors at the ILC. The idea is to use the same software for either the data
analysis of stand alone detector prototypes or the simulation of physics events
with the full detector chain.
Fig. 6.1 shows the reconstruction process, which is implemented in three steps:

ClusterFinder: The Clusterfinder reconstructs first a time integrated
charge deposition on a every single pad. Afterwards it forms
clusters from these charges seperately for each row. In this process
both time and charge information is taken into account. It finally
calculates a three dimensional position of the cluster.

TrackFinder: The Trackfinder combines these clusters to a track. It
produces a first track hypothesis and adds all clusters, which fit
both in time and the xy-plane to the track hypothesis. If suffiecient
clusters could be assigned to the track hypothesis, it is defined and
stored as a track.

TrackFitter: In the Trackfitter the quality of the tracks is calculated.
With several methods the deviation of the clusters to the track is
determined. All track parameters determining the track, such as
track angles, curvature and the deviation of cluster to the track are
finally stored. The output file can then be used for furher analysis.

Each software module produces a separate output file. It is possible to
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investigate different track finding or track fitting routines. The different steering
parameters needed for the reconstruction can be set in a configuration file. This
file contains informations about pad geometry and layout, parameters and limits
for the different algorithms used in the reconstruction process, data specific
information like drift velocity and pedestals for each pad and even specific gas
properties like diffusion and defocusing coefficients. A more detailed description
can be found in [81].

To monitor the reconstruction process and examine single events, MultiFit
provides the possibility to switch on a graphical display and save screen shots in
various output formats.

6.2 Multifit ClusterFinder

Size of a timebin

voxel

Q(t) := time integrated charge

t 

Q

(a) Pulse

pad size

Q
(t

)

x

(b) Hit

Figure 6.2: In Figure (a) the composition of a pulse on a single pad is illus-
trated, in figure (b) the composition of a hit is shown.

In the raw-data format the charge of every time bin with a certain channel ID
is stored. The ClusterFinder reads the raw-data and in a first step reconstructs
the measured charge on each single pad to a pulse (see Table 6.1). A pulse
denotes a time integrated charge, which rises above and then falls again below
a threshold. It is possible to choose different thresholds for the start and the
end of a pulse. Additionally to the z bins that are between the two threshold,
a selectable number of bins before and after the threshold can be added to the
pulse. From this collection of bins both the integrated charge of the pulse and the
time information are determined. The time assigned to the pulse is calculated by
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Voxel smallest possible three dimensional space point
(Q, pad(x,y), t)

Pulse Time integrated charge of a single pad
Hit Sum of all puses, which belong together
Max. Hit Charge Voxel with the biggest charge o a hit

Table 6.1: The table shows the definition of parameters used for the recon-
struction of points in the TPC.
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(a) Pulse reconstruction of a single pulse
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(b) Pulse separation of two pulses

Figure 6.3: In Figure (a) the time integration of the charge for a single pad
is shown. If the charge crosses a threshold the integration is started. The
mean time is determined by the inflexion point of the rising slope. Figure
(b) shows the separation of two pulses in time. If the slope rises twice the
time bin with the zero crossing is taken as the starting point for the second
iteration of charge integration.
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the inflexion point of the rising slope. This corresponds to the mean value of the
positive derivative. This process is illustrated in fig. 6.3(a).

For events in which two pulses overlap in time, a separation algorithm is
implemented. During the pulse search the change in the slope is detected and the
time coordinate of the zero crossing of the derivative is taken to be the boundary
between the two pulses. The process is illustrated in fig. 6.3(b).

The pulses are now merged to hits in every row of the pad plane. A hit denotes
the integrated charge of the pulses in one row. Here the time position of the pulses
is an important parameter as it prevents pulses to be merged which are not within
a certain time window. The width of the time window can be chosen flexible. Two
separation algorithms are available to separate charges, which do not belong to
the hit. In the following two hit separation methods will be explained.

6.2.1 Hit Separation Method for Single Hits

For single tracks a hit search algorithm was developed starting with the pulse,
which has the highest charge in a row. This pad which has the high charge pulse
is defined as the central pulse. The algorithm searches the neighboring pads for
pulses with less charge, that are not already assigned to a hit. The algorithm
proceeds with the second highest pulse, which is not assigned to a hit until all
pulses in a row are used. In this process the standard deviation σ of the pulse
charge Qpulse(i) is taken into account:

Qi+1,pulse − F · σQi+1,pulse
< Qi,pulse + F · σQi,pulse

. (6.1)

F is a factor, which can be set by the user and determines the multiple of the
σ deviation. The number i is the running index, which proceeds from high to low
charges. Charges that do not fulfill Eq. 6.1 are not assigned to the hit. When no
more pulses can be added to the hit the search algorithm stops and the coordinates
of the hit are calculated. The vertical center of the row is taken as y coordinate.
The x coordinate of the hit is calculated by the Center of Gravity, using the charge
informations Qi,pulse and the x position xi,pulse of the pulses:

xhit =

∑pulses
i [Qi,pulse · xi,pulse]

∑pulses
i Qi,pulse

(6.2)

A strong influence on the resolution is observed if the signal is distributed on
to few pads. In cases of a narrow signal width, where the x position has to be
derived by only a few pads, the signal is not reconstructed correctly by the Center
of Gravity method. This problem is illustrated in figure 6.4(a). In the bottom
of the figure the procuced signal on the pads is shown in two ways. The first
diagram shows the charge, which is accumulated due to the size of the pads and
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(a) Reconstructed and true position of a
narrow signal
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Figure 6.4: In Figure (a) the need for a correction of the pad response is
illustrated if the signal is distributed on too few pads. Figure (b) shows the
influence of the pad response correction for different widths of the charge
cloud.

the second diagram shows the Gaussian distribution, which is responsible for the
accumulation on the pads. It is clearly visible that true and reconstructed position
are not the same. The reconstructed position is shifted to the pad with the higher
charge. For a correct reconstruction of the x position of the hit a Pad Response
Correction has to be taken into account. The Pad Response Correction is a
function, that correlates the reconstructed with the true position signal position
(see [84]). To get the Pad Response Correction the pad signal is simulated for
a Gaussian distributed charged cloud with a specified width including a 1 %
threshold. From this signal the x position of the hit is reconstructed by Center
of Gravity (see equation 6.2). This is repeated for several positions relative to
the center of the pad. The result is shown in figure 6.4(b). The values and fit
functions are plotted for several widths σ of the Gaussian charge distribution.
In the legend the corresponding minimal number of pads, which get a charge
contribution from the signal are plotted.
There are two imporant signal widths: The width of 0.128 in units of pad
width. This corresponds to the situation that the charge of the signal is at least
reconstructed on one pad. Every larger width would therfore be reconstructed on
at least more than one pad. This limits the occurence of indeterminacy in the
recconstruction of the x position.
For the signal width of 0.512 units of pad width, which corresponds to a signal on
at least four pads the function becomes astraight line. In this case the unfolding
is not needed anymore to determine the correct x position of the signal. A more
detailed description of the performance of this Pad Response Correction can be
found in [65] and in [85].
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6.2.2 Hit Separation Method for nearby Hits
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Figure 6.5: Comparison of the two hit separation methods. The plot shows the
hit separation in a row. The x-axis denotes the x-position determined by the
pad. The y-axis denotes the corresponding charge. The hit separation method
for single tracks only adds complete charges to a hit. The hit separation
method for two tracks is looking for two local maxima and splits the charge
in between the maxima by a weight factor, which is derived by ratio of the
two charges Q1(max) and Q2(max).

The previously described Hit Separation Method is a good approximation if
mainly single hits have to be reconstructed. In this case equation 6.1 is a strong
rejection criteria. If there are two maxima in one row a new hit separation method
is needed as the charge on a pad can come from two hits. In Figure 6.5 the
difference between the two methods is illustrated. The method does not need a
distinguished direction. For the hit separation method for nearby hits the direction
is needed to derive a local minima. If finding such a minima the charge of the pad
had to be split in two charges. The two charges are split in the ratio of the charge
of the two neighboring pads. With the previous separation method the complete
charge is assigned simply to the hit with the higher maximal charge. To distinguish
a minima from charges, which show small fluctuation the charges have to fulfill
the criteria:

Qi−1,pulse > Qi,pulse + σQi,pulse
< Qi+1,pulse (6.3)
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Here only the uncertainty of the minima is taken into account, which is less
strong than in the case of single hits (see. equation 6.1 ), where the uncertainty of
both neighboring pads is taken into account. In the two hit case the motivation is
different. One wants to split an already determined two hit candidate, but ensure
that no hit splitting is done by small fluctuation of comparabel same charges.
However this hit separation criteria might also be usefull in case of single tracks.
A study to investigate the performance of the separation algorithm in case of single
tracks would be needed.
The weighting factor for the intermediate pad is calculated with the charges Qmax1

and Qmax2:

x =
Qmax1

Qmax1 +Qmax2
1 − x =

Qmax2

Qmax1 +Qmax2
(6.4)

Then a pulse collection is produced which stores the pulses from the charge before
the minima and the intermediate pulse with the weighting factor x. From this
pulse collection the position is calculated by Center of Gravity as described in
the previous chapter. Afterwards the pulses are substracted and the search is
repeated with the remaining pulses of the row, so that several hit separations can
be executed. This procedure improves the x reconstruction significantly for the
cases, where otherwise only one pad would remain. A hit, which consists of only
one pad, can only be determined with an accuracy of σ = d√

12
. The accuracy

improves significantly if a second hit can be found.

6.3 Multifit Trackfinder

The second software module of MultiFit is the TrackFinder, which combines the
hits to tracks and assigns them to a track collection. The algorithm assumes an
straight track that enters the chamber from the top of the sensitive volume. This
assumption is valid for small sensitive volumes since the particle tracks of the
observed cosmic muon in our TPC prototype have a minimal radius of 900 mm,
which corresponds to a curvature of about 1.1 m−1. With a sensitive volume of
size 50 mm a sagitta of 340 µm is given (seeAppendix B of [81]). Deviations of
this size are negligible.

The search algorithm uses a track following method. The particle trajectories
are assumed straight or vertical in the xy-projection, the implementation of this
algorithm works row-wise. It is initialized by choosing two hits fitting a three
dimensional straight track hypothesis to them. Based on the track hypothesis the
algorithm searches for hits in the next row, that lie inside a three dimensional
search windows around that position and are not already assigned to another
track. The size of the search windows both in time and in x position can be set
to different values.
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YY

X Z

(a) Initialization of the track hypothesis by a hit in the
first and last pad row

YY

X Z

(b) In the second figure the algorith searches if a fourth
hit fulfills the criterias given by two search windows in
time and x-position.

YY

X Z

(c) Completed track collection

Figure 6.6: The principle of the track following algorithm.
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The track following algorithm is illustrated in Figure 6.6. The hits are shown
in the xy and the yz plane. The hit positions are illustrated by ”+” symbols.
Fig. 6.6(a) shows the initialization of the track hypothesis by a hit in the first
and last pad row. In Figure 6.6(b) the track hypothesis has been extended by a
hit, which falling within the defined search window and is therefore added to the
track collection. The complete resulting track collection is shown in 6.6(c).

If more than one hit is found inside this window, the hit for which a straight
line fit including the hit results in the smallest χ2 is chosen:

χ2 = χ2
xy + χ2

yz, (6.5)

with χ2
xy being χ2 of the xy-track projection and χ2

yz being the χ2 of the yz-
track projection.
In the next step a new chisquared track hypothesis is calculated including the
added hit. The algorithm searches in the next row for a new hit to be included.
If no hit is found inside the search window or all hits that are found result in a
probability below a specific limit, the algorithm counts this as a missing hit and
continues its search in the next row. When the last row is reached, the algorithm
starts again in the opposite direction to find hits above the upper initialization hit.
The algorithm is started with any two hits, that meet the configurable boundary
conditions of a maximum and minimum distance. Besides that, the maximum
number of successive rows without a hit and the minimum number of hits a track
must have can be set.

6.4 Multifit TrackFitter

In the TrackFitter module a selectable hypothesis for the track shape is fitted to
the track collections from the TrackFinder. In MultiFit two different track fitting
methods are implemented: The first method is the Chi Squared Method, which is
based on the minimization of the least square method describing the track. The
second method is the Global Fit Method, which optimizes the track parameters
such as the angle in the xy-plane, the intercept, the width of the charged cloud
and the curvature in the case of curved tracks by a likelihood function including
all charges in the xy-plane at the same. Both methods are implemented for a
straight track as well as for curved assumptions. In the case of tracks produced
by a laser beam the curved assumptions can be ruled out as the magnetic field
has no influence on photons. Therefore only the straight fit methods will be
described. The implemented, selectable fit methods for straight tracks are:

ChiSquared: Analytical χ2 minimization of a straight line fit both in
the xy- and the yz-projection. Results: position of crossing point
of the track and the xy-plane at y = 0 (Intercept) and slope in xy-
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and yz-planes.

ChiSquaredRoot: Numerical χ2 minimization of a straight line fit in
the xy- as well as in the yz-projection using methods from the
ROOT framework. Results: Intercept and slope in xy- and
yz-planes.

GlobalStraight: Numerical log-likelihood maximization of a fit function
describing the charge distribution of a straight track in the
xy-projection and a χ2 minimization of a straight line fit in the
yz-projection using methods of the ROOT framework. Results:
Intercept, slope in xy- and yz-planes, width of the charge cloud.

In this work only the Chi Squared and Global Fit method for straight tracks
are used to calculate the point resolution. The method to determine the point
resolution is described in the following section.

6.4.1 Point Resolution: The Geometric Mean Method

The parameters that have an influence on the achievable resolution of a TPC are
the gas and field properties, the gas amplification and the readout system. In the
rφ plane the transverse diffusion and defocusing, which depend on the gas, the
magnetic and electric field have an influence on the resolution. Additionally the
pad size, geometry and layout are parameters that limit the point resolution. In
the z direction the longitudinal diffusion is a crucial parameter, but mainly the
resolution is determined by the electronic of the readout system.

Several points have to be taken into account considering the single point
resolution. First in the TPC prototype no external reference from a hodoscope is
available. Therefore the resolution estimates have been derived from the fitted
track parameters and reconstructed hit positions.

A second point is that during the phase of R&D several definitions and methods
determining the single point resolution were in circulation. A definition, which is
used now as a standard definition is the Geometric Mean Method which will be
explained in this section.

In the Geometric Mean Method one has to distinguish between two different
terms. The first term is the distance, which denotes the difference between the x
coordinate of a hit and the reconstructed track at the same y coordinate, when
the hit is used in the determination of the track position. Residual denotes the
difference between the x coordinate of the hit and the track, if the hit is not used
in the determination of the track position. In the reconstruction excluding the
hit all track parameter are fitted again. In Figure 6.7 the distance and residual
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Figure 6.7: shows the reconstructed track including all hits (blue dotted), the
reconstructed track excluding the hit (red dashed) and with the known track
parameters taken from the MC simulation (black solid)
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are illustrated. In this case the blue dotted track denotes the track reconstruction
including all hits. The red dashed line denotes the track without the red marked
hit. Using all hits for the track reconstruction the track is moving to the hit, as in
case of the exclusion the track is moved away from the hit by the remaining hits.
This calculation is repeated for each hit and all tracks in a data sample. It results
in two Gaussian distributions. The distribution of the distances is expected to
be narrower, than the one of the residuals. The calculation included in Appendix
A of [86] proves analytically for straight tracks, that the geometric mean of both
widths gives the true resolution:

σ =
√
σdistance · σresidual (6.6)
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Figure 6.8: Point Resolution: distance, residual and geometric mean for
curved Monte Carlo tracks

To quantify the validity of equation 6.6 for curved tracks a simple Monte Carlo
simulation has been used. The simulation produces curved tracks with a radius
between 500 and 2000 mm. The tracks go through the center of the sensitive
volume and pad effects are not considered. The hit positions have been spread
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with a σ of 200 µm. The result is shown in Figure 6.8. As expected the residuals
are intrinsically larger while the distances are narrower. The geometric mean of
both reproduces the Monte Carlo truth correctly. Figure 6.8 also shows, that the
strongest effect on the distance and residual is at the outer rows. The effect is the
result of the lever arm, which is greatest in the outer rows. The geometric mean
method will be used in all track fit methods to determine the resolution.

6.4.2 Chi Squared Fit Method

In this section the principle of the Chi Squared Method is described, which is
a conventional approach for track fitting. This fit is based on the least square
method, which is often referred to as chi-squared minimization. The least squares
method states that the parameter aj for which the sum

χ2 =

n
∑

i=1

[xi − f(yi; aj)

σi

]2
(6.7)

with xi: measured values, with uncertainty σi taken at yi, i = 1...n

aj : parameters of the fit function:

f(y; aj), j = 1...m and m < n

is a minimum, are the values for which the function f(y; aj) best describes the
measured data. The number of data points n have to be higher than the number
of parameters for the fit function m. For the laser tracks the straight line fit is
sufficient.

The straight line assumption is leads to the following equation for the least
squares method:

χ2 =

n
∑

i=1

[xi − a · yi − b

σi

]2
with x = f(y) = a · y + b, (6.8)

where a = Intercept X0 and b = Slope X = tan(φ) denote the line parameters,
xi the measured x position of the hit with the associated uncertainties σi, yi the
vertical center of the hit in a certain row and n the number of measured hits (see
figure 6.10).

The fit with the least square method used in the χ2-method is a simple and
well understood fit method. Since the maximum number of free parameters of the
implemented fit functions is three and the minimal required number of active rows
is set to at least five, the track fit with this method should work on almost all
measured events.
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Figure 6.9: Parameters of the straight line fit.

A more detailed description of the least square method and the chi squared mini-
mization can be found in [87]

6.4.3 The Global Fit Method (GFM)

An alternative approach to track fitting is the Global Fit Method (GFM), which
is implemented in the MultiFit reconstruction software. The idea for this method
has been developed by Dean Karlen and his research group [88] [89]. It was first
implemented in a JAVA based simulation, fitting and analysis approach called
JTPC. The program code can be downloaded at [89]. To understand the under-
lying fitting techniques, methods and reconstruction effects, the GFM has been
implemented slightly modified as an additional fitting routine in the MultiFit re-
construction software. It was first implemented for single tracks. During the
studies the routine was modified to use the method in the case of two or more
nearby tracks.

Principle of the Global Fit Method (GFM)

The Global Fit Method is based on the maximization of a likelihood function
describing the charge distribution on the pads. The difference to the JTPC im-
plementation is, that only events, which have passed the criteria of Cluster- and
Trackfinder of MultiFit, are fitted. These two modules work as a preselection of
the events. This means only charge information, which is assigned to a track is
taken into account.
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Figure 6.10: Parameters of the likelihood function

The parameters of the fit are the Intercept X0, the angle φ and the width of the
Gaussian describing the charge distribution along the trajectory σ. The parameter
σ can either be set to a fixed value derived from the expected width of the charged
cloud at a given z position or treated as a free parameter. The parameters are
shown in figure 6.10.
In the model used by the Global Fit Method, the charge density function describing
the distribution of the primary ionization along the track is assumed to be uniform
in each pad row. Ionization fluctuations are not taken into account. The distribu-
tion due to diffusion is described by a two dimensional, isotropic Gaussian probabil-

ity density function. The width σ for every hit is given by σhit(z) =
√

D2
T zhit + σ2

0.

Three different cases can be distinguished:

• If there is no information describing the expected diffusion σhit(z) = σ0 is
assumed to be constant over the whole track length. In this case σ0 is a free
parameter, which is fitted together with the other track parameters.

• If the diffusion coefficient DT is given σhit(z) is calculated by this value,
although σ0 remains a free parameter, which is determined during the fit.

• In the third case, the diffusion information is completely determined by
setting the defocussing coefficient σ0. Here σhit(z) is completely fixed and
the fit has one free parameter less.
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The charge deposition on a pad Qpad is calculated by integrating the distribu-
tion function over the physical area of the pad and is proportional to:

Qexp =

∫ h/2

−h/2
dy

∫ w/2

−w/2
dx

1

2πσ
× exp

(

[

(x−Xd) cosφrow + y sinφrow

]2

2σ2

)

, (6.9)

where h is the height and w is the width of the pad. The integration variables
follow the axis of the coordinate system, Xd is the horizontal distance between
the pad center and the track position in that row. The azimuthal angle of
the straight line in that row φrow. In case of a straight track φrow is simply
given by φ0, which is the track angle at the point where the track crosses the x axis.

The fit function is the product over all pads of the likelihood functions de-
scribing the charge deposition on each pad L = pni

i · pi = Qexp/
∑

padsQexp is
the probability of the association of a primary ionization electron to the pad and
ni = Ni/G is the number of primary electrons associated to the pad (Ni = number
of measured electrons on the pad; G = gain value of GEM amplification). This
leads to the following log likelihood function used in the track fit:

logL =

rows
∑

m=1

pads/row
∑

n=1

Qn,m
measured · log

[ Qn,m
exp

∑pads/row
n=1 Qn,m

exp

]

(6.10)

The log likelihood in L is maximized over all possible values of the parameters.
The newly calculated parameters of X0, φ and σ are then assigned to the track.
The method does not work row-wise like the Chi Squared method, but takes all
rows into account at once and includes angular effects. Due to the design of the
fit function, the pad response is intrinsically taken into account and the unfolding
of the hit positions using the PRC algorithm is not necessary. In the next step
a fake track is produced, which includes these newly fitted track parameters, but
consists of only one hit at a certain row position yi. For this fake track the
log likelihood function is maximized, but this time only the Intercept is kept as
a free parameter, the other parameters are fixed. This procedure ensures that
the information of the global track parameters gets into calculation, but only
the hit position is recalculated and is finally assigned as new x position to the
hit. This procedure is repeated for all hits belonging to the track at every row.
In the MultiFit implementation of the Global Fit Method, the x position of the
recalculated hits are saved for the calculation of the hit distances and residuals
needed for the resolution analysis. A more detailed description of the derivation
of the fit function can be found in [88].
So the Global Fit Method implemented in MultiFit is not able to produce new
hits, it only can recalculate the distance and residual of the found hits due to the
altered x position of these hits. This becomes important if applying the GFM
for two tracks as described in the next subsection. In the current implementation
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of the Global Fit Method it is not possible to separate one hit in two. A hit
separation can only be done in the ClusterFinder. The GFM is no alternative or
replacement of the ClusterFinder.
As mentioned before the, MultiFit has the possibility to set a fixed σ, which
is calculated from the diffusion and defocusing coefficients in the configuration
file. The values for this certain set of gas parameters are calculated using the
simulationprogram MAGBOLTZ. With a fixed σ one parameter of the fit function
is fixed. Therefore the total fit becomes more stable in the case when not many
measurement points are available.

Modification of the Global Fit Method (GFM) for Multi Tracks

φ1 φ2

σ1 σ2

I 1 (Y=0)

I 2 (Y=0)

(a) Log likelihood ln L maximized for two
tracks and two times the parameters

φ1 φ2

σ1 σ2

I 2 (Y )iI 1 (Y )i

Q

(b) Recalculation of the hit position of
the first hit taking into account the charge
of the second hit

Figure 6.11: shows the GFM for two tracks. Figure 6.11(a) illustrates simul-
taneous optimization of both track parameters. In the bottom half of figure
6.11(b) the charge of a pad is histogramed. The yellow line represent the hit
position before the green line the hit position after the recalculation. Only
one hit position is changed, but the second intercept is taken into acoount in
the fit as a fixed parameter.

The Global Fit Method is used and optimized by investigating tracks from
cosmic muons. The recent preliminary results of these studies have been presented
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in [65]. In this work only single tracks have been studied. The rare multi track
events have been ignored. The motivation of the laser studies, complementary
to the investigation of single tracks, is to study the influence of a second nearby
track. To investigate the two track performance with two different fitting routines
the GFM has to be modified. Additional sets of parameters had been included, to
gain the ability to fit the n tracks in an event simultaneously. The log likelihood
function given by equation 6.10 has been extended to n times the total amount
of parameters for a single track. Then again the likelihood function has been
maximized for the charge deposition on the pads. The difference compared to the
treatment of single tracks is that the parameters of all tracks are fitted and derived
simultaneously (see an example for two tracks in Figure 6.11(a)).
In the next step two fake tracks are produced, which gets the track parameters
derived from the likelihood function. Only one of this tracks gets a hit in one row.
For the fake tracks the log likelihood function is maximized, keeping all parameters
fixed except the Intercept of the fake track, which has the current assigned hit.
This leads to a recalculation of the x position of the hit taking into account the
complete track informations of both tracks. This procedure is repeated for all hits
belonging to the first track. Then the algorith turns torwards the second track
recalculate the single hit position of every row in the same way as for the first
track. This procedure should ensure that the charge information and the global
position of both tracks are taken into account simultaneously in the recalculation
of the x position of the hit (see in fig. 6.11(b)).

6.5 Simulation Tool used for Laser Track

Production

To understand the data taken from the measurement in more detail a simple, but
fast simulation tool has been developed, which describes the basic processes of
the signal production in a TPC. One big advantage of the simulation is, that all
the main track parameters are known, so a comparison of the true and the re-
constructed track position is possible. The data format of the simulation is the
same as the one produced from the LCIO [83] client of the data acquisition system
described in sec. 4.7. So the simulated events can treated with the same recon-
struction software.
First all parameters to define the sensitive volume of the TPC have to be set. This
includes the pad geometry with the size of the pads, the number of columns, rows
and the number of time slices, which defines the length of the sensitive TPC vol-
ume. Then a gain factor is set, which convert the primary produced electrons on
one pad in a FADC count. A pad mapping is implemented to assign the charge of
a track to a pad. In a next step the input parameters resulting from the geometry
of the prism positioning system related to the sensitive volume are introduced.
It includes the possibility for two seed points, which have as input parameters
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Figure 6.12: shows the produced sensitive volume in the simulation and the
input parameters for the two tracks

x0, y0, z0, φ, θ and α. The coordinates x0, y0, z0 determines the point of on the
wedge prism, where the laser beam is reflected back in the sensitive volume, φ is
the angle in the xy-plane, θ the angle in the yz-plane and α the angle between the
two tracks as derived in sec. 5.2.2. A sketch of the input parameters is shown in
fig. 6.12. As mentioned in sec. 5.2.2 the intensities of the two beams are correlated
to each other. Therefore a correlation factor can be set, which relates the primary
ionization of the two tracks to each other.
To get the correct charge broadening at the pads the diffusion is implemented,
which consists of the diffusion coefficient and calculates the width of the charged
cloud due to the position in z and a defocusing constant. The diffusion is deter-
mined by the choice of gas and the applied electric and magnetic fields. Then
a Gaussian distributed primary ionization of the tracks is produced. Every pad
row is convoluted with the corresponding diffusion due to the position z[yi]. The
assumption that the same diffusion factor is valid for all rows can not be obtained
due to strong inclined θ angles, which are available with the prism positioning
system.

Using the ROOT package it is possible to switch to a simple event display,
which allows to monitor and store the simulated events. Fig. 6.13 shows an
example of single event in the xy-projection. It is visible that both tracks are
inclined by an angle φ, which represents the angle of the combined system of the
two tracks. Every point represents a primary electron. The implemented pad
structure is clearly visible.
The drawbacks of this simple simulation are at hand. There is no appropriate
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Figure 6.13: shows an event display of the xy-projection

implementation of other gas properties except the diffusion. Effects coming
from an attachment coefficient of the drifting electrons in the gas volume or the
influence of electric field distortions and their influence to the drift velocity are
not taken into account. As mentioned no appropriate GEM-gain simulation is
used, but only a gain factor, which does not include fluctuations of the GEMs.
There is also no implementation of effects coming from the electronics. This
means the z resolution is too good. A reliable interpretation of the single point
resolution is only possible for the x direction. And as a last point only a very
limited treatment of delta electrons is possible, which is not important in case of
a laser, but limits the validity of conclusions for the cause of MIPs.

Despite this limitations the simulation is a useful tool to describe the features
of the laser tracks on a basic level. An important point is that the charge
distribution does not has to deal with the mentioned delta electrons which are
responsible for the Landau-tail in the charge distribution of MIPs. This means
especially the single point resolution is not affected by this effect. So the diffusion
and the defocusing of the charged cloud in the amplification system should
have the major impact on the resolution. Both effects are implemented in the
simulation.

Although no electronic effects are included at least geometry effects, which are
produced by the pad size and the fixed orientation of the track to the pad plane
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can be investigated in detail. In comparison to the data the simulation can helps
to disentagle this geometry from electronic effects.
The simulation was also very helpful in the development on the algorithm recon-
struction. Especially in the case of GFM modifications for two nearby tracks the
simulation provided an easy and fast accesible set of events, which helped to pro-
gram and debug this routine.
Some problems occuring in the comparison of data and simulation are not caused
by an simulation, which is not appropriate, but are caused by an incomplete knowl-
edge of the system. For example the laser width could only be roughly approxi-
mated. Also an independent measuremnet of the track parameters, such as track
angles and position of the track would determine the system more accurate.
Due to this limitations the simulation is quite fast. 1000 events can be produced
in a timescale of a few minutes depending on the processor speed. Also the sys-
tematic effects coming from the pad width could be studied with the simulation.
The performance and the results of the simulation are given in chapter 9.



Chapter 7

Drift Velocity Measurements in
a TPC

An important parameter needed for the reconstruction of the 3 dimensional charge
information is the amount of water, which is in the gas mixture. Even small
contributions of water have a strong impact on the drift velocity, especially in the
case of the used TDR gas. There are two different ways to treat the set of slowly
changing gas parameters of a TPC.

• Measure the gas properties of the system and include the values later in the
reconstruction and correct for it.

• Keep the gas properties of the system fixed within a margin of deviation to
guarantee stable environmental conditions during the measurement.

In the current phase of research and development the first approach of measuring
the gas parameters and to correct for them was used.

To test the reliability of an UV laser system extracting the drift velocity a
systematic study was done. Two complementary methods to derive the drift
velocity where tested and compared. In the first method the drift velocity was
corrected by the amount of water, the pressure and temperature measured by
the Slow Control System described in section 4.6. With the knowledge of these
parameters and the strength of the electric drift field the drift velocity can
be derived from the program MAGBOLTZ [90] and the visualization program
GARFIELD [91]. In case of the slow-control measurement the water content is
the observable and the drift velocity the corrected parameter. The second method
measures the drift velocity directly with the laser setup described in section 5.4.1.
The final aim was to test the agreement of both methods and determine the
performance of the methods. Later the first method was used to determine the
drift velocity with the dew slow control device. The slow control system can be
connected to any TPC prototype and continuously record the gas parameters.

117
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The drift velocity, which is an important parameter of the reconstruction can be
extracted later from the stored slow control data-files. The following description
is based on the work of [92].
To compare both methods a water enrichment device was built. With this
device the gas could be enriched with a specific amount of water. This device
was connected to the slow control system (see Section 4.6), that measures
all relevant gas parameters to calibrate the drift velocity. Both systems were
connected to the Big TPC prototype described in Section 4.1. The TPC has
three quartz windows, that allows the laser to enter the TPC at a well defined
distance to the readout plane. Finally the laser setup described in Section 5.4.1
used the first and second quartz window to produce two parallel tracks in the TPC.

In the following sections the experimental setup to measure and determine the
drift velocity with both methods will be explained, compared and discussed.

7.1 Water Content Enrichment

To enrich the water content of the gas on its way to the TPC, the gas delivery
system was partially replaced by a water permeable plastic tube. This plastic tube
was placed in a water bath, so that the water could diffuse through it. Diffusion
processes are described by Fick’s first law:

~j = −DF · ~∇c (7.1)

with the particle flow density ~j, the particle concentration c and the diffusion
constant DF , which is dependent on the used material. In the case of a permeable
membrane of the thickness d, Equation 7.1 is modified to:

j = P · A · ∆c, (7.2)

with the particle flow j, the concentration gradient ∆c, the surface of the mem-
brane and the permeability coefficient P .
According to Equation 7.2 the particle flow through the membrane is proportional
to the length of the plastic tube. The enrichment of the gas mixture with water is
related to the exposure time of the gas in the tube and can therefore be controlled
by the gas flow.

To verify the reliablity of this simple method of water enrichment a test setup
was built, which can be seen in Figure 7.1. The used plastic tube has a length of
260 cm, a diameter of 6 mm and a thickness of about 1 mm.
The short term and long term behavior of the system have been tested to investi-
gate the response time and the long term stability of the system. In Figure 7.2(a)
the short term behavior is illustrated. It shows a clear anti correlation between
gas flow and the measured amount of water of the dew point measurement device.
The observed fluctuations are given by the precision of the device, which has an
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(a) Photo of the water bath with included
plastic tube

SCS
2.Way

1.Way Flow 
Controler

from Gas Bottle

into TPC

Waterbath

Water− Oxygen
ContentContent

Tube

(b) Sketch of the setup to test the reli-
ablity of water enrichment

Figure 7.1: The setup to enrich the water content of the gas. Figure (b) shows
the water bath and the gas flow meter, located in the slow control system, that
controls the exposure time of the gas to the water bath. With a homogenous
flow the amount of water in the gas is constat.

accuracy of ±0.5◦C. Also the long term behavior (see Figure 7.2(b)) can confirm
the anti correlation, which proves the long term stability of such a system.

7.2 Drift Velocity Measurement

For the drift velocity measurements the following components were used: A water
bath, the Big TPC prototype, the slow control system and the laser setup. The
laser beams were guided into the first and second window of the TPC. The TPC
installation with the appropriate laser setup is given in Figure 5.16. With this
setup the drift velocity could be easily calculated

vdrift =
∆l

∆t
(7.3)

by measuring ∆ l, the distanc between the center of the first and second quartz
window, which is ∆l = 24.6 cm, and measuring ∆t with the TPC. The whole
system is shown in Figure 7.3.

The cathode voltage has been varied in the course of the measurements between
14 and 20 kV, which corresponds to a variation of the drift field between 120 to
210 V/cm. Due to the variation of the electric field one also had to change the
potential at the shield given by Equation 4.2. For every measurement point the
shield resistance RS had to be newly aligned due to the current cathode voltage.
To have a sample with sufficient statistic a data file with 250 triggers was stored.
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(a) Short term behavior of the gas-water enrichment system

(b) Long term behavior of the gas-water enrichment system

Figure 7.2: shows short term and long term behavior of the system. It shows
the response time and the long term stability of the system.
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Figure 7.3: shows the sketch of the complete setup used for the drift velocity
setup, including the water generator, the TPC prototype and the laser setup.

For the laser almost 100 % efficiency between trigger/event ratio was achieved.
The complete measurement could be done in about one hour. During this time
the fluctuations of the slowly changing pararmeters as water content itself, pressure
and temperature are considered constant.
The data samples with flows of 4.8, 6, 9, 12, 15, 18 and 24 l/h had been investigated.
This corresponds to a maximal water enrichment of more than 1200 ppm and a
minimal enrichment of 300 ppm. After setting a new gas flow an exchange of about
3 to 5 gas volumes was needed to be sure that the gas and its containig amount
of water had been completely replaced. The exchange time can be calculated by

texchange =
x · Vchamber

f
(7.4)

with the weighting factor x, which is about 3 to 5, the volume of the TPC
Vchamber of about 113 l and the gas flow f of the system, that varies between 6
and 24 l/h. With a factor x of 3 one has to wait between 56.5 h (6 l/h) and 14 h
(24 l/h) until this gas volume is exchanged.
There could be contributions to the water content of the system, such as gas
leakages of the TPC chamber, which allows water to infiltrate the TPC volume
without detection. Also attachment of water on the surface of the TPC or
the storage of water in hydrophil materials can be systematic uncertainties not
covered by the water generator.

The drift velocity can be easily calculated from the raw data. In principle every
hit with its time information can be taken into account, but to reduce the amount
of noise hits, only hits, which are belonging to reconstructed tracks are taken into
account for the calculation of the drift velocity. These hits with their reconstructed



122 CHAPTER 7. DRIFT VELOCITY MEASUREMENTS IN A TPC

time slices [80 ns]
0 20 40 60 80 100 120

N
u

m
b

er
 o

f 
H

it
s

0

200

400

600

800

1000

1200

1400

1600

1800

 t∆

 95:5:22/CO4TDR-Gas Ar/CH
 186.5 V/cm≈Electric Field 

Data Points in z

(a) Determination of ∆ t at an effective electric field
of 186.5 V/cm

Electric Field [V/cm]

µ
D

rif
t V

el
oc

ity
 in

 [c
m

/
s]

(b) six hypothesis of gas mixtures
with different values of water con-
tent

Figure 7.4: shows the principle of measuring ∆ t and the different hypothesis
of MAGBOLTZ 7, the drift velocity is compared to.

time information are filled in a histogram. In fig. 7.4(a) one can see the time
information with the counted number of hits. From the derived time difference
∆t of the two peaks and the measured distance between the two quartz windows
one can easily derive the drift velocity. The expected statistical uncertainty of the
mean value of a single peak is the width of the distribution σ divided by

√
N .

This means the uncertainty of the time measurement is
√

( σ1√
N1

)2 + ( σ2√
N2

)2/∆t

. With ∆t, which is in the range of about 100 timebins, dependent on the drift
field and the uncertainty of the mean value, which is about 0.1 timebins, the total
statistical uncertainty is below 1h. To estimate the systematic uncertainty, which
is determined by alignment errors and the external measurement of the distance
between the quartz windows, an uncertainty of 1 % is assumed. An estimate
for the systematic uncertainty is given in the Appendix of [92]. The calculated
drift velocity vdrift(E) is depending on the electric field. With the scan of the
electric field between 14 and 22 kV one get nine electric field configurations, which
allows an approximation to a gas mixture with a specific content of water. Various
curves of gas mixture with different water contents are plotted in Figure 7.4(b).
The strong decrease of the drift velocity at the same electrical field with increasing
water content is clearly visible. The characteristic behavior of the curve is retained.
It starts with an almost linear increase of the drift velocity due to the electric field.
At higher electric fields a plateau is reached. With nine electric field configurations
ranging from 120 to 210 V/cm it is possible to test, which water content hypothesis
fits best to the MAGBOLTZ calculation.
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7.2.1 The Effective Electric Field

To include all gas parameters in the calibration of the drift velocity an effective
field strength Eeff has been derived. This field strength is given by:

~Eeff = ~E · p0

p
· T
T0

⇒ ~vDrift = µ~Eeff (7.5)

and can be derived from Equation 2.19. Here the parameters p0 = 1 bar and T0

= 293 Kelvin denote the pressure and temperature value used for MAGBOLTZ.
The values p and T denote the measured pressure and temperature value of the
slow control system. If pressure and temperature of the system changes, also
the average time between two collisions of the charged particles with the gas
molecules is affected.
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Figure 7.5: shows the course of temperature in the chamber and in the labora-
tory. It is visible, that the temperature of the chamber follows the temperature
of the laboratory very accurate.

Both effects can be monitored by the slow control system, but only the pressure
measurement was directly measured inside the chamber. The temperature was
monitored only in the laboratory to included it in the calibration of the effective
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Fig. Water Content flow pressure temperature
Slow Control [ppm] [l/h] [mbar] [o]

7.6(a) 300 24 1018.2 23.0
7.6(b) 500 18 999.2 22.5
7.6(c) 800 9 1025.3 22.0
7.6(d) 1200 4.8 1020.0 22.0

Table 7.1: The water set of measured water content values.

electric field ~Eeff . From a study carried out from the TPC group of the RWTH
Aachen it seems reliable to assume chamber and laboratory temperature as equal.
In Figure 7.5 it is shown that the temparature of the chamber follows precisely
the temperature of the laboratory. Therefore only the laboratory temperature was
monitored by the slow control system.

7.3 Measurement compared with MAG-

BOLTZ 7 and 9

Four different gas flows were investigated, which correspond to four different
water content. The parameters are given in Table 7.1. The anti-correleation
between water content and drift velocity is clearly visible. The measured drift
velocities were compared with two versions of MAGBOLTZ. The difference
from MAGBOLTZ version 7 to 9 are improved calculations for cross-sections of
different gases and small contributions of other gas ingredients. In Figure 7.6 the
four water content hypothesis are plotted. The x-axis denotes the cathode voltage
of 14 kv to 22 kV, y-axis denotes the drift velocity.

In Figure 7.6(a) the water content measurement of 300 ppm is illustrated.
Both MAGBOLTZ versions fit fairly well to the measured values. This is also
shown in Figure 7.7(a). Here the calculated values are subtracted from the
measured ones. The deviation of the mean values stay below 1 % for both
MAGBOLTZ versions.
In Figure 7.6(b) the next measurement point with a water content 500 ppm is
plotted. Here a small shift appears for the MAGBOLTZ 7 versions compared to
the measured values, which becomes clearly visible for Udrift above 18 kV. For
this drift fields the deviation of the mean values rises significantly above 1 %,
which becomes visible in Figure 7.7(b). The calculated values for MAGBOLTZ
9 do not show such a tendency. Here the deviation of the mean value stays
significantly below 1 % (see Figure 7.7(b)).
This tendency gets more significant for a water content of 800 ppm (see Figure
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(c) water content of 800 ppm
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Figure 7.6: The measured drift velocity is compared with calculations of MAG-
BOLTZ version 7 and 9.

7.6(b)). Also here the deviation between measured drift velocity and and the
values calculated for MAGBOLTZ 7 increases for an increase of the drift field.
It becomes clearly visible in Figure 7.7(c). The deviation of the mean values
between data and MAGBOLTZ 7 calculations are of about 2 % at 20 kV for.
Also for this high water content added to the gas mixture MAGBOLTZ 9 can
describe the data very good. Comparing the values for the same electric fields,
the prediction of MAGBOLTZ 9 stays still below 1 %.
For the measurement point with the highest water content of 1200 ppm also
the discrepancy between MAGBOLTZ version 7 and 9 becomes maximal. In
the Figures 7.6(d) and7.7(d) one can clearly notify the big discrepancy between
measured drift velocities and the values of MAGBOLTZ 7, which increases
dramaticaly with the drift field. For MAGBOLTZ 9 the deviation stays always
below 2 % and has a constant shift to the mean value of the measurement. It
might be, that due to the low flow of 4.8 l/h, which was the lower limit of the
steerable gas flow meter, also the accuracy suffered from this limitation at this
specific measurement point.
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25. October, Water Content 300 ppm (SCS), pressure 1018.2 mbar, 23 o

UDrift vDrift vDrift vDrift Deviation Deviation Deviation
of GF9 of GF7 of GF7

Meas. GF9 GF7 to Meas. to Meas. to GF9
in in in in in in in in in
kV cm/µs cm/µs cm/µs % cm/µs % cm/µs %
22 4.38 4.37 4.35 -0.35 -0.02 -0.72 -0.03 -0.37
21 4.29 4.30 4.30 0.04 0.00 0.02 0.00 -0.02
20 4.22 4.20 4.22 -0.28 -0.01 0.03 0.00 0.31
19 4.11 4.09 4.11 -0.41 -0.02 -0.09 0.00 0.32
18 3.97 3.96 3.97 -0.34 -0.01 -0.13 -0.01 0.21
17 3.82 3.80 3.81 -0.36 -0.01 -0.09 0.00 0.28
16 3.63 3.62 3.64 -0.29 -0.01 0.17 0.01 0.46
15 3.44 3.41 3.43 -0.73 -0.03 -0.12 0.00 0.61
14 3.21 3.18 3.20 -0.71 -0.02 -0.04 0.00 0.67

Table 7.2: The measured and simulated drift velocities and the deviations for
the 300 pm water content

31. October, Water Content 500 ppm (SCS), pressure 999.2 mbar, 22.5 o

UDrift vDrift vDrift vDrift Deviation Deviation Deviation
of GF9 of GF7 of GF7

Meas. GF9 GF7 to Meas. to Meas. to GF9
in in in in in in in in in
kV cm/µs cm/µs cm/µs % cm/µs % cm/µs %
22 4.35 4.36 4.30 0.19 0.01 -1.12 -0.05 -1.31
21 4.29 4.28 4.23 -0.08 0.00 -1.43 -0.06 -1.35
20 4.19 4.19 4.13 -0.18 -0.01 -1.56 -0.07 -1.38
19 4.08 4.07 4.02 -0.24 -0.01 -1.57 -0.06 -1.34
18 3.94 3.93 3.89 -0.18 -0.01 -1.34 -0.05 -1.16
17 3.77 3.77 3.74 -0.06 0.00 -0.98 -0.04 -0.91
16 3.60 3.58 3.56 -0.51 -0.02 -1.15 -0.04 -0.65
15 3.39 3.37 3.35 -0.52 -0.02 -1.03 -0.03 -0.51
14 3.15 3.13 3.12 -0.49 -0.02 -0.88 -0.03 -0.39

Table 7.3: The measured and simulated drift velocities and the deviations for
the 500 pm water content
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16. October, Water Content 800 ppm (SCS), pressure 1025.3 mbar, 22 o

UDrift vDrift vDrift vDrift Deviation Deviation Deviation
of GF9 of GF7 of GF7

Meas. GF9 GF7 to Meas. to Meas. to GF9
in in in in in in in in in
kV cm/µs cm/µs cm/µs % cm/µs % cm/µs %
22 4.28 4.26 4.16 -0.43 -0.02 -2.76 -0.12 -2.34
21 4.19 4.16 4.07 -0.65 -0.03 -2.74 -0.11 -2.10
20 4.06 4.04 3.97 -0.34 -0.01 -2.15 -0.09 -1.81
19 3.92 3.91 3.84 -0.27 -0.01 -1.87 -0.07 -1.60
18 3.76 3.75 3.69 -0.37 -0.01 -1.74 -0.07 -1.38
17 3.59 3.56 3.52 -0.76 -0.03 -1.95 -0.07 -1.21
16 3.38 3.36 3.33 -0.66 -0.02 -1.63 -0.06 -0.97
15 3.16 3.14 3.12 -0.81 -0.03 -1.23 -0.04 -0.42
14 2.92 2.89 2.90 -1.12 -0.03 -0.92 -0.03 0.20

Table 7.4: The measured and simulated drift velocities and the deviations for
the 800 pm water content

27. November, Water Content 1200 ppm (SCS), pressure 1020.0 mbar, 22 o

UDrift vDrift vDrift vDrift Deviation Deviation Deviation
of GF9 of GF7 of GF7

Meas. GF9 GF7 to Meas. to Meas. to GF9
in in in in in in in in in
kV cm/µs cm/µs cm/µs % cm/µs % cm/µs %
22 4.10 4.17 3.98 1.70 0.07 -3.05 -0.13 -4.67
21 4.00 4.06 3.88 1.55 0.06 -2.99 -0.12 -4.47
20 3.85 3.93 3.76 1.88 0.07 -2.44 -0.09 -4.24
19 3.71 3.77 3.62 1.77 0.07 -2.37 -0.09 -4.08
18 3.54 3.60 3.46 1.73 0.06 -2.22 -0.08 -3.88
17 3.33 3.40 3.29 2.07 0.07 -1.46 -0.05 -3.45
16 3.14 3.19 3.10 1.62 0.05 -1.34 -0.04 -2.92
15 2.91 2.96 2.88 1.57 0.05 -0.86 -0.03 -2.40
14 2.67 2.71 2.66 1.47 0.04 -0.32 -0.01 -1.77

Table 7.5: The measured and simulated drift velocities and the deviations for
the 1200 pm water content
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Figure 7.7: The deviations of the measured to the calculated drift velocity for
MAGBOLTZ version 7 and 9

7.4 Conclusion of the Drift Velocity Mea-

surements

The measurments clearly demonstrated the strong limitation of the older
MAGBOLTZ version 7, if concentrations of water higher than 500 ppm have to
be added to the gas. To further improve the accuracy of the methods effects
as attachment of water on the surface of the TPC or the storage of water in
hydrophil materials had to be quantified. Such effects could be approximated
more accurate, if a second water measurement device would be installed at
the outlet of the TPC. This would quantify the difference between ingoing and
outgoing water content. However the very good agreement of the comparison of
measured drift velocities to the calculated values of MAGBOLTZ 9 is promising
to finally determine drift velocities with an accuracy better than 1 % for water
contens below 800 ppm.
It was shown that both an UV Laser and a slow control system are both
appropriate tools to calibrate the drift velocity of a TPC. The study showed, that
both methods are in agreement of about 1 % up to a water content of 800 ppm.
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Both methods can be used as complementary methods to calibrate drift velocity.
An easy cross-check of both methods is possible. This measurement increased
significantly the reliability and the understanding of potential error sources of our
TPC prototypes especially during the installation phases.
It also demonstrates the enormous importance to have a control system for
the drift velocity, which is an absolutely mandatory parameter for all precision
measurements with a TPC.
A nice feature of the UV laser was, that it is in principle easy applicable to a
TPC if the accessibility is guaranteed. In our case the usage of simple optical
devices as mirrors, lenses and beamsplitters was sufficient to achieve these first
results. The whole method wass fast as one measurement needs only about one
hour of data taking. With a faster electronic the drift velocity might be derived
much faster. With readout speed of modern electronic this measurement could
be done in minutes. The method is only limited by systematic not by statistical
uncertainties, which is one of the main advantages of a laser system. Of course
the operation of a laser system in a full detector would be questioned in terms of
the accesibility.

The measurement of the drift velocity is not the only parameter, which can be
derived from an UV laser system. It should be also possible to calibrate the elec-
tronic with such a system. It could also help to identify electric and magnetic field
distortions. Espeially the magnetic field distortions should be easily detectable as
a laser track would not be bended by the magnetic field. The laser could be an
important calibration tool, especially in regard of a small magnetic field, which
is needed in case of detectors of the ILC, which have to cope with large crossing
angles.



Chapter 8

Performance Studies for the
Simulation

The performance of the simulation discussed in Section 6.5 was investigated for
the proposed reconstruction methods with single laser tracks. The reconsrtruction
methods for single laser tracks do not suffer from limitations of the correct charge
reconstruction in case of an other nearby track. All parameters, which are of
importance to draw conclusions for the two track laser case are investigated. This
concerns especially the φ angle, which denotes the angle in the xy-plane, the
intercept, which denotes the reconstructed track position at y = 0 and the point
resolution derived by the geometric mean method 6.4.1. The limitations of laser
tracks, which are located on a fixed position on the pads and are therefore affected
by the pad size, can be studied more easily for single laser track case. It is crucial
for the following investigation of the two-track studies to know these systematic
limitations of single tracks and take them into consideration for the interpretation
of the results.
The performance of the two proposed reconstruction methods was investigated on
the simulation level. As the input parameters of the simulation are known, the
input and reconstructed values can be compared.
To demonstrate that the results of the Big TPC are transferable to the Medi TPC
a comparison between these two detectors is done using cosmic particles.

8.1 Single Laser Track Studies

The data sample used for single laser tracks was taken during a measurement
series in April 2005 with the Big TPC, whose parameters were given in Table 4.1.
The laser entered the TPC at the second quartz window, but was not aligned to
leave the TPC on the opposite side. Therefore the φ and θ angle are inclined.
The components, for example the beam telescope of the setup were the same as
the one presented in Figure 5.15 for the laser drift velocity measurement with the

130
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Parameters of single laser track data sample
Number of GEMs 2
Transfer Field 1350 V/cm
Induction Field 2670 V/cm
GEM 1 398.6 V
GEM 2 381.3 V
Pad Size 7×7 mm2

Number of events ∼ 2000

Table 8.1: The table shows the parameters, that are different between the
Big-TPC and the Medi-TPC.

difference, that only the laser beam, which enters the second quartz window was
used. The parameters of the Big TPC used for this data sample can be found in
Table 8.1.

In Figure 8.1 the hit charge, the pulse charge and the maximal hit charge
as defined in Table 6.1 are illustrated for the data and simulation sample. Both
the mean value and the RMS of the hit charge distributions show an acceptable
agreement (see Table 8.2). This is also valid for the pulse charge and the maximal
hit charge distribution. It demonstrates, that the charge distributions on the pads
can be modeled by the simulation.

Figures 8.2 and 8.3 show the reconstructed φ and intercept distributions. Both
distributions agree for the mean value and the RMS for both reconstruction meth-
ods between data and simulation. The mean values and the RMS of the distri-
butions can be found in Table 8.2. The Global Fit method reconstructs φ and
intercept of the simulation sample closer to the true values as the Chi-Squared
method. To investigate if this behavior depends on a specific set of parameters
or is a general behavior, both methods are compared for three intercept and five
different φ angles. The results are shown in the following section 8.1.1.

Figure 8.4 shows the number of active pads in a specific row averaged over
the hits of the whole sample. The number of pulses for each row are illustrated
for data and simulation samples. The hits of the first four rows of data and
simulation consists mainly of two active pads per hit. The mean value for the
number pulses in these rows are consistent for data and simulation samples. The
next four pad rows show a different behavior. The amount of hits, which consists
of only one pad, are significantly higher in the data than in the simulation. The
inclination of the track in the xy plane, given by the φ angle, leads over the length
of the pad plane of 56 mm to a shift of about 2.4 mm, if assuming a φ angle of
2.5 ◦. This shift is sufficient to position the charge in a row on only one pad.
Several reasons could be responsible for the difference of average number of active
pads per row. It could be possible, that the diffusion and defocusing coefficient
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Figure 8.1: The figure illustrates the hit charge, the pulse charge and the max-
imal charge per hit for data and simulation. The simulation can describe the
hit, pulse and maximal hit charge in mean value and RMS in good agreement
with the data.
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Figure 8.2: The figures show the reconstructed φ angle for both reconstruction
methods and. Data and simulation agree within a margin of 4 % for the mean
values of both reconstructions.
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Figure 8.3: The figures show the reconstructed intercept for both reconstruc-
tion methods and. Data and simulation agree within a margin of below 0.5
% for the mean values of both reconstructions.
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Figure 8.4: The figure shows the number of active pads in each row for the
data and simulation sample. A difference between both samples can be ob-
served in the last two rows, where the data sample shows a significant higher
number of one pulse hits than the simulation.
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are overestimated. Both parameters were taken from MAGBOLTZ 7 calculations,
which are changed in the newer version 9 by about 10 to 15 %. Another effect
could be laser intensity fluctuations, as the laser intensity enters quadratically
in the primary charge production (see. Equation 2.27). The laser intensity
fluctuations were estimated in the simulation by a correction parameter of ± 10
%. Measurement of the beam profile in future measurements will provide a more
profound knowledge of the intensity fluctuations of the laser [93]. In combination
with a fixed threshold these fluctuations are responsible for the increase of one
and three pulse hits, which can be observed in the data (see Figure 8.5).
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Figure 8.5: The figure demonstrates the influence of the charge in regard
of the number of pulses, that are found in a hit. In Figure (a) to (c) the
maximum of the Gaussian distribution is varied from 15 to 30 counts. The
threshold is set to 2.5. Due to the variation of the maximal charge 1, 2 or 3
active pads can be found.

An effect, which was not included in the simulation was the changes of drift
velocity caused by water, which can also alter the diffusion. This effect can be
neglected as a variation of the drift velocity of 4.2 cm/µs by about 5 % would
lead at a distance of about 30 cm to variation of diffusion by 63 µm. Compared
to the total width of the charged cloud of 2.5 mm. This effect is negligible.

In Figure 8.6 the point resolution is plotted for each row. The filled dots show
the result for the measurement, the unfilled dots the results for simulation. The
triangles represent the theoretical limit, which can be calculated by the width
of the charged cloud after diffusion divided by the number of primary electrons
reaching the gas amplification stage. This gives the statistical uncertainty to the
mean value of the true track position, which is the point resolution.
Several effects degrade the point resolution. Losses of primary electrons reaching
the amplification stage will significantly degrade the point resolution. Losses
of primary electrons can come from attachment by gas impurities (for example
oxygen), as well as from electrons, which can not be forced into the GEM holes.
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(b) Global Fit Method (GFM)

Figure 8.6: The Figure illustrates the point resolution of data and simulation
for both reconstruction methods. The blue filled dots represent the results
for data the blue unfilled dots the simulation and the purple triangles the
theoretical possible point resolution.
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The transfer and induction fields between the GEMs, the defocusing, broadens
the width of the signal and can therefore add an uncertainty to the determination
of the mean value of the track position.
A real detector has a finite number of pads with a specific size. Therefore the
charge is sometimes distributed over few pads, which limits the accuracy to
find the true position by center of gravity. The difficulties determining the true
position are described in Section 6.2.
All these effects are responsible for a degradation of the theoretical possible
point resolution. Two methods for the reconstruction of the point resolution are
used. In Figure 8.6(a) the point resolution of measured and simulated tracks is
illustrated for the Chi-Squared method, in Figure 8.6(b) the point resolution is
illustrated for the Global Fit method. The point resolution reconstructed with
the Chi-Squared method for all rows is resdata = 423.3 ± 3.6 µm and ressimu =
471.3 ± 4.8 µm. Data and simulation show similar characteristics for row 1 to 8.
For both data and simulation the point resolution improves for increasing rows.
Both curves show a strong degradation of the point resolution in the last row
coming from a corresponding increase of single pulse hits in the last row. For
the single pulse hits the hit position is located in the center of the pad, which
pulls the track to this position. As this single pulse hits occur on the last row
the lever arm to the track is maximal. The difference in the size of this effect is
consistent with higher number of single pulse hits in the data than in simulation.
The simulation has a worse resolution than the data. There is a difference of
about 50 µm for the total point resolution between data and simulation. As the
missing part of the point resolution has to be added quadratically, the missing
contribution can be calculated by

√

(471.3 µm)2 − (423.3 µm)2 = 207.2 µm.
This means an uncertainty of about 50 % deriving from the comparison of single
laser tracks for the Chi-Squared method can estimated.
For the Global Fit method a similar behavior for the point resolution of data and
simulation curves can be observed. Although the point resolution of data and
simulation are more converged a difference of resdata = 440.3 ± 3.6 µm and ressimu

= 479.8 ± 4.9 µm remains. The difference of about 40 µm corresponds to a missing
contribution of the resolution of

√

(479.8 µm)2 − (440.3 µm)2 = 190.6 µm. This
is an uncertainty of about 43 %.

Diminishing either the diffusion or defocusing coefficient in the order of
10-15 %, or both values at the same time did not significantly change the point
resolution. The point resolution of the simulation could only be reduced by values
of 10 µm. Neither the inclusion of an additional laser width of about 140 µm nor
the exclusion of laser intensity fluctuations, leads to a significant reduction of the
point resolution. None of these parameters could explain the difference in point
resolution.

One general limitation of the simulation was the treatment of GEM-
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amplification stage. The simulation scales the number of primary electrons arriv-
ing on a pad by a conversion factor, which translates the primary charge in FADC
counts. The implementation of the gas amplification stage was too primitive to
allow more detailed conclusions on the point resolution. A more sophisticated
simulation, which was especially developed to include a more realistic modeling of
the GEM gas amplification stage, might help to overcome this shortcomings in the
future [94].

To demonstrate the major impact of single pulse hits to degradation of the
resolution, the distribution for distances and residuals in each row are plottted.
In Figure 8.7 the data events are illustrated for the Chi-Squared method with and
without a cut on single pulse events. In the rows, where a significant number of
single pulse hits was observed also a second peak occurs. Applying a cut, which
removes the single pulse hits, a much more symmetric distribution around the zero
value for distance and residuals appears.
The same effect can be seen for the simulation, which is shown in Figure 8.8. As
a significant number of single pulse hits can only be observed in the last row, the
cut effects only the distributions of distances and residuals for this row.
As more rows of the data samples have contributions of single pulse hits than the
simulation the cut improves the point resolution also more significantly in case
of the data samples. For the Chi-Squared method the point resolution resdata =
398.6 ± 3.4 µm and ressimu = 460.0 ± 4.7 µm, for the Global Fit method resdata

= 416.4 ± 3.5 µm and ressimu = 467.1 ± 4.6 µm.
In the following the Chi-Squared and Global Fit method are compared on simula-
tion level to investigate the performance of reconstructing basic track parameters.

8.1.1 Comparison Chi-Squared and Global Fit Method

To study the performance of both reconstruction methods, the simulation was
used to produce 5 different φ angles for 3 different intercepts. Both reconstruction
methods were applied to compare the reconstructed with the true input values.
All other parameters such as number of primary electrons, diffusion and defocus-
ing coefficient were kept constant. The three intercepts were chosen such that
different charge sharing patterns were realized on the pads. The values for the
intercept B1 are 19, 22.5, and 24.5 mm. If the values were divided by the width
of the pad of 7 mm one gets a remainder of 5, 1.5 and 3.5 mm on a single pad
(see Figure 8.9). With a σ of the charge cloud of about 2.5 mm, one expects for
the ratio of σ charge cloud to pad width a signal, which is located on average on
at least 2 pads (see Figure 6.4(b)).

In Figure 8.10 the number of pulses for each row is illustrated for the three
intercepts. The distributions shows a φ angle of 2.0◦. The same pad effects as
mentioned in the previous section can be observed in the Figures 8.10(a) and
8.10(c). Here some of the rows show strong fluctuations between one and two
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(b) with cut on single pulses

Figure 8.7: Distributions for distances and residuals in each row. The data
events were reconstructed with the Chi-Squared method. A clear improvement
of the distributions for the last three rows can be observed, if applying a cut,
which withdraws the single pulse hits. Thess rows had a significant number
of single pulse hits.
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Figure 8.8: Distributions for distances and residuals in each row. The simu-
lation events were reconstructed with the Chi-Squared method. An improve-
ment of the distributions for the last row can be observed, if applying a cut,
which withdraws the single pulse hits. This row had a significant number of
single pulse hits.
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Parameter Data Simulation Dev. of the Mean
(Sim./Data) [%]

Charge of the Hits 423.5 ± 87.69 423.8 ± 89.81 0.07
[FADC-counts]
Charge of the Pulses 144.0 ± 122.6 141.8 ± 127.4 1.50
[FADC-counts]
Maximal Charge of Hits 85.0 ± 20.22 82.1 ± 21.83 3.34
[FADC-counts]
Phi reconstructed -2.09 ± 0.577 -2.17 ± 0.624 3.8
(Chi-Squared) [◦]
Phi reconstructed -2.32 ± 0.666 -2.25 ± 0.661 3.0
(GFM) [◦]
Input parameter of -2.5
the Simulation [◦]
Intercept reconstructed 20.66 ± 0.318 20.63 ± 0.392 0.1
(Chi-Squared) [mm]
Intercept reconstructed 20.74 ± 0.324 20.67 ± 0.384 0.3
(GFM) [mm]
Input parameter of 20.74
the Simulation [mm]

Point Resolution 423.3 ± 3.6 471.3 ± 4.8 11.3
(Chi-Squared) [µm]
Point Resolution 440.3 ± 3.8 479.8 ± 4.9 9.0
(GFM) [µm]
Point Resolution 398.6 ± 3.4 460.0 ± 4.7 15.4
(Chi-Squared) [µm] (with cut)
Point Resolution 416.4 ± 3.5 467.1 ± 4.6 12.2
(GFM) [µm] (with cut)

Table 8.2: The table summarizes the important parameters for both data and
simulation samples with the corresponding deviations of the mean value.
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R = 5 mm

R = 1.5 mm

R = 3.5 mm

Figure 8.9: The figure shows the three intercepts. The value R is the dis-
tance between the beginning of a pad and the the laser. The three intercepts
were used to investigate the Chi-Squared and Global Fit method for the same
σdiff./def.. The intercepts were chosen such that three different charge sharing
patters were realized on the pads.
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Figure 8.10: The figure shows the number of pulses per pad for the three
intercepts for a φ-angle of 2.0 ◦. Due to the track inclination the mean value
of the charge is moving, causing a significant change of the number of pulses
per row.
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Figure 8.11: The figure shows the reconstructed versus the input φ angle for
the three intercepts. The general outcome of the comparison shows, that the
GFM reconstructs for all three settings the φ angle closer to the input value
than the Chi-Squared method.
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Figure 8.12: The figure shows the reconstructed versus the input value for the
intercept of the five φ angles. The results are consistent with Figure 8.11,
where the GFM reconstructs this parameter closer to its input value.
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Figure 8.13: The point resolution of the three investigated intercepts are plot-
ted for the five different input angle of φ. Despite the obvious advantage of
the GFM in reconstructing the basic input parameters, deviation of the point
resolution for both reconstruction methods is rather exceptional.
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pulses per row, which is changing significantly due to the inclination of the φ angle
along the y-axis. In Figure 8.10(b) where the inclined track starts almost in the
center between two pads the one and three pulse hits vanish. This had a strong
impact to the reconstruction of the parameters as the φ angle and intercept. In
Figure 8.10(a) the pulses per row for an intercept of 19 mm are plotted, which
leads to a remainder of 5 mm. The track inclination moves the mean value of
the charge to the center of the pad. The consequence is a significant rise in the
number of one pulse hits, which leads to limitations on the reconstruction of
track parameters. Figure 8.10(b) shows the pulses per row for an intercept of
22.5 mm and a remainder of 1.5 mm. The track inclination moves the mean
value of the charge between two pads. Here always two pulses per row can
be reconstructed. Due to the complete absence of one pulse hits a good track
parameter reconstruction is expected. In Figure 8.10(c) an intercept of 22.5 mm
and a remainder of 3.5 mm. The track inclination moves the mean value of the
charge from the center of the pad to its edge. Therefore the first rows show a
significant contribution of one pulse hits. This contribution is reduced to zero for
the last rows.

In the Figure 8.11 and 8.12 the φ angle and the intercept are reconstructed for
three different intercepts and five different φ angles. As expected from the number
of pulse distribution of each row the reconstruction of the track parameters for
intercept = 22.5 mm are closest to the input parameters. For the intercepts =
19.0 and 24.5 mm, where a significant fraction of single pulse hits occur, the
reconstructed values differ for both methods from the input values. However the
Global Fit method has advantages in the reconstruction of these two globally
reconstructed parameters. Even for the case of large contribution of single pulse
hits the values for φ and the intercept reconstructed with the GFM are much
closer to the input values than the ones reconstructed with the Chi-Squared
method. Therefore the GFM seems for that specific case more appropriate to
reconstruct these key parameters.

In Figure 8.13 the point resolution for all settings are plotted. Figure 8.13(b)
shows the the point resolution for intercept = 22.5 mm. Here the point resolutions
for both methods are in good agreement within their statistic uncertainties. The
intercepts of 19.0 and 24.5 mm can not contain this good agreement for all φ
angles. Nevertheless strong deviations between the two reconstruction methods
concerning the point resolution seems to be the exception.

Two things should be kept in mind. First the basic production mechanism, is
not the production mechanism of MIPs, which follow the Landau statistic, but of
laser tracks, which follow the Gauss statistic. So the transferability to minimal
ionizing particles (MIPs) might suffer from this difference in charge production.
Figure 8.14 shows the hit charge distribution of the laser sample, which has already
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Figure 8.14: The figure illustrates the difference in charge production between
a laser and cosmic particles.

been shown in Figure 8.1(a). This distribution fits perfectly to a Gaussian distri-
bution. The hit charge distribution of cosmic particles measured with the Medi
TPC at 3 T is shown in 8.14(b). The distribution fits to a Landau distribution.
The difference in the charge production processes for both distributions is clearly
demonstrated.
The simulation suffers from shortcomings as mentioned in the previous section.
An agreement of data and simulation can not be achieved with regard of the point
resolution neither with the Chi-Squared nor with the Global Fit method. This
limitations have to be taken into account in the chapter about the track separa-
tion.

8.2 Transferability of the Results

The results of the single laser tracks using the Big TPC were compared to
the Medi TPC to demonstrate, that both detectors are dealing with similar
systematic limitations of the reconstruction. As laser tracks were not available
for both detectors, the comparison was done with cosmic particles. 0 T data of
the Big TPC were compared with 3 Tesla data of the Medi TPC. The reason for
an comparison between these two settings was, that the ratio between the width
of the charge cloud and the pad size should should be most comparable for these
two settings. The design parameters of the Medi TPC are given in Table 4.1.
The result of this comparison for both detectors is illustrated in Figure 8.15, where
the ratio of the charge cloud to pad width is plotted versus drift length. Despite
all the differences between the two detectors Figure 8.15 shows an acceptable
agreement between the mean number of hits. The blue points represent the values
for the Big TPC in dependency of the drift length, the red points the values of
the same drift length for the Medi TPC. Both curves show a significant difference
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width for drift length of 50 cm. The decrease of the hit width of the Medi
TPC is caused by the trigger geometry.
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(a) Result for the Big TPC

(b) Result for the Medi TPC

Figure 8.16: The figure shows the fraction of single, double and triple pulse
hits for the Big and Medi TPC. The significant fraction is the number of sin-
gle pulse hits, which is the main limitation of reconstruction. Both detectors
show a fairly comparable number of double pulse hits, but a fairly different
number of single pulse hits.
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in dependency of the drift length. The values of the Big TPC rise constantly
with drift length, which refers to the increase in diffusion at 0 T. For the Medi
TPC this increase of the mean hit width can not be observed with increasing
drift distance. The drop of the values at a drift length of 50 cm corresponds
to the trigger geometry, which were not set properly during the measurement
series as the main focus of the measurement were laid on the laser studies. This
demonstrates, that at 3 T the mean hit width is limited by pad size and not by
diffusion for the first 50 cm of drift.
The region, which is of interest for the laser studies of this and the following
chapter, is between 15 and 30 cm. For this region the mean hit width of both
detectors differs in the order of 5 to 10 %, which seems an acceptable agreement
for two detector with the mentioned differences. To investigate the composition
of the mean hit width the fraction of single, double and triple pulses per hit is
plotted in dependency of the drift length in Figure 8.16. Figure 8.16(a) shows the
composition of pulses for the Big TPC, Figure 8.16(b) the composition of pulses
for the Medi TPC. The samples show a comparable fraction of 55 % for double
pulse hits in the region of interest between 15 and 30 cm, but the number of single
and triple pulse hits are significantly different for both detectors. The fraction of
single pulse hits, which are the main limitation for the reconstruction is 22.5 %
to 18 % for the Big TPC and is about 30 % for the Medi TPC.

This means the results of the single laser tracks for the Big TPC with a
magnetic field of 0 T should be comparable to the Medi TPC layout at 3 T.
However the limitations in reconstruction should be far more significant for the
Medi TPC. The differences of both detectors are consistent with the expectations
of the diffusion and defocusing coefficients. The Big TPC show a characteristic
rise due to diffusion, which leads to a decrease of the one pad hits and an increase
of the triple pad hits, with increasing drift length. For the Medi TPC, which is
limited not by diffusion, but pad size, the values for single, double and triple pad
hits stay constant, except for the first 10 cm.



Chapter 9

Two Track Separation Studies
for a TPC

In this chapter the results of the track separation studies are presented. First a
motivation for the study is given followed by a description of the data and the
corresponding simulation samples. Afterwards the performance of both samples is
tested by comparing some key parameters. The x separation performance is tested
for the conventional Chi Squared and the Global Fit Method. Both are described
in Chapter 6 in Sections 6.4.2 and 6.4.3. One has to distinguish here between
separation performance of the total track on the one hand and the separation
performance of the hits on the other hand. As the fixed position of the laser has a
big influence to the performance of the separation, the influence of this systematic
effect to the reconstruction has been investigated with the simulation tool.

9.1 Motivation

To achieve the required momentum resolution for the whole tracking system, the
TPC needs a precision of:

(

σpT

p2
T

)

TPC

= 1.5 × 10−4GeV −1 (9.1)

The momentum resolution of a TPC is related to the point resolution by the
Gluckstern formula [43] which has already been described in equation 2.21. The

formula is repeated here as a short reminder
(

σpT

p2
T

)

TPC
=

σrφ(B)

0.3L2B

√

720
N+4 , where

σrφ(B) denotes the point resolution, L the length of the lever arm, B the magnetic
field and N the number of measurement points, which is maximal 200 pad rows. As
mentioned in the introduction, this work is not based on the current pad size used
for the LDC, but the previous detector layout of the TESLA detector. Therefore
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Drift distance 10 cm 200 cm
rφ point resolution 70 µm 190 µm
z point resolution 0.6 mm 1 mm
double hit resolution in rφ < 2.3 mm
double hit resolution in z < 10 mm

Table 9.1: Resolution requirements given for a TPC in the TDR concept [42]

the requirements for the point resolution and the double hit separation for the
TESLA detector are given in Table 9.1.

During the phase of TPC Research and Development, which can be done
with small prototypes, the point resolution has been studied very extensively
by several groups in the Linear Collider TPC community. This work will
concentrate on the question if the observed results are also valid for multi
track environment in the TPC. Considering equation 2.21 it is important to
ask if the assumptions for σrφ(B) or N can be maintained in cases of nearby tracks.

A physical motivation for the need of the double hit resolution is given in [95].
Simulation studies show the influence of double hits in e+e− → dd̄ → X decays
for the TESLA detector design at a center of mass energy of 500 GeV. All multi
track events have been examined, if they contain hits below a longitudinal and
transverse limit for double hits. The longitudinal limimt was set to σlong. = 14
mm, the transverse limit σtrans. = 3.3 mm. The radius, where the hit of two nearby
tracks exceed this limit is added to a histogram. Figure 9.1 shows the distribution
of radii, which exceeds this limit. 8.8 % of the data sample (38011 tracks) were
affected by double hits. The number of tracks with non resolvable double hit
contributions drops significantly for larger radii of the TPC. The inner area of the
detector does not seem suitable for the track reconstruction. Above radii of 1 m
these double hits are almost negligible. This shows, that especially the hadronic
decay modes, which produces a multi track environment might suffer from non
resolvable double hits in the inner region of the TPC. It is therefore important to
verify the requirements of the TPC also in terms of double hit resolution.

Questions which follows this motivation and should be answered with the ex-
isting TPC prototypes:

• How does the hit and track efficiency alter for the presence of nearby tracks?

• How is the reconstruction affected in regions of small distances between the
tracks?

• How good can fundamental track parameters be reproduced with the used
reconstruction methods?
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Figure 9.1: The Figure shows the number of tracks for e+e− → dd̄ → X
decays, depending on the radii of nearby tracks, which do not suffer from non
resolvable double hits [95].

• Does the single point resolution of a track degrade in presence of a nearby
track?

• How can the results be transfered into a prediction for the momentum res-
olution?

• Can the needed TPC requirements be fulfilled in terms of double hit reso-
lution?

This work will start to answer these and related questions.

9.2 Influences on the Two Track Separation

In this section the parameters and effects, that have an influence on the two track
separation are enumerated. Taking these parameters and effects into account a
limit for the two hit resolution is estimated, which has to be validated for this work.

• The intrinsic two track resolution is limited by the width of the charged cloud
itself. The transverse and longitudinal diffusion together with the charge
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Figure 9.2: The plots (a) to (f) show the width of two charged clouds. With a
transverse diffusion coefficient of σt(3T) = 75 µm /

√
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= 0.375 mm. The distance between the mean value µ1 of the first Gaussian
to the mean value µ1 of the second Gaussian is plotted in units of σt(3T, 25
cm). The blue line shows the combined distribution for both Gaussians.
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broadening in the gas amplification system set the limit for the separation
of two nearby tracks. This means the two track resolution is also depending
on the drift length. See an example calculation in Figure 9.2.

• An other influence comes from the voxelsize of the detector. The two track
resolution in rφ is depending on the width of the pad. The two track resolu-
tion in z is depending on the product of drift velocity × sampling rate of the
electronics. It is obvious that the smaller this three dimensional channel size
is, the more accurate two nearby charge distributions can be distinguished.

• The next influence comes from the separation algorithms of the reconstruc-
tion software. The definition of the separation criteria set the limits to
distinguish two nearby tracks. If the algorithm is based on a simple row-
wise reconstruction of hits it will be less efficient than algorithms, which
take into account global information of the track.

• This study for track separation is done for small TPC prototypes with lim-
ited number of rows. In a large or full scale prototype the shortcomings due
to a limited number of rows vanishes.

High energetic particle decays usually have more than one projection plane,
which also limits the cases where the two track resolution of either rφ or z can
be used. The two-track resolution of z is highly depending on the used electronic
readout. For the Medi-TPC the electronic of the Aleph experiment was used,
which is not appropriate as it was optimized for induced signals. Therefore the
two track resolution in z is not investigated in this work. Only the two-track
resolution in rφ direction provides realistic results.
With the pad size of 2.2×6.2 mm2 used in the Medi-TPC and the separation
algorithms used in our reconstruction software, which needs at least one pad with
reduced charge between two maxima, a limit for the two hit resolution is expected
for a distance of two tracks, which is above 2 times the pad width = 4.4 mm.
With either smaller pad sizes or advanced separation algorithms, which take the
information of the global track into account, this limit might be exceeded to the
intrinsic limit given by the width of the charged cloud itself.

9.3 Data and Simulation Samples

With the setup described in chapter 5 in section 5.4.2 a measurement series was
taken between July and September 2006. All data samples were taken with the
same electric drift field and the same setting for the GEMs. Figure 9.3 shows
the distances between the two tracks, which have been calculated for the three
data samples according the propagation of the laser beam in the wedge prism. It
can be clearly seen that two measurement series starts to enter a regime, which
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Figure 9.3: The plot shows the three different settings, which were used in
this work. The distances between the two tracks were calculated according to
the propagation of a laser beam in the wedge prism (see section 5.2.2). The
uncertainties of ∆x derives from the uncertainties of the laser beam position
on the wedge prism. The dotted lines translate ∆x in units of pads.

should be separable. One measurement series has a significant limitation as most
of the pad rows have a ∆x, which is below two pads.

All settings have been measured for magnetic fields between 1 to 4 Tesla. As
described in Chapter 7 the drift velocity can be calibrated with the measurement
of the water content to a precision of about 1 %, if the water content is below 500
ppm. So the data samples could be used with the appropriate drift velocity 1.
The water content is an averaged value of the measuring period during that day.
The parameters for the data samples can be found in Table 9.2. Also the values
for θ are reconstructed values.

In Table 9.3 the parameters of the simulation samples are given, which should

1Only for the 3 and 4 Tesla data samples of setting 1 a problem occured due to high
water contents above 1000 ppm. In that case a gas bottle was running out during the
night and a new gas bottle was connected in the morning.
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Pad Geometry: Non-Staggered, 16 columns × 8 rows,
Pad Size: 2.2×6.2 mm2, Drift Field: 203 V/cm, UGEM,i 1/2/3: 315 V
Transfer Field: 1.5 kV/cm, Induction Field: 3.0 kV/cm
file-id Setting B-Field Wedge θ Drift water

Angle Velocity content
[T] [o] [o] [cm/µs] [ppm]

0025-01 1 1 0.5 68.24 4.285 361.48
0027-01 1 2 0.5 68.22 4.314 292.92
0028-01 1 3 0.5 67.62 3.883 1250.9
0029-01 1 4 0.5 66.34 3.883 1250.9

0033-01 2 1 0.5 64.54 4.285 361.48
0035-01 2 2 0.5 64.67 4.225 501.48
0036-01 2 3 0.5 64.78 4.244 459.09
0037-01 2 4 0.5 64.6 4.244 459.09

0041-01 3 1 0.35 65.12 4.27 397.78
0043-01 3 2 0.35 65.14 4.11 763.6
0044-01 3 3 0.35 65.44 4.243 459.45
0045-01 3 4 0.35 65.42 4.243 459.45

Table 9.2: The table shows the investigated data samples of three different
data points, which corresponds to three different distances between the tracks
shown in fig 9.3
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Pad Geometry: Non-Staggered, 16 columns × 8 rows,
Pad Size: 2.2×6.2 mm2, Drift Velocity: 4 cm/µs, z0: 0.0175 m
Number of events: 3000

file-id Setting PPS Position Angles Primary ratio
B-Field (x0, y0) (αoff , θ) Electrons I1/I2

[m] [o] [90e−/cm]
simu-wedge0.5 1 (0.0084, 0.058) (7.0, 67.5) 4.5 0.6

dist3-1T
simu-wedge0.5 1 (0.0084, 0.058) (7.0, 67.5) 4.5 0.6

dist3-2T
simu-wedge0.5 1 (0.0084, 0.058) (7.0, 67.5) 4.5 0.6

dist3-3T
simu-wedge0.5 1 (0.0084, 0.058) (7.0, 67.5) 2.25 0.6

dist3-4T

simu-wedge0.5 2 (0.008, 0.0575) (6.9, 64.) 3.5 0.6
dist2.5-1T

simu-wedge0.5 2 (0.008, 0.0575) (6.9, 64.) 3.5 0.6
dist2.5-2T

simu-wedge0.5 2 (0.008, 0.0575) (6.9, 64.) 3.5 0.6
dist2.5-3T

simu-wedge0.5 2 (0.008, 0.0575) (6.9, 64.) 2.0 0.6
dist2.5-4T

simu-wedge0.5 3 (0.0084, 0.063) (7.1, 65.5) 3.25 0.64
dist2.5-1T

simu-wedge0.5 3 (0.0084, 0.063) (7.1, 65.5) 3.25 0.64
dist2.5-2T

simu-wedge0.5 3 (0.0084, 0.063) (7.1, 65.5) 3.25 0.64
dist2.5-3T

simu-wedge0.5 3 (0.0084, 0.063) (7.1, 65.5) 2.0 0.64
dist2.5-4T

Table 9.3: The table shows the simulation parameters, which are used to
reproduce the data samples of table 9.2
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reproduce the corresponding data samples of table 9.2. The use of the simulation
is described in Chapter 6 in Section 6.5. The whole system can be described by
the 3-dimentional position of the Prism Positioning System (PPS) with the set of
parameters (x0, y0, z0). As the TPC has to be moved out of the magnet to set
a new position of the wedge, x0, y0 can be different within the size of the wedge.
The center of the wedge is given by x0 = 0.0082 m, y0 = 0.06 m and z0 = 0.0175
m. The wedge has a size of 8×8 mm2, which means that x0 and y0 can have a
possible inaccuracy of ± 4 mm measured from the center of the wedge. This can
be transformed in an uncertainty for the determination of the distance between
the two tracks of about ± 273 µm for setting 1, ± 240 µm for setting 2 and ±
170µm for setting 3. The position of z0 = 0.0175 is considered fix. The second set
of parameters are the offset angle in the xy plane αoff and θ the angle in the yz
plane. The third set of parameters is given by the primary electrons of the high
intense beam counted in units of 90 e−/cm and the ratio of the higher and lower
intense beam I1

I2
.

An anomaly concerning the laser intensity appears in the data samples of 4 Tesla.
The intensity of the laser was significantly reduced. As described in Table 9.2 the
GEM Voltage was kept constant for all magnetic field configurations, so that the
decrease of charge could not be explained by a change of the charge amplification
system. A hypothesis is that at the high magnetic field and the corresponding high
stray field an energy level of the laser was split, which reduces the laser intensity.
The reduced intensity at 4 Tesla was taken into account for the simulation.

9.4 Performance of Data and Simulation

Samples

Also for the case of two track events the variables of the data and simulation
samples have to be compared to investigate the performance of the simulation.
Table 9.4 shows the reconstructed values of data and simulation for the three
different settings together with the statistical uncertainty ≈ σ/

√
N and the width

of the distributions σ. As the laser produces identical tracks at the same position
the statistical uncertainty of the mean value becomes negligible. The size of the
samples is about 3000 events for data and simulation. To draw conclusions from
the reconstruction of parameters for single events, it is more appropriate to regard
the width of the distribution σ. All variables were compared at a magnetic field
of 3 T, which was chosen as reference field. The 4 Tesla sample, which would
naturally be the best choice due to the minimal diffusion, could not be used as a
reference due to the mentioned drop in intensity.
The first three variables are the Q1, the charge of the lower intense beam, Q2 the
charge of the higher intense beam and Q1/Q2 the ratio between both. The ratio
should represent the reflection and transmission behavior described in Section
5.2.2. The next variables are the Intercepts1/2 of the first and second track and
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the difference between both ∆ I. For the Chi-Squared method ∆ I is correlated
to the angle α, which denotes the angle between the two tracks. This will be
discussed in section 9.4.1. For α the reconstructed and the theoretically expected
values are shown. The angle θ denotes the angle in the yz-plane and αoff denotes
the angle offset in the xy-plane.
The reconstruction and comparison of the parameters for data and simulation
samples was more complicated in case of two track events than in the case of
single track events. The reason therefore was the production of two tracks at the
same time. The setup did not provide the possibility to switch on and off the
particular beam to study the properties of each one at a time. This limits the
conclusions one can make about the behavior of the two tracks.
At setting 1, where the distance between the two tracks is maximal almost all
variables show a deviation below 10 % and are in good agreement. Setting 2
the next closer setting especially the charge Q2 deviates and decreases the ratio
between the charges. In setting 3 the two tracks are moved so near together,
that all paramters, which require a distinction of the two tracks could not be
reconstructed at all. Here the biggest deviations between data and simulation
occurs, which limits the prediction capability of the simulation.

In Figure 9.4 the number of active pads is plotted. Figures 9.4(a), 9.4(c),
9.4(e) show the data samples of the three different settings and Figures 9.4(b),
9.4(d), 9.4(f). Generally the data samples have a broader distributed charged
cloud represented by a higher amount of active pads, especially at setting 1 (see
Figure 9.4(a) and 9.4(b)) and 2 (see Figure 9.4(c) and 9.4(d)). In the simulation
the number of active pads, which lay in between the charges of the two tracks
vanishes if the tracks proceed to a higher ∆x. For the data samples a larger
number of active pads is observed. A charge of such a pad is splitted and assigned
to both tracks. It is therefore counted twice as expected due to the separation
method introduced in section 6.2.2.
The larger number of active pads could be the result of several effects. One
influence could be the width of the laser, which is not implemented properly in
the simulation. As no beam profile measurement device was available during the
measurement, it was only possible to estimate the size of the laser spot. Also
crosstalk between neighboring pads and electronic noise can be a reason for the
charge broadening of the charged cloud. Especially the cross-talk is difficult to
implement in a simulation. Therefore this effect could not be investigated.
In setting 3 there were no inactive pads between the two tracks, neither in data
nor in simulation. A minimal laser width was included in the simulation, because
the tracks were so close together, that even small changes in the width of the
charged cloud becomes important. The width was approximated with

√
2 × 100

µm. The minimal waist was assumed as 100µm and the factor
√

2 comes from the
Rayleigh length zR, which is the propagation length the laser width has increased
by a the factor

√
2 (see 2.37). This setting was the most complicated to reproduce



9.4. PERFORMANCE OF DATA AND SIMULATION SAMPLES 163

Setting 1 Setting 2 Setting 3
Parameter Data Simu Dev. Data Simu Dev. Data Simu Dev.

[%] [%] [%]
Q1 [FADC] 1067.5 1064.3 0.3 859.4 814.4 1.9 - - -

± 5.81 ± 3.27 ± 1.49 ± 2.14
± 257. ± 189. ± 147. ± 142.

Q2 [FADC] 1780 1839.9 4.4 1853. 1326.6 39.7 - - -
± 5.80 ± 7.56 ± 3.36 ± 3.81
± 253. ± 350.4 ± 266. ± 311.

Q1/Q2 [%] 59.9 62.4 2.5 43.1 61.4 18.3 - - -
Intercept1 14.23 14.05 1.3 13.91 13.61 2.2 - - -

[mm] ± 0.002 ± 0.002 ± 0.002 ± 0.002
± 0.130 ± 0.094 ± 0.090 ± 0.090

Intercept2 17.92 17.95 0.2 16.9 17.04 0.82 - - -
[mm] ± 0.004 ± 0.001 ± 0.003 ± 0.003

± 0.230 ± 0.073 ± 0.168 ± 0.130
∆Intercept 3.69 3.82 3.4 2.99 3.42 12.57 2.56 1.42 80.3

[mm] ± 0.027 ± 0.016 ± 0.027 ± 0.012 ± 0.016 ± 0.016
± 0.236 ± 0.110 ± 0.190 ± 0.140 ± 0.780 ± 0.790

α [o] 1.656 1.54 7.8 1.73 1.52 13.82 1.65 2.04 19.1
± 0.008 ± 0.002 ± 0.006 ± 0.002 ± 0.010 ± 0.009
± 0.235 ± 0.098 ± 0.170 ± 0.140 ± 0.460 ± 0.780

α [o] (theo.) 1.5 1.5 1.5 1.5 1.05 1.05
αoff [o] 6.99 6.86 1.90 6.94 6.92 0.29 - - -

± 0.010 ± 0.005 ± 0.005 ± 0.006
± 0.530 ± 0.247 ± 0.300 ± 0.300

Table 9.4: The table shows the comparison of some key observables of data
and simulation at three different settings, but the same magnetic field of 3
T. From setting 1, which is the one with the biggest distance between the
two tracks to setting 3, which is the one with the tracks closest together the
deviations increase. In setting 3 only a limited number of values is recon-
structable. The reconstructed values are assigned first with the statistical
uncertainty ≈ σ/

√
N and the width of the distribution σ.
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Figure 9.4: In the figure the number of pulses per pad on the read out plane
for the reference field of 3 Tesla. From setting 1 to 3 the two tracks are
moving closer together. Due to the separation algorithm the charge on pads
between two maxima is assigned to both hits. Therefore an increase of pulses
between the two tracks can be observed. For the simulation these pulses are
significantly reduced. In setting 3 both data and simulation show no free pad
between the charges. In the simulation a laser width of about 140 µm is
included.
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by simulation. Small changes of the input parameters have strong effects on the
results and the whole system is very sensitive to small changes. As no additional
measurements of these parameters were available an acceptable set of parameters
were hard to find.
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Figure 9.5: Average charge deposition of setting 1 in the seventh row. The
x-axis denotes the pad numbers which starts from 1 and ends at 16. One can
observe a charge dsplacement between data and simulation, which occurs for
both tracks.

As mentioned before an individual study of the laser tracks for this setup
was not possible due to the simultaneous production of the two laser tracks.
However single rows in a specific setting can be investigated, if the hits of both
tracks can be clearly separated. In such a case one can be sure, that the hit
charges and therefore the positions of both hits are at least not influenced by
the reconstruction algorithm. In Figure 9.4 it is shown, that such a row is only
existing for measurement series 1. The first and last row of the pad geometry
would not be an appropriate choice, because both rows are suffering from
cross-talk of the shield, which is explained in Section 4.3.1. In Figure 9.5 the mean
value of the charge is plotted for each pad of this row. The first hit is located on
pad 8 and 9, the second hit on pad 10 and 11. The charge distribution of both
tracks in this row is displaced between data and simulation clusters. However
the charge displacement is shifted for both hits in the same direction. In Figure
9.6 the reconstructed hit positions are plotted. The values for the reconstructed
positions of the hits can be found in Table 9.5. It shows, that the absolute
position of both simulated hits is shifted by 300 µm. The ∆ xRow7 for both mean
values is 6.67 mm in case of the data and 6.735 mm in case of the simulation,
which is a of 65 µm. This means the distance ∆ x between the two tracks is ap-
proximated correct for the simulation and is in agreement within the uncertainties.

Another important value is the ratio between the two hit charges (see Table
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Figure 9.6: Average hit position of setting 1 in the seventh row. The posi-
tions derive directly from the average charge deposition of Figure 9.5. The
∆x between both hits is 6.67 mm (data) and 6.735 mm (simu.), which is a
difference of 65 µm. This is in agreement with the uncertainties. However
one can observe, that the absolute position of both tracks is shifted by about
300 µm.

9.5). This ratio correspond to the intensity ratio Q1/Q2 = (I1/I 2)
2. For the

simulation a ratio of Q1/Q2 of 60 % was assumed (see Section 5.2.2). The charge
ratio of row seven is 54.7 % for the data and 59.85 % for the simulation. The
result for the data is inconsistent by 5 % with the value measured later for several
rows in Figure 9.7(a). It is not clear, if it is an effect of this specific row or if the
transmission and reflection coefficients defined in Section 5.2.2 have to be modified.
If the charge ratio Q1/Q2 is changed to an input value of the simulation of 55 %,
the reconstructed value is 54.8 %, which leads to a ∆ xRow7 of 6.74 mm. In this
specific case the deviation of the charge ratio by 5 % have no significant influence.

In Figure 9.7 the hit charge is plotted for the three settings. The x-axis
denotes the charge given in units of FADC-counts and the y-axis denotes the
number of entries. In the histograms each hit is taken into account. In some of
the rows of the data samples electronic artefacts were observed. These electronic
artefacts apears if the charge of a voxel exceeds the limit of the FADC spectrum
of 256 FADC counts. The preamplifier is operating in saturation. In Figure 9.8
the hit charge of setting 1 is plotted for each row. In row 1, 4 and 6 an extremely
narrow charge distribution appears, which is shows a significantly increased
number of entries. In the other rows the charge can be separated as expected. If
the rows with electronic artefacts were excluded for the filling of the hit charge
histogram, also the number of charges in one time bin above the FADC spectrum
limit were significantly reduced. Rows, which show this electronic artefact in the
other two settings of the data are also excluded.
Figures 9.7(a) and 9.7(b) show the hit charge distributions for setting 1. Here the
best agreement between measurement and simulation can be observed (see table
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(d) setting 2 simulation at 3 Tesla
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(e) setting 3 measurement at 3 Tesla
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(f) setting 3 simulation at 3 Tesla

Figure 9.7: The figure shows the hit charges of the three settings for a mag-
netic field of 3 Tesla. For setting 1 the best agreement between data and
simulation is achieved. For setting 2 the ratio between the charges of the
tracks is degrading in case of the data. The charge of the higher energetic
track can absorb charge from the lower energetic one. The increase of charge
for one beam would decrease the charge of the other. In setting 3 the charges
of the two beam can not be separated anymore. The tail in both distributions
comes from rows where both hits are reconstructed as one charge (see figure
9.9). Single rows of the data sample were excluded if electronic artefacts were
observed (see figure 9.8).
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Parameter Data Simulation Simulation
Q1/Q2input (60 %) Q1/Q2input (55 %)

x-poshit1 [mm] 17.77 ± 0.076 17.45 ± 0.102 17.45 ± 0.102
x-poshit2 [mm] 24.44 ± 0.142 24.185 ± 0.142 24.19 ± 0.142
∆ x-pos [mm] 6.67 ± 0.161 6.735 ± 0.175 6.74 ± 0.176
Q1 [FADC-counts] 853.2 1065.3 972
Q2 [FADC-counts] 1558.3 1779.8 1782
Q1/Q2 [%] 54.7 59.9 54.6

Table 9.5: The table shows the reconstructed charge and hit position infor-
mation for the seventh row of setting 1. The row could be used as a reference
row as both data and simulation have an inactive pad in between. It allows
a clear assignment of charges and therefore an undisturbed reconstruction of
hits.

9.4). Both values for Q1, the mean charge of the lower energetic track and Q2,
the mean charge of the higher energetic track, are in good agreement and show
deviations below 5 %.
In setting 2 the agreement for Q1, Q2 and the ratio Q1

Q2
begins to deteriorate. As

the ratio between the two hit charges stays constant, one possible explanation
is, that in the reconstruction of the higher energetic track charge from the lower
energetic track are assigned to the more energetic one. This explains the strong
deterioration of the ratio between Q1 and Q2. The increase of Q1 automatically
decreases Q2. As seen in the Figures 9.4(c) and 9.4(d) the simulation has a
narrower charge distribution. Therefore the charge could be separated without
wrong assignment of charges from the ClusterFinder. The simulation is adjusted
to Q1. As the value for Q1 is not reconstructed properly also Q2 is affected.
which is probably underestimated. This explains the high deviation of the values
Q2 for data and simulation.
In setting 3 the distribution of measurement and simulation can not separate the
hit charge anymore. The shape of the distributions show similarities. Both start
at about 500 FADC counts. The mean value of the measurement is at 1297 FADC
counts, the simulation of 1404 FADC counts, which is a deviation of 7.6 %. Both
charge distributions contain a tail, which starts at about 1700 FADC counts. This
tail is much more distinct in the simulation (see figures 9.4(e) and 9.4(f) ). The
tail comes from hits, where the charge of both track has been reconstructed as
one hit. These behavior has the highest probability in the first rows, where the
distance between the two tracks is minimal. In Figure 9.9 this is shown for the
simulation. In the first two rows the mean value is significantlly higher than in
the remaining rows.
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Figure 9.8: The measured hit charge for every row of setting 1 is shown. In
row one, four and six a spike appears, which are electronic artefacts. This
electronic artefact appears when the charge of a voxel exceeds the total limit
of the preamplifier. Rows, which shows this behavior were excluded for the
determnation of the total hit charge distribution in figure 9.7.

9.4.1 Correlation between α and ∆ Intercept

The next two performance parameters have to be considered together as these
parameters are highly correlated, if reconstructed with the Chi-Squared method.
In the figures 9.10 the angle α, which denotes the angle between the two tracks, is
plotted. Here it is very important to know that setting 1 and 2 are different from
the one in setting 3 as in the first two a wedge prism with an angle of δ = 0.5 ◦

was used, which leads to an angle α between the two tracks of 1.5 ◦. In setting 3
a wedge prism with an intrinsic wedge angle of 0.35 o was used, which leads to an
angle of 1.05 o between the two tracks. In Figure 9.11 the intercepts of the two
tracks are plotted in the left histogram and ∆I of all event are plotted in the right
histogram. The intercept is here defined as the position of the reconstructed track
in the first row (y=0). Therefore ∆I denotes the distance between the two tracks
in the first row.
The parameters are anti-correlated if using the Chi Squared fitting method, be-
cause both track parameters are fitted independently of each other. If for one
track the angle and intercept deviates, this deviation is significant for these pa-
rameters, which have to be derived from both tracks. This means if the angle α
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Figure 9.9: The simulated hit charge of setting 3 for each row. The hit charges
of the first two rows is significantlly increased compared to the remaining
rows.

is reconstructed too big the corresponding ∆I will be reconstructed too small. If
using the Global Fit method, the track parameters are optimized in regard of the
other track and the anti-correlation vanishs (see section 9.6 ).
This anti-correlation can be observed in setting 1 for the reconstructed α and ∆I
of the data sample. In Figure 9.10(a) there is a small side peak at a value of 2.5
o next the expected peak of 1.5 o. The same small side peak is visible in the right
plot of Figure 9.11(a) at small values for ∆I. A similar behavior is missing in case
of the simulation. A reason for this side peak is shown in the Figures 9.4(a) and
9.4(b), which show the number of active pads for this setting. Especially in the
first rows of the data one can observe a huge amount of active pads between the
two expected hit positions. This means the highest probability for a limited hit
reconstruction is for these rows. If the charges are for example wrong assigned or
even merged, the reconstructed hit position will be moved in the middle between
the true hit position. As a consequence the whole track will be moved in this
direction, if such a hit is included in the track reconstruction. The angle between
both tracks will be reconstructed too big respectively the ∆I too small.
The correlation of α and ∆ intercept is also visible in setting 2. In Figure 9.10(c)
there is also a small tail visible shifting α to bigger values and is responsible for
the small shift to smaller intercepts in Figure 9.11(c). Nevertheless both settings
agrees fairly well with the expected value of 1.5◦. The deviation of the mean value
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(a) setting 1 measurement at 3 Tesla
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(b) setting 1 simulation at 3 Tesla
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(c) setting 2 measurement at 3 Tesla
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(d) setting 2 simulation at 3 Tesla
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(e) setting 3 measurement at 3 Tesla
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(f) setting 3 simulation at 3 Tesla

Figure 9.10: The figures illustrate the distribution of α. The angle α denotes
the angle measured between both tracks. This angle is determined by the
angle of the wedge prism (see Section 5.2.2). For the setting 1 and 2 a wedge
prism, which leads to an α of 1.5◦ is used. For setting 3 a wedge prism with
an α of 1.05◦ is used. It is a key element of the analysis, that due to a
precise knowledge of α the reconstructed values can be compared to this input
value. In the first two settings the reconstruction is fairly good for data and
simulation. Only a small tail appears in case of the data. In setting 3 α
is reconstructed closer to the input value in data than in simulation. In the
data one of the two stable positions shows the correct value. In the simulation
only a small percentage of the events are reconstructed properly.
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(a) setting 1 measurement at 3 Tesla
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(b) setting 1 simulation at 3 Tesla
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(c) setting 2 measurement at 3 Tesla
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(d) setting 2 simulation at 3 Tesla
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(e) setting 3 measurement at 3 Tesla
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(f) setting 3 simulation at 3 Tesla

Figure 9.11: The figure shows the intercepts of the tracks respectively the
difference between two intercepts for the three settings. In the left plot the
two intercepts of the laser tracks are shown, in the right plot the ∆ intercept.
The intercept is strongly correlated to the angle alpha. In the first two settings
the reconstructed intercepts for both tracks and the corresponding ∆ intercept
is clearly visible. In the corresponding α plots, which showed a tail at higher
values, in the ∆ intercept a side peak at lower values can be seen. At setting
3 the intercepts and ∆ intercept can not be reconstructed clearly anymore.
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for setting 1 is 10.4 % respective 15.3 % for setting 2. The simulation is here much
more precise and only shows deviations to the expected value of 1.3 % for both
cases.
For setting 3 the expected value for α is reconstructed better for the data than in
the simulation. Here α shows a two peak structure. The first peak is reconstructed
at the expected position. The second peak can be clearly separated from the first
one. In the simulation α is always reconstructed twice as large as expected at
about 2.0◦ . Only a few events are reconstructed correctly at the expected posi-
tion of 1.05◦. The effect for the wrong reconstruction is the same as for setting
1. Only rate and weight of the wrong reconstruction is extremely increased. As
mentioned especially in the first two rows the charge of both hits are merged (see
Figure 9.9). If a hit of these rows is included in the reconstruction the wrong
reconstructed hit position pulls the whole track to bigger angles α. In the mea-
surement the influence of the first rows seems to be reduced, so that a stable point
with the correct angle information can be reconstructed using the last 6 rows. In
case of the measurement a mean value for α 1.65 o could be reconstructed or 1.19
o if only the first peak is considered, which is a deviation of 57.1 respective 8.4 %.
For the simulation the angle is 2.04 and the deviation about 100. %.

9.5 x-Separation Performance of the Chi

Squared Method

In this section the results of the Chi Squared method are presented and compared
for several magnetic fields. First the two track efficiency ε2,track is determined in
regard of the number of minimal reconstructed hits per track. For a fixed two
track efficiency definition a two hit efficiency ε2,track is derived. The reliability of
the reconstruction is investigated using the knowledge about the angle α of the two
track system as introduced in the previous section. Finally the point resolution of
both tracks is considered for the different magnetic fields.

9.5.1 Track Efficiency

A definition of the two track efficiency, as it is used in this work, composes by a
measured two track efficiency εmeas

2,track and an optimal two track efficiency εopt
2,track

to which the measured one is normalized.

The optimal efficiency is defined as:

εopt
2 = εst(1)(1 − ψ1) × εst(2)(1 − ψ2) (9.2)

with

εst(i) :=
N≥1

Ntot
denotes the efficiency to reconstruct one track if only one

primary particle is present
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presence of the other track.

ψi :=
N≥1

Ntot
denotes the probability that a single track is

reconstructed wrongly as two tracks
due to other mis-reconstruction effects

For the case of a limited number of pad rows the efficiency to find a single track
εst(i) is strongly depending on the minimal number of hits, which are used for the
track. Track definitions for single tracks efficiencies were tested and compared to
find an acceptable value for the minimal number of hits. The fake rate as defined
above can have several reasons. If for example the level of noise hits is increased
due to an unsufficient threshold of the pads, these noise hits can produce fake
tracks. Also crosstalk can induces charge on neighboring pads and produce fake
tracks. Another possibility is if the minimal number of hits defining a track is
too low, fake tracks can occur. In the case of this work the fake rate is mainly
dependent on two effects: A decrease of the minimal number of hits defining a track
in combination with electronic effects. The electronic effect occurs if the maximal
charge of the preamplifier is exceeded above its total range and therefore runs
in saturation. This produces an artificially long tail, which can be reconstructed
falsely as a fake hit. If the minimal number of hits defining a track is reduced
a set of fake hits can be reconstructed as a fake track. As the samples for the
different magnetic fields have always the same GEM setting, the gain should be
of the same order of magnitude. This means the effect is dependent on the width
of the charge cloud, which is dependent on the strength of the magnetic field,
which prevents the charge cloud from diverging. The highest amount of charge is
therefore concentrated in a single voxel for a magnetic field of 3 Tesla2. Therefore
the technique to derive the fake rate must be to measure two single track data
samples at the same position and with the same gain as the two track setting.
This would require a setup, where the laser beams can be switched on and off
individually. As this feature was not implemented in the setup, the efficiency for
εopt
2,track has been derived from simulation. In the simulation this electronic effect

is not implemented. Therefore the fake rate ψi is always zero.

The two track efficiency is then defined as:

ε2,track =
εmeas
2,track

εopt
2,track

(9.3)

In Figure 9.12 the two track efficiency for setting 1 is shown as a function
of the minimal number of hits defining a track. The minimal number of hits
defining a single track were varied from 5 to 8 hits. 8 is also the total number
of rows of the readout plane, which requires a hit in every row. The filled dots

2Normally 4 Tesla would be the choice, but due to the mentioned decrease of laser
intenity at 4 Tesla the 3 Tesla sample has the highest fake rate probability
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Figure 9.12: Two track efficiency for setting 1. The efficiency is investigated
for magnetic fields of 1, 2, 3 and 4 Tesla.
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Figure 9.13: Two track efficiency for setting 2. The efficiency is investigated
for magnetic fields of 1, 2, 3 and 4 Tesla.
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Figure 9.14: Two track efficiency for setting 3. The efficiency is investigated
for magnetic fields of 1, 2, 3 and 4 Tesla.

represents the measurement, the open dots the Monte Carlo simulation. It is
clearls demonstrated, that an increasing number of hits is decreasing the two
track efficiency. For magnetic fields above 2 Tesla the maximal ε2,track is nearly
100 % if a track consists of 6 hits. It drops if 7 or 8 hits are required. In the 1
Tesla case ε2,track drops earlier, which indicates an more unfavorable width of the
charged cloud for separation. The plots always show a stronger decrease in the
data than in simulation. One reason for this behavior is crosstalk between the
shield and the the first and last pad row. This phenomenon is known and have
also been reported in the work of [81, 64, 65]. The 3 Tesla sample shows a slight
decrease at a value of 5 minimal pad rows compared to the value of 6 minimal
pad rows, which is caused by an increasing fake rate, as defined in this chapter.
For this setting the best track definition seems to be if at least 6 pad rows are
assumed to determine the track.

For setting 2 the two track efficiency ε2,track is shown in Figure 9.13. As
setting 2 is only slightly smaller than setting 1, also in this setting an optimal
value for ε2,track is reached for a single track definition of 6 hits. The efficiency of
data and simulation vanishes if the minimal number of pad rows is extended to 8.
Again the sample for 1 Tesla shows a stronger decrease of efficiency for all track
definitions.



9.5. X-SEPARATION PERFORMANCE OF THE CHI SQUARED METHOD177

setting B-Field αmeas. Dev. αsimu. Dev.
[T] [o] [%] [o] [%]

1 4 1.59 ± 0.006 ± 0.283 6.0 1.48 ± 0.003 ± 0.154 1.3
1 3 1.54 ± 0.004 ± 0.235 2.7 1.53 ± 0.002 ± 0.098 2.0
1 2 1.56 ± 0.005 ± 0.222 4.0 1.46 ± 0.002 ± 0.122 2.7
1 1 1.63 ± 0.004 ± 0.208 8.7 1.47 ± 0.003 ± 0.184 2.0
2 4 1.72 ± 0.003 ± 0.179 14.6 1.46 ± 0.004 ± 0.170 2.7
2 3 1.73 ± 0.003 ± 0.169 15.3 1.52 ± 0.003 ± 0.136 1.3
2 2 1.68 ± 0.003 ± 0.183 12.0 1.65 ± 0.004 ± 0.201 10.0
2 1 1.52 ± 0.009 ± 0.243 1.3 1.51 ± 0.008 ± 0.285 0.7

Setting 3 using mean value
3 4 1.98 ± 0.012 ± 0.609 88.6 2.20 ± 0.008 ± 0.458 109.5
3 3 1.65 ± 0.010 ± 0.559 57.1 2.04 ± 0.009 ± 0.489 94.3
3 2 2.02 ± 0.009 ± 0.472 92.4 1.77 ± 0.010 ± 0.489 68.6
3 1 2.12 ± 0.015 ± 0.559 101.9 1.61 ± 0.025 ± 0.564 53.3

Setting 3 with a cut
3 4 1.12∗ ± 0.022 ± 0.269 7.0 - -
3 3 1.20 ± 0.006 ± 0.184 14.3 1.42∗ ± 0.028 ± 0.259 35.2
3 2 1.20∗ ± 0.017 ± 0.220 14.3 1.32 ± 0.014 ± 0.269 25.7
3 1 1.16 ± 0.032 ± 0.228 10.5 0.97 ± 0.012 ± 0.106 7.6

Table 9.6: The table show the reconstructed angle α for data and simulation.
The track definition for setting 1 and 2 was, that a track consists of at least
6 hits. For setting 3 the track definition was 5 minimal hits. From setting 1
to 3 the deviation from reconstructed to predicted values increase. The values
for α are shown for the uncertainties on the mean value and the RMS.

For setting 3 the two track efficiency is near to 0 % for a minimal row require-
ment of 7 or 8 hits to both in measurement and simulation. For a track definition
of 6 pad rows a non zero two track efficiency can be observed for magnetic fields
above 2 Tesla. For 1 Tesla the unfavorable two track reconstruction capability
remains. Even for a single track definition of 6 hits one still has a ε2,track of zero.
Therefore for this setting a all further sudies have been done for a track definition
of 5 minimal hits per track. In figure 9.3 it is shown that this setting has a distance
between the two tracks, which starts at 3.3 mm and ends at 5.5 mm, which can
be expressed in pad sizes of 1.5 to 2.5 pads. This setting is expected to show the
highest limitations for the reconstruction of two track events. Investigation of this
region should provide important answers to the hit separation and the quality of
the reconstruction referring to the known angle between the two tracks and the
resolution.
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Figure 9.15: The figure shows the anti-correlation of α, the angle between the
two tracks and the difference between the intercepts ∆ I for setting 1. For
lower magnetic fields α is reconstructed at higher values. If one distinguishes
between data and simulation samples, one can get the correlation factor for
both. A straight line is fitted, where the slope is a fixed and ∆Intercept a free
parameter. At the expected position for α the value for ∆Intercept is read out.
The red line is the straight line assumption for the reconstructed data points,
the green line for the reconstructed simulation points and the black line is the
MC truth. The simulation obviously reproduces a too big ∆ Intercept.

9.5.2 Performance of Two Track Reconstruction

To investigate the reconstruction performance of the two tracks the reconstructed
value angle α can be compared to the calculated prediction. The reconstructed
values for α can be found in Table 9.6. For setting 1 and 2 a track definition
is used, which demands at least 6 minimal hits per track. For setting 3 a track
definition of minimal 5 minimal hits per track is used 3. The difference between
the reconstructed and and calculated prediction of α is smallest for setting 1.
For all measured magnetic α is reconstructed within a range below 10 % to the
prediction. For the simulated magnetic fields the range is even below 3 %. For
setting 2 the α reconstruction of the measurement degrades slightly above a 10

3except the values with ∗, which consists of minimal 6 hits, because only this value was
available.
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Figure 9.16: The figure shows the α-∆ I anti-correlation for setting 2. The
figure show a fairly good agreement between data and simulation. Also the
straight line fits and the determination of ∆ I for both show a very good
agreement of this parameter.

% level for investigated magnetic fields. For the simulation the deviation is still
below 10 %. For both data and simulation the reconstruction of α degrades
extremly if the two tracks are moved as close together as in setting 3. Here the
reconstruction fails completely to achieve the calculated prediction. Therefore
two different methods have been applied. The first method takes all reconstructed
events into account an takes the mean value. The second method is applied if a
clear peak at the predicted α position could be determined (see figure 9.10(e)).
If such a distinct peak can be found, which can be clearly distinguished from a
peak reconstructed at a false position, a cut is placed around the correct position.
Afterwards the mean value of the Gaussian distribution is taken describing the
peak. For the first method the reconstructed angle α deviates between 50 to
100 % from the prediction for data and simulation. The second method can
reconstruct α in a range of 7.0 to 15 % in case of the measurement and 7.0 to 35
% for the simulation. This demonstrates clearly, that the separation algorithm is
reaching its limits. Even if the two tracks can still be separated, the parameters,
which can be derived, have to be treated with care.

In Section 9.4 the anti-correlation between the angle α and the distance ∆I
is discussed. Therefore these two parameters can be plotted against each other.
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Figure 9.17: The figure shows the α-∆Intercept anti-correlation for setting
3. The figure show the results if the complete sample is taken into account.
The reconstruction fails to reconstruct α the theoretical prediction.

For the plots the statistical uncertainty was used. In the Tables 9.4 and 9.6 one
sees, that the statistical uncertainty is below 1 % and can be neglected. The
RMS of these two values is of course much larger and describes more accurately
the uncertainty for the reconstruction a single event. As one wants to know the
general detecor performance on a statistical base the uncertainty of the mean
value is more appropriate to describe these parameters. For the following plots
always the statistical uncertainty of the mean value is included in the plots.

To quantify the dependency between the two parameters a correlation factor
is given by:

|ρxy| =
|σxy|

√

σ2
xσ

2
y

≤ 1 (9.4)

with the covariance σxy and the standard deviations σx and σy. If x is inde-
pendent from y the correlation factor ρxy = 0. If ρxy = ± 1, there is a complete
correlation between the two variables. The expected correlation between the two
parameters α and ∆Intercept is a linear dependency. Due to the size of the pad
plane a wrong reconstruction of α by 0.1 o corresponds to a shift of ∆Intercept by
150 µm. With these two parameters it is possible to fix the slope of the correlation.
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Figure 9.18: The figure shows the α-∆Intercept anti-correlation for setting 3
if a cut on the α distribution can be placed. For example in Figure 9.10(e) a
clear two peak structure can be observed. Only samples with such a distinct
two peak structure are taken into account for the determination of α. These
values fit much better to the theoretical prediction for α.

In Figure 9.15 α and ∆I are plotted for all measured and simulated magnetic
fields of setting 1. There are four entries for every magnetic field. These four
entries correspond to the four different track definitions. Also the true point of
the simulation is added as a reference. This point is connected with the predicted
slope. All points of the simulated magnetic fields fit perfectly to the slope. This
is also expressed in the correlation factor in Table 9.7, which is -0.99. The points
from the measurement also show a correlation, but the whole curve is shifted
to smaller values of ∆I. The 1, 2 and 3 Tesla samples agree to the straight line
assumption. The entries of 4 Tesla differ most from the straight line, which is
demonstrated by the correlation factor. If including the 4 Tesla samples the the
ρxy,with4T = -0.22 without the 4 Tesla samples ρxy,without4T = -0.66. This confirms
the assumption to treat the 4 Tesla data with care. One reasons to treat the 4
Tesla data was the strong reduction of the laser intensity, which leads to a strong
reduction of the primary ionization, which was mentioned in 9.3.
In Figure 9.15 the straight line assumption is fitted with the slope as a fixed
and ∆I as a free parameter. At the expected position for α the value for ∆I is
read out. The red line is the straight line assumption for the reconstructed data



182 CHAPTER 9. TRACK SEPARATION OF A TPC

setting ∆Intercept ∆Intercept Correlation
reconstructed from MC-truth Factor

[mm] [mm] ρxy

Data 1 3.85 -0.2
Data 1 (without 4 T) 3.76 -0.66
Simulation 1 3.97 4.0 -0.99
Data 2 3.48 -0.78
Simulation 2 3.42 3.47 -0.44
Simulation 2 (no outlier) 3.49 3.47 -0.92
Data 3 (Mean Value) 3.42 -0.95
Data 3 (with cut) 3.27 -0.33
Simulation 3 (Mean Value) 3.24 2.94 -0.53
Simulation 3 (with cut) 3.15 2.94 -0.61

Table 9.7: The table shows the reconstructed values for the difference of two
intercepts at the known position for α. The values are derived for all settings
and both data and simulation. It also shows the correlation factor ρxy, which
describes the degree of correlation between α and ∆I. A correlation factor ρxy

= ±1 means complete correlation and a value of 0. means no correlation at
all.
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points, the green line for the reconstructed simulation points and the black line is
the MC truth. The reconstructed ∆I of the simulation is in complete agreement
with the MC truth. The reconstructed value ∆I show a deviation of about 200
µm between data and simulation. This deviation can occure if the y-position of
the wedge holder, where the laser is reflected back in the sensitive value is not
correct. The maximal possible uncertainty of the wedge holder is about ± 4 mm.
This leads to a maximal uncertainty for ∆I of ± 273 µm.
In Figures 9.16 the samples of setting 2 are illustrated. A good agreement
between data and Monte Carlo simulation to a common straight line fit can be
observed. The points of the simulation reconstruct α and therefore also ∆I more
precise at the predicted position of α = 1.5◦. The points of the data samples
reconstruct α at higher value than the predicted respective smaller values for
∆I. Nevertheless both simulation and measurement fit to the same straight line
assumption. The red line with the straigt line assumption of the data and the
green of the simulation points are in very good agreement. The correlation factor
ρxy,data of the data samples is with -0.78 compared to -0.44 nearer to -1. This
of course seems to be the result of two outlier at 1 Tesla. After removing these
outliers ρxy,simu = -0.92. Also the reconstructed ∆I, which are derived in Figure
9.16 are almost equal, with ∆Imeas = 3.48 mm and ∆Isimu = 3.42 mm (respective
3.49 mm after removing the outliers).
For setting 3 the two different methods have been applied. The first method
takes all reconstructed events into account. The mean values of the α and ∆I
histogramms are plotted in the Figure 9.17. For the second method a cut is
applied if a clear peak at the correct position for α is found. This is illustrated in
Figure 9.18.
In Figure 9.17 the angle α is reconstructed far too big as discussed in section 9.4.
The range for α is between 1.6 ◦ and 2.2 ◦ for data and simulation. This is far
away from the theoretical prediction of 1.05◦. Here the correlation factor of the
data ρxy = -0.95 and ρxy = -0.53 for the simulation does only show, that the
anticorrelation between the two parameters is still valid, also the values itself are
reconstructed falsely.
In Figure 9.17 it can be observed, that the simulation, which could reproduce
the reference point in the previous settings perfectly, shifts ∆I to higher values.
The ∆I of the measurement is 3.42 mm and 3.27 mm for the simulation, which
is comparable to setting 2. The value for ∆I is reduced, if the second method
is applied, which leads to more realistic values for ∆I (see figure ??). Here the
difference of the intercepts is 3.24 mm for data and 3.15 mm for the simulation,
which is closer to the value expected from the Monte Carlo truth. The values for
all settings can be seen in table 9.7.
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9.5.3 Hit Efficiency

In this section the two hit efficiency and the hit resolution of nearby tracks is
studied for all three settings. The aim is to investigate the requirements for
a TPC at the ILC concerning the double hit resolution, which is one of the
main motivation of this work as described in Section 9.1 of this chapter in Table 9.2.

The two-hit efficiency as used in this work is defined:

ε2 hits,norm(i) =
N2 hits(i)

Ntot
/
N2 tracks

Ntot
=
ε2 hit(i)

ε2 track
(9.5)

where N2 hits(i) denotes the Number of counted double hits for a row i and
Ntot the number of events which have passed the ClusterFinder of Multifit as a
candidate for a track. This efficiency is normalized to the to the two-track efficiency
ε2 track as defined by eq. 9.3. The track definition for single tracks is the same for
each setting as described in the previous chapters.

In Figure 9.19 the two hit efficiency ε2 hits,norm(i) for setting 1 is illustrated.
Due to the sufieciently high number of events the statistical uncertainties are
negligible. The error bars, which are included for the simulation, coming from
systematic uncertainties of the two track efficiency ε2 track of each setting (see
section 9.7). As pointed out in section 9.5.2 the two tracks are probably closer
together for the measurement than for the simulation. This has also an impact
to the two-hit efficiency. The two hit efficiency of the simulation for all magnetic
fields is supposed to be much higher than of the measurement. This behavior
was also described in section 9.4, when comparing the number of active pads (see
figures 9.4(a) and 9.4(b)). For the data sample many more active pads especially
between two charge maxima were observed. As mentioned before also the missing
electronic effects in the simulation such as noise of the pads or cross-talk can have
an impact to this. This active pads between two charge maxima can lead to a
failure of the separation algorithm (described in Subsection 6.2.2).
All these effects limits the agreement between measurement and simulation seri-
ously. Even considering the the range of the systematic uncertainty there are huge
deviations for the hit efficiency between data and simulation in each row. For all
magnetic fields of this setting one can see strong deviations in single rows, although
a decrease of the ε2 hits,norm(i) is not explicitly seen in the first rows, where the hits
are closer together than in the last ones. This means above a ∆ x of 4.5 mm one
does not expect problems with the separation algorithm to separate 2 hit positions.

Figure 9.20 shows the two hit efficiency of setting 2. As we have seen in
Figure 9.13 in this setting a strong decrease of the two track efficiency appears if
a track has to consist of 8 rows. The decrease is caused by the first row where
the hit separation algorithm fails to separate the hits. This is confirmed in figure
9.20, where a significant drop of the two hit efficiency can be seen in the first
row for all magnetic fields. In general there is a good agreement within the
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Figure 9.19: The plots shows the efficiency to find exactly two-hits in a row
for setting 1. The track definition for a single track is, that it has to consist
of at least 6 hits. From figure 9.19(a) to 9.19(d) the hit efficiency for 4, 3, 2
and 1 Tesla are shown.

systematic uncertainties of data and simulation for all magnetic fields. Especially
for 2 Tesla ( Figure 9.20(c) ) the curve follows a clear systematic decrease. In
the range of 4.5 to 3.5 mm, which corresponds to a pad width of 2 (∆x = 4.4
mm) respective 1.5 (∆x = 3.3 mm) a drop of the two hit efficiency from 60 %
to 20 % appears. Above this value the two hit efficiency rises to 100 %. Only
the second row shows an increase in efficiency for the data and simulation, which
is probably an binning effect caused by the pad size. The 3 Tesla data curve
shows the same behavior only that the decrease is more step and the maximal
efficiency is reached earlier. For the simulation the decrease appears as an edge
at 4 mm. The 4 Tesla samples show more fluctuation of the two hit efficiency,
but also here the efficiency drops significantly at 4 mm. For the 1 Tesla samples,
which has the most unfavorable ratio between width of charged cloud to pad
size, one can clearly distinguish the first four and the last four rows. The last
four rows reconstruct almost every time two hits. The first four rows show a
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Figure 9.20: shows the hit efficiency for setting 2.

clearly identifiable limitation. This suggests that the hit separation limit, which
is about 4.4 mm for the sample above 1 Tesla gets shifted to about 5 mm for 1 Tesla.

The two hit efficiency of setting 3 is plotted in Figure 9.21. The setting is a
continuation of the previous setting, where the two-hit efficiency drops at about
4.4 mm. A significant drop of ε2 hits,norm(i) in regard of each row for all magnetic
fields (see Figure 9.21(a) (4 T sample) to 9.21(d) (1 T sample)). This shows that
the limitation of the two hit reconstruction is not dominated by the width of
the charged cloud, but by the distance between the two tracks. The seperation
algorithm can only reconstruct the last three rows sufficiently. For the first five
rows a serious drop in the two hit reconstruction capability can be observed. The
data samples show the same behavior, although single rows can show deviations.
Below a pad width of 1.5 (∆x = 3.3 mm) and below the two hit efficiency is
around 20 % or less. This allows to set a limit to the two hit separation and
reconstruction algorithms, which is about 4 mm.

The study of the two-hit efficiency confirms the assumption, that according to
the size of the pads and the condition of the separation algorithm, a limit of the



9.5. X-SEPARATION PERFORMANCE OF THE CHI SQUARED METHOD187

 x [mm]∆
3 3.5 4 4.5 5

h
it

 e
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 65.5 degree, B = 4 Tesla)θhit efficiency (wedge 0.35 at 

 = 65.5 degree meas.θ hit efficiency 

 = 65.5 degree simu.θ hit efficiency 

 = 65.5 degree, B = 4 Tesla)θhit efficiency (wedge 0.35 at 

(a)

 x [mm]∆
3 3.5 4 4.5 5

h
it

 e
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 65.5 degree, B = 3 Tesla)θhit efficiency (wedge 0.35 at 

 = 65.5 degree meas.θ hit efficiency 

 = 65.5 degree simu.θ hit efficiency 

 = 65.5 degree, B = 3 Tesla)θhit efficiency (wedge 0.35 at 

(b)

 x [mm]∆
3 3.5 4 4.5 5

h
it

 e
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 65.5 degree, B = 2 Tesla)θhit efficiency (wedge 0.35 at 

 = 65.5 degree meas.θ hit efficiency 

 = 65.5 degree simu.θ hit efficiency 

 = 65.5 degree, B = 2 Tesla)θhit efficiency (wedge 0.35 at 

(c)

 x [mm]∆
3 3.5 4 4.5 5

h
it

 e
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 65.5 degree, B = 1 Tesla)θhit efficiency (wedge 0.35 at 

 = 65.5 degree meas.θ hit efficiency 

 = 65.5 degree simu.θ hit efficiency 

 = 65.5 degree, B = 1 Tesla)θhit efficiency (wedge 0.35 at 

(d)

Figure 9.21: The Figure shows the hit efficiency for setting 3.

separation capability of two times the pad width was valid. The drop in two-hit
efficiency at setting 2 and 3 around this limit also shows, that the needed tracking
requirements proposed in Table 9.1 concerning the two-hit resolution could not be
reached for the used pad width and the proposed reconstruction software.

9.5.4 Point Resolution of Nearby Tracks

To gain a deeper understanding also the average point resolution of both nearby
tracks is studied in dependency of the magnetic field. Together with the hit
efficiency of the previous section this should provide information on the the
parameters σrφ and N and the impact these parameters have on the momentum
resolution (see Equation 2.21).

In Section 6.4.1 the point resolution derived by the geometric mean method
was introduced. In case of two nearby tracks, one has to ensure, that the point
resolution calculated by Multifit is is assigned to the right track. The residuals
and distances of the first and second track should not mix. This is very important
because the assignment which is the first and the second track, which is done by
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MultiFit, is not depending on angular information. This information has to be
added afterwards by hand in the analysis scripts.
To calculate the resolution of the track the point resolution of all rows have to be
taken into account. The point resolution of the track is given by:

x̄ =

∑n
i=1

xi

σ2
i

∑n
i=1 σ

2
i

(9.6)

with xi the single point resolution of the row i and and σi the uncertainty
of xi. In equation 9.6 the point resolution is weighted with the size of the
uncertainty, so that points with larger uncertainties are neglected.
Also here the data and simulation samples are investigated for the same single
track definition as defined in the previous chapters.
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Figure 9.22: The point resolution x̄ of both tracks is plotted for the 4 inves-
tigated magnetic fields of setting 1. As track fitting method the Chi Squared
method was used.

In Figure 9.22 the point resolution of setting 1 for both tracks is plotted as a
function of the magnetic field. The point resolution of the simulation follows the
expected behavior, that the resolution improves with an increase of the magnetic
field. This is not the case for the measurement. For 1 and 2 Tesla the point
resolution of measurement and simulation is in good agreement, which is not the
case for the 3 and 4 Tesla. The second track at 3 Tesla shows a strong deviation
to the simulation. The second track is also the one with the higher intensity.
Due to this high intensity and an unfavorable topological position to the read-out
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Figure 9.23: The point resolution x̄ of both tracks is plotted for the 4 investi-
gated magnetic fields of setting 2. All 8 rows are included for the determina-
tion of the point resolution. As track fitting method the Chi Squared method
was used.
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Figure 9.24: The point resolution x̄ of both tracks is plotted for the 4 investi-
gated magnetic fields of setting 3. All 8 rows are included for the determina-
tion of the point resolution. As track fitting method the Chi Squared method
was used.
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plane, tha charge of this pad is collected mainly on one pad. This exceeds the
total dynamic range of the preamplifier and the 8-bit FADC. This might be an
explanation for the degradation of the point resolution for the second track at 3
Tesla (see B). At 4 Tesla for both tracks of the measurement a serious degradation
of the resolution can be observed. An explanation for the rise of the point resolution
could be related to the drop in intensity, which also drops the production of primary
electrons. If the amount of primary electrons, that determines the track position
in front of the charge amplification system, is high also the point resolution is
improved. A further explanation for the degradation of the resolution at 4 Tesla
is, that also the point resolution of single tracks degrade for short drift distance
and high magnetic fields. The main reason for the degradation is the charge, which
is distributed mostly on one pad. This effect is studied in detail in [65, 85]and is
illustrated in the Figures 9.25(a) and 9.25(b) for the Chi-Squared and Global Fit
method. As the tracks are inclined in the yz-plane the charge, which is deposited
on the first rows is produced at a drift length, where this effect can occur. A third
explanation was discussed in section 9.5.2. Here one could see the difference of ∆I
for data and simulation. This can of course change significantly the distribution
of charges on the pads, what is also seen for an investigation of row 7 of setting 1.
This shift of the charge distribution would have the highest influence at 4 Tesla,
where the transverse diffusion has the lowest possible value for the investigated
magnetic fields.
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Figure 9.25: In figure (a) the point resolution of single tracks reconstructed
with the Chi-Squared method, in figure (b) the point resolution of single tracks
reconstructed with the Global Fit method is shown. For both methods a degra-
dation of the resolution for short drift distances is observed. Both figures were
taken from [85]

In Figure 9.23 the point resolution of setting 2 is illustrated. This setting
shows an impressive agreement between data and simulation for both tracks at all
magnetic fields except the second track at 1 Tesla, which has a deviation of about
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45 µm. Here the topological position of the high intense track is much better
than compared to the previous setting.
In Figure 9.24 the point resolution of setting 3 is shown. For 1 and 2 Tesla there
is an acceptable agreement between data and simulation, but for 3 and 4 Tesla a
big discrepancy of data and simulation is observed. This time also the simulation
show the rise of the resolution for high magnetic fields. One explanation for the
disrepancy could be, that the track position is determined without considering the
influence of the charge of the other nearby track. In the Chi Squared method the
nearby charge of the other track is only taken into account in the ClusterFinder of
the reconstruction software (see Section 6.2). If the two tracks are moved together
systematic errors from a wrong charge separation can occur. A wrong charge
separation would have a stronger impact at high magnetic fields due to the limited
number of charges per pad used for the reconstruction of the hit position. A
wrong charge assignment on a single pad, puts a higher weight on the hit position
reconstruction. This might also explain the big discrepancy between data and
simulation. If the width of the charged cloud is not modelled accurate enough, the
charge per pad, which determines the the hit position is not determined properly.
This can lead to a strong replacement of the hit position. The replacement
of the simulation is carrying a heigher weight, because it was already shown
in Section 9.4, that the simulation has a smaller number of active pads. It
might be also an advantage if the track and the track parameter are optimized
globally (see Section 6.4.3). This might help to stabilize the track with the rows,
that are well seperable in charge. This two effects were studied in the next section.

9.6 x-Separation Performance of the Global

Fit Method

An alternative approach of a fitting algorithm has been used to compare and cross
check the results of the Chi Squared method. This approach is the Global Fit
method (described in section 6.4.3). The Global Fit Method does not produce
new hits, but recalculates the resolution for the already existing ones. One gets
the same hit and track efficiencies as for the Chi Squared method, but the values for
the reconstructed track parameters α and ∆I and the recalculated point resolution
can change. Therefore only plots of these paramters are shown. The Global Fit
method is used with the same track definition as the Chi-Squared method for
setting 1, 2 and 3.

9.6.1 Performance of Two Track Reconstruction

The angles α reconstructed with the GFM are shown in Table 9.8. These results
can be compared to the values, which have been reconstructed with the Chi-
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(a) Chi Squared method for setting 1. The
track consists of at least 6 hits.
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(b) Global Fit method for setting 1. The track
consists of at least 6 hits.

Figure 9.26: In the plots the α-∆I correlation is shown for setting 1. In
Figure (a) the values for α and ∆Intercept follow the expected straight line
prediction. In Figure (b) this correlation is not valid anymore. A clear
difference between Chi-Squared method and the GFM can be observed.
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track consists of at least 6 hits.
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consists of at least 6 hits.

Figure 9.27: The same behavior as for the α-∆Intercept correlation of setting
1 can also be observed for setting 2 between (a) the Chi-Squared method and
(b) the GFM.
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(a) Chi Squared method for setting 3. The
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Figure 9.28: The behavior of the GFM method changes significantly com-
pared for the previous settings. The GFM reconstructs ∆I more or less at a
fixed position, also the the strong α deviation for the different magnetic fields
remains.

setting B-Field αmeas. Dev. αsimu. Dev.
[T] [o] [%] [o] [%]

1 4 1.59 ± 0.006 ± 0.283 6.0 1.38 ± 0.002 ± 0.112 8.0
1 3 1.54 ± 0.004 ± 0.235 2.7 1.49 ± 0.002 ± 0.103 1.3
1 2 1.56 ± 0.005 ± 0.222 4.0 1.49 ± 0.002 ± 0.109 0.7
1 1 1.64 ± 0.004 ± 0.208 8.7 1.44 ± 0.003 ± 0.169 1.3
2 4 1.73 ± 0.003 ± 0.179 14.6 1.46 ± 0.004 ± 0.170 2.7
2 3 1.72 ± 0.003 ± 0.169 15.3 1.53 ± 0.003 ± 0.136 2.0
2 2 1.7 ± 0.003 ± 0.183 12.0 1.62 ± 0.004 ± 0.201 8.0
2 1 1.49 ± 0.009 ± 0.243 1.3 1.51 ± 0.008 ± 0.285 0.7

Setting 3 using mean value
3 4 1.97 ± 0.012 ± 0.601 87.6 2.20 ± 0.008 ± 0.457 109.5
3 3 1.87 ± 0.014 ± 0.809 78.1 2.04 ± 0.009 ± 0.489 94.3
3 2 2.11 ± 0.012 ± 0.631 101. 1.77 ± 0.010 ± 0.488 68.6
3 1 2.23 ± 0.020 ± 0.724 112.4 1.61 ± 0.025 ± 0.564 53.3

Setting 3 with a cut
3 4 1.29 ± 0.022 ± 0.269 22.9 - -
3 3 1.20 ± 0.006 ± 0.184 14.3 - -
3 2 - - 1.23 ± 0.008 ± 0.184 18.1
3 1 1.14 ± 0.040 ± 0.232 8.6 0.97 ± 0.012 ± 0.106 7.6

Table 9.8: The table show the values for α reconstructed with the Global Fit
method. Comparing these values with the values of Table 9.6, the differences
for α are negligible.
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Squared method (see Table 9.6). The α values of setting 1 and 2 are within a 1 to
2 % level the same between Chi-Squared and GFM method. This is valid for data
and simulation. This changes for the α data values of setting 3.
In Figure 9.26 the α-∆Intercept correlation is compared for the two track fitting
methods of setting 1. In Figure 9.26(a) the results of the Chi Squared and in
Figure 9.26(b) the results of the Global Fit method are shown. A clear difference
for the two methods can be observed. For the Chi Squared method the two tracks
are calculated independently of each other, therefore a deviation of α is strongly
correlated to the intercept (described in Section 9.5.2). For the Global Fit Method
these two track parameters are optimized simultaneously in a Likelihood function.
Therefore this relation between α and ∆I is not valid anymore. This can be clearly
seen in the plots. The Chi Squared method follows the straight line assumption.
A shift of α by 0.1 ◦ corresponds to a shift of ∆I by 150 µm. For the Global Fit
method α also shows a total deviation of 0.1 o , but ∆I is changes here by about
1 mm. The simultaneous optimization of both tracks has only a negligible effect
on the reconstruction of α, but shows a significant influence on the reconstruction
of ∆I as a function of the magnetic field.
The same behavior comparing the two track fitting methods is seen in Figure 9.27
for setting 2. In Figure 9.27(a) the Chi Squared method shows a good agreement
for data and simulation with the straight line assumption. The Global method
shown in Figure 9.27(b) still distributes the values around the correct α position,
but have a strong variation especially for different magnetic fields of ∆Intercept.
For setting 3 the behavior changes. In Figure ?? one can observe, that although α
is reconstructed with huge deviations to the theoretical predicted value the straight
line assumption for the correlation of α-∆Intercept is still valid. The reconstruction
of α with the Global Fit Method is shown in Figure 9.28(b). The values for α
are almost the same as for the Chi-Squared method, but the reconstruction of
∆Intercept differs significant between the two methods. For setting 3 ∆Intercept
deviates only in a range of 300 µm for different magnetic fields, which is much
more stable than in the previous settings. It seems that either α or ∆Intercept
is reconstructed stable for the different magnetic fields, but not both at the same
time.

9.6.2 Point resolution of nearby Tracks

In Figure 9.29 the point resolutions in dependency of the magnetic field is shown
for the Global Fit method. Both tracks are illustrated for setting 1. The course
of the point resolution is comparable to the one given in Figure 9.22. Also for the
GFK a drop of the single point resolution for an increasing magnetic field can be
observed. Especially the resolution of 1 and 2 Tesla calculated for the GFM is
higher compared to Chi Squared method. Also the increase of the resolution at 4
Tesla is less strong than seen for the Chi Squared method. Nevertheless there is a
significant difference to the results of the Chi-Squared method. In the GFM the
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Figure 9.29: shows setting 1. The point resolution x̄ of both tracks is plotted
for the 4 investigated magnetic fields. As track fitting method the Global Fit
method was used.
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Figure 9.30: shows setting 2. The point resolution x̄ of both tracks is plotted
for the 4 investigated magnetic fields. All 8 rows are included for the de-
termination of the point resolution. As track fitting method the Global Fit
method was used.
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Figure 9.31: shows setting 3. The point resolution x̄ of both tracks is plotted
for the 4 investigated magnetic fields. All 8 rows are included for the de-
termination of the point resolution. As track fitting method the Global Fit
method was used.

value for the point resolution for the first track is always higher except for the 3
Tesla case. This is closer to the expected behavior of tracks with strong differences
in primary ionizations. One can observe a better resolution for the higher energetic
track and a worse resolution for the lower energetic track. Also here the 3 Tesla
case is different for the same reasons as mentioned in Section 9.5.4. This means
for setting 1, where both tracks have the highest separation, that the influence of
the point resolution is significant. A method, which optimizes the charge of one
track in dependency to the other, seems to describe the results more reliable.
For setting 2 the same effects as in setting 1 can be observed. One can see a clear
improvement of the point resolution for an increase of the magnetic field. Also here
the lower energetic track shows a worse resolution than the higher energetic one.
The remarkable effect of the GFM is that in comparison to the the Chi-Squared
method it worsens the point resolution, but also makes the results more consistent
to the expectation.
The strongest influence of the fitting routines on the data and simulation samples
can be observed for setting 3. In Figure 9.24 the Chi Squared method shows a
degradation of the point resolution for the simulation at 3 Tesla. This behavior
changes completely for the Global Fit method (see figure 9.31). One can observe
a good agreement between data and simulation for first and second track up to 3
Tesla. Only for 4 Tesla the tracks of the data sample deviates from the simulation
assumption. A Global Fit method with the possibility to optimize the charge dis-
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tribution of two tracks at the same time seems to be more appropriate to calculate
the point resolution of nearby tracks.

9.7 Influence of the Pad Size

The advantage of a laser system, which produces tracks at a specific position, can
also have the disadvantage of systematic effects caused by the fixed position of the
laser track to the pad. Especially the width of the pad is an important parameter
in regard of the separation capability. It is important to know if the separation
is limited by the pad size or by the width of the charged cloud. Therefore the
influence of the pad size has been investigated with the simulation. This allows to
move the laser tracks under exactly the same conditions along a pad. Two different
pad sizes have been investigated. First the pad size used for the measurement has
been examined for the three settings. Also a smaller pad size has been investigated
for setting 2 and 3, where the two tracks have been moved together. The results
of the simulation for smaller pads are considered as an outlook for measurements
with such smaller pad sizes. Future measurements with pad sizes as proposed
in [8] have to answer also the important question of this intrinsic limit of track
separation.

The first pad size used has the size of 2.2 × 6.2 mm2. The same parameters
of table 9.3 have been used for the simulation except (x0, y0). These parameters
have been replaced by a x01, which denotes in this case the starting point of a
the first track position. The value ∆x is kept fixed, so that the starting point for
the second track can be easily calculated by x02 = x01 + ∆x. The starting point
x01 is scanned with 220 µm along a pad, which is one tenth of the pad pitch.
After 11 steps the same position as the original position is reached, which means
that the track parameters should be comparable to the starting point. For each
step point a sample of 1000 events is generated. The single track definition is
the same as previously definitions. The analysis for the 2.2 × 6.2 mm2 pad size
is done for the Chi-Squared and GFM fitting method to derive the systematic
uncertainty for both reconstruction methods. This uncertainty is included in the
error description of the previous sections about the point resolution as well as
for the description of the α-∆I correlation. A sketch of the scanning process is
illustrated in figure 9.32.
Three set of parameters are tested regarding the deviations. The relation α-∆I,
the track efficiency and the point resolution of both tracks. In the figures 9.33
and 9.34 these relations are illustrated for all magnetic fields of setting 1. The
x-axis always denotes the position of x01 on the pad starting with 0, which is the
beginning of the pad. The blue vertical lines represent the step size of 220 µm.
The red vertical lines mark the beginning of the pad (x01 = 0) and the position,
when the original position is reached again (x01 = 2.2 mm).

Setting 1 is the one, which has the biggest distance betweent the two tracks at
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Rec. B-Field RMS RMS RMS RMS Res. RMS Res.
method α ∆I efficiency 1st track 2nd track

[T] [o] [mm] [%] [µm] [µm]
Setting 1

Chi2 4 0.056 0.067 3.0 8.2 11.
Chi2 3 0.056 0.085 0.0 12.2 5.7
Chi2 2 0.052 0.076 0.6 6.7 4.6
Chi2 1 0.048 0.053 5.5 6.6 6.5
GFM 4 0.056 0.074 3.0 11.1 9.2
GFM 3 0.053 0.068 0.0 6.4 2.2
GFM 2 0.052 0.092 0.6 6.1 4.4
GFM 1 0.048 0.021 5.5 9.7 4.4

Setting 2
Chi2 4 0.149 0.278 9.9 7.1 12.2
Chi2 3 0.112 0.232 8.7 11.1 9.7
Chi2 2 0.067 0.154 9.3 8.5 6.8
Chi2 1 0.097 0.186 10.5 5.7 8.9
GFM 4 0.135 0.065 9.9 12.8 9.8
GFM 3 0.094 0.068 8.7 9.9 4.2
GFM 2 0.058 0.173 9.3 9.7 2.6
GFM 1 0.052 0.190 10.5 6.8 3.2

Setting 3
Chi2 4 0.283 0.169 15.8 18.5 27.3
Chi2 3 0.319 0.203 14.8 12.1 26.6
Chi2 2 0.185 0.215 13.4 17.5 12.8
Chi2 1 0.196 0.288 3.6 26.7 23.7
GFM 4 0.278 0.180 15.8 9.7 16.9
GFM 3 0.322 0.161 14.8 10.3 13.0
GFM 2 0.192 0.091 13.4 9.0 7.9
GFM 1 0.197 0.068 3.6 25.3 25.9

Table 9.9: The table shows the RMS for all investigated parameters and
magnetic fields for Chi-Squared and GFM reconstruction method. One can
clearly see, that the systematic uncertainty to determine the parameters rises
significantly with smaller distances between the tracks.
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(x  +   x)0i0i(x  ) ∆

Figure 9.32: The figure shows the how the laser was moved along the pads.
Only the parameter x0 of the first track was shifted by 220 µm, a tenth of a pad
size, until the same position as the original is reached. All other parameters
of the two tracks stay unmodified.

the beginning of the sensitive volume. The ∆ x = 4.0 mm at y = 0 between the
tracks. This also means, that the fluctuations of the three parameter sets should
be minimal. The α-∆I relation is plotted for 4 (figure 9.33(a)), 3 (figure 9.33(b)),
2 (figure 9.34(a)) and 1 Tesla (figure 9.34(b)). The black dots show the deviation
between the true and the reconstructed values of α. The red dots show the same
deviations for ∆I. The full dots represent the Chi-Squared method, the unfilled
the GFM method. All magnetic fields show a very good agreement between real
and reconstructed values when moving along the pad. Both α and ∆I show a
deviations below 0.2 o and 0.2 mm.
The efficiency of this setting, which is given in the figures 9.33(c), 9.33(d) and
9.34(c) for 4, 3 and 2 Tesla is at about 100 %. Only for 1 Tesla a decrease can be
observed in figure 9.34(d).



200 CHAPTER 9. TRACK SEPARATION OF A TPC

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

 [
d

eg
re

e]
α ∆

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

 = 67.5 degree, B = 4 Tesla)θI (wedge 0.5, ∆ - α ∆

 In
te

rc
ep

t 
in

 [
m

m
]

∆

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
 (Chi-Squared) α ∆
 (GFM) α ∆

I (Chi-Squared) ∆
I (GFM) ∆

 = 67.5 degree, B = 4 Tesla)θI (wedge 0.5, ∆ - α ∆

(a)

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

 [
d

eg
re

e]
α ∆

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

 = 67.5 degree, B = 3 Tesla)θI (wedge 0.5, ∆ - α ∆

 In
te

rc
ep

t 
in

 [
m

m
]

∆

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2
 (Chi-Squared) α ∆
 (GFM) α ∆

I (Chi-Squared) ∆
I (GFM) ∆

 = 67.5 degree, B = 3 Tesla)θI (wedge 0.5, ∆ - α ∆

(b)

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

E
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 67.5 degree, B = 4 Tesla)θTrack Efficiency (wedge 0.5,  = 67.5 degree, B = 4 Tesla)θTrack Efficiency (wedge 0.5, 

(c)

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

E
ff

ic
ie

n
cy

 [
%

]

0

20

40

60

80

100

 = 67.5 degree, B = 3 Tesla)θTrack Efficiency (wedge 0.5,  = 67.5 degree, B = 3 Tesla)θTrack Efficiency (wedge 0.5, 

(d)

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

 m
]

µ
R

es
o

lu
ti

o
n

 [

0

20

40

60

80

100

120

140

160

180

200

 = 67.5 degree, B = 4 Tesla)θPoint Resolution (wedge 0.5, 

Point Resolution 1st track (Chi-Squared)

Point Resolution 2nd track (Chi-Squared)

Point Resolution 1st track (GFM)

Point Resolution 2nd track (GFM)

 = 67.5 degree, B = 4 Tesla)θPoint Resolution (wedge 0.5, 

(e)

-pos. on the pad [mm] 0ix
0 0.5 1 1.5 2

 m
]

µ
R

es
o

lu
ti

o
n

 [

0

20

40

60

80

100

120

140

160

180

200

 = 67.5 degree, B = 3 Tesla)θPoint Resolution (wedge 0.5, 

Point Resolution 1st track (Chi-Squared)

Point Resolution 2nd track (Chi-Squared)

Point Resolution 1st track (GFM)

Point Resolution 2nd track (GFM)

 = 67.5 degree, B = 3 Tesla)θPoint Resolution (wedge 0.5, 

(f)

Figure 9.33: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 3 and 4 Tesla case of setting 1. The Chi Squared method was used as
fitting routine.
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Figure 9.34: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 1 and 2 Tesla case of setting 1. The Chi Squared method was used as
fitting routine.
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Figure 9.35: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 3 and 4 Tesla case of setting 2. The Chi Squared method was used as
fitting routine.
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Figure 9.36: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 1 and 2 Tesla case of setting 2. The Chi Squared method was used as
fitting routine.
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Figure 9.37: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 3 and 4 Tesla case of setting 3. The Chi Squared method was used as
fitting routine.
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Figure 9.38: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 2.2×6.2 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 1 and 2 Tesla case of setting 3. The Chi Squared method was used as
fitting routine.
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The point resolutions for all magnetic fields, given in the figures 9.33(e), 9.33(f),
9.34(e) and 9.34(f). In Table 9.10 the RMS values for all investigated parameters
are given. One can clearly see, that for this setting the influence of the pad size is
minimal for all magnetic fields.

In setting 2 the distance between the tracks is reduced to ∆ x = 3.47 mm at
y = 0 between the tracks. Here one can already see an increase of the deviation
between true and reconstructed value for α respectively ∆I. In the figures 9.35(a),
9.35(b), 9.36(a), 9.36(b) α and ∆I for the magnetic fields of this setting are
plotted against the different pad positions. Again one can observe, the expected
anti-correlation of α to ∆I for the Chi-Squared method. The deviations are
unstable if the width of the charged cloud is small, as for the 3 and 4 Tesla case.
For 1 and 2 Tesla the deviations follows a more predictable course, which indicates
that with an increase of the width of the charged cloud the reconstruction is much
less sensitive to small changes of the laser position. The GFM shows a different
behavior. For 3 and 4 Tesla the uncertainty of α is large and small for ∆I. For 1
and 2 Tesla it is the other way around.
The track efficiency is decreased for this setting now even for higher magnetic
fields, where the tracks are expected to be much better separable. In the
figures 9.35(c), 9.35(d), 9.36(c) and 9.36(d) the track efficiencies of 4, 3, 2
and 1 Tesla are plotted. The resolution of the two tracks show a comparable
fluctuation as for the previous setting (see Figures 9.35(e), 9.35(f), 9.36(e)
and 9.36(f)). A clear increase of the uncertainties for all parameters can be
observed for this setting in Table 9.10. This shows the growing influence of
the pad size, which has to be taken into account and can not be neglected anymore.

In setting 3 the distance is further reduced to ∆ x = 2.94 mm at y = 0 between
the tracks. This also leads to a further increase of the deviations between true and
reconstructed value for α respective ∆I (see the figures 9.37(a), 9.37(b), 9.38(a)
and 9.38(b)). The deviation of α reaches a value of 1 ◦ and ∆Intercept exceeds
1.5 mm. In all plots there is a small area, where the deviation between true and
reconstructed values becomes minimal. This is for a value of x01 between 1.1 and
1.76 mm and can be observed for 2, 3 and 4 Tesla. Here the strong influence of
the pad size to the reconstruction becomes clearly visible.
The track efficiency of this setting is illustrated in the figures 9.37(c), 9.37(d),
9.38(c) and 9.38(d). The total range of the fluctuations are of the order of 40-50
% for 2, 3 and 4 Tesla. For 1 Tesla the maximal achievable efficiency is diminished
so strong, that the possible range of fluctuations is shrinked either.
The resolution for both tracks show a strong degradation for all magnetic fields.
In the figures 9.37(e), 9.37(f), 9.38(e) and 9.38(f) one can see that the maximal
range of the deviations is about 60-80 µm for all magnetic fields. The course
of the point resolution between two steps becomes unstable and unpredictable.
Here also one important difference between the two reconstruction methods occur.
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Rec. B-Field RMS RMS RMS RMS Res. RMS Res.
method α ∆I efficiency 1st track 2nd track

[T] [o] [mm] [%] [µm] [µm]

Setting 2

Chi2 4 0.019 0.037 0.0 6.6 2.1
Chi2 3 0.027 0.055 0.0 3.0 1.8
Chi2 2 0.008 0.009 0.2 2.8 2.6
Chi2 1 0.011 0.02 3.2 2.0 2.3

Setting 3

Chi2 4 0.02 0.034 0.2 2.0 3.0
Chi2 3 0.019 0.035 0.4 2.0 2.1
Chi2 2 0.005 0.01 1.6 2.6 2.4
Chi2 1 0.01 0.016 6.5 5.7 5.2

Table 9.10: The table shows the RMS of all investigated parameters and
magnetic fields for a pad size of 1.27 × 7.0 mm2. Only setting 2 and 3 were
investigated with the Chi-Squared method. Compared to the larger pad size
one can clearly see, that the systematic uncertainty is significantly smaller.

For the previous two settings the RMS of all parameters were approximately the
same. In setting 3 the point resolution of first and second track shows a much
better performance for the GFM than for the Chi-Squared method for all magnetic
fields except 1 Tesla. This is consistent with previous observations. The strongest
difference between the reconstruction of the GFM and the Chi-Squared method is
observed for setting 3.
The RMS of all parameters have the highest values in setting 3. This shows the
huge limitation due to either the pad size or the reconstruction methods. This
limitation is responsible for the huge uncertainties of the track parameters, which
have been included in setting 3.

These last two settings are also investigated with smaller pad size in x-direction.
The used pad size is 1.27×7.0 mm2, which is the pad geometry, which will be used
for a upcoming data taking with the Medi-TPC. The number of steps and the step
size was kept unchanged. In the figures 9.39, 9.40, 9.41 and 9.42 the results are
shown. Both settings show clearly, that for this pad size all relations and therefore
both tracks are optimally separable. The values for α and ∆Intercept agrees very
good between input and reconstructed parameters. The track efficiency is nearly
100 %, except for the 1 Tesla case of setting 3 (see figure 9.42(d)). The resolution
of both tracks show fluctuations of about 20 µm. Therefore settings with a ∆ I <
2.94 mm at y = 0 and smaller wedge angle should be used to test the limits of the
track separation defined by the pad geometry.
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Figure 9.39: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 1.27×7.0 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 3 and 4 Tesla case of setting 2. The Chi Squared method was used as
fitting routine.
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Figure 9.40: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 1.27×7.0 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 1 and 2 Tesla case of setting 2. The Chi Squared method was used as
fitting routine.
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Figure 9.41: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 1.27×7.0 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 3 and 4 Tesla case of setting 3. The Chi Squared method was used as
fitting routine.
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Figure 9.42: shows the systematic effects on key parameters caused by a fixed
position of laser tracks to the pad geometry with a pad size of 1.27×7.0 mm2.
The plots show the margin of fluctuations of the reconstructed parameters for
the 1 and 2 Tesla case of setting 3. The Chi Squared method was used as
fitting routine.



Chapter 10

Conclusion and Outlook

In this thesis first results for calibration and track separation of a GEM based
TPC for small pads were presented using an ultra-violet laser. For this studies a
laser setup was planned and built. An older TPC prototype was used to study the
performance of the laser system. This setup was also used to perform calibration
studies using the laser to measure the drift velocity. A slow control system,
which has been developed in the group, was attached to the TPC. With these
two tools it was possible to study the major influence of the water content on
the drift velocity for a gas mixture of argon (93 %), methane (5 %) and carbon
dioxide(2 %). The slow control system has been successfully used to compare
water content measurements with predictions from the program MAGBOLTZ 9.
The predictions from MAGBOLTZ 9 are consistent with the measurements on a
level of 1 % up to water content of 800 ppm. As the water content in a TPC is
normally significantly smaller the limit on the determination of the drift velocity
could be set to this precision.

To use the developed laser setup for track separation studies in high magnetic
fields a TPC prototype was significantly modified to enable laser operation. The
laser positioning system, which produces two tracks, had to be implemented and
its operation was tested in magnetic fields up to 4 T. With this TPC a success-
ful data taking was performed to investigate the track separation performance for
magnetic fields of 1, 2, 3 and 4 T. The gas was a mixture of argon (93 %), methane
(5 %) and carbon dioxide (2%). The readout plane was the same as used for the
point resolution studies of single tracks, which had a pad size of 2.2×6.2 mm2.
The distance between the two tracks in the xy plane was systematically reduced
to study the limitations of the reconstruction in presence of another track. Two
different reconstruction approaches were tested. The first approach is a conven-
tional Chi squared approach, which determines the track and the track parameters
one after another. The second one is a more advanced Global Fit method, which
determines the track parameters simultaneously. It was presented, that the main
track parameters such as track angles, intercept and point resolution deteriorate
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strongly, if a significantly number of hits is below a distance of 4.5 mm. It was
also demonstrated, that a reconstruction method, which is capable of optimizing
the track simultaneously has a clear advantage over a method, which optimizes
the tracks one after another.
These results were confirmed by a simulation, which was developed in course of
this work. This simulation was compared to measured single laser tracks to check
the validity of the simulation and afterwards used to prove the agreement of the
two track measurements. The simulation shows an acceptable agreement to the
measurement. It was further used to estimate the systematic influence of the pad
size to the reconstruction. It was shown, that the systematic uncertainties rise
significantly with the reduction of the distance between the tracks.
However the hit separation for x as given in the Technical Design Report of 2.3
mm could not be confirmed with the proposed setup and methods. Two possible
direction or a combination of both can be recommended to achieve this require-
ment.

• Further improvement of the reconstruction software: Two improve-
ments have been investigated and discussed. The improvement of the hit
separation algorithm as well as the extension to a simultaneous multi track
optimization are first steps to an appropriate multi track reconstruction al-
gorithm. The next improvement would be an algorithm, which includes
track information as for example average charge per row and angles in rφ or
rz from well separated multi track regions to separate the tracks in limited
separation regions.

• Reduction of the pad size: An alternative or combination to the im-
provement of the reconstruction software would be a reduction of the pad
size. As indicated by the studies of the systematic pad effects, the separation
of the tracks is not limited by transverse diffusion, but by the pad size. As
pointed out in [8] for a possible TPC at the ILC the pad size is already be
reduced to a pad size of 1×6 mm2. This will not only improve the point
resolution, but also the track separation capability.

The presented results provide first answers and point out a direction for further
studies to the important questions of the track separation. As a good multi track
separation is crucial for the particle flow concept (PFLOW) of the detectors at the
ILC, it is mandatory to investigate the track separation. A lot of work has been
done to measure and improve the point resolution for single tracks. It should be
demonstrated that some of the methods and tools to improve the point resolution
are not inconsistent with the aim to achieve also a good track separation.
It should also be mentioned, that this work only considers the track separation
in xy direction. It is crucial to investigate also the separation in z direction as
soon as an appropriate electronic is available. The single point and the two track
resolution is highly influenced by the proper choice of the electronic. The lack of
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such an electronic made it impossible to use the setup also for this purpose, which
is in principle possible.
In the framework of the newly founded ILC TPC collaboration this work as well as
the described open questions can be a starting point to study the track separation
on large scales. Both the knowledge of implementation of a laser system in such a
TPC as well as the methods to measure and investigate the track separation can
and should be included in a scientific program for a larger TPC prototype.



Appendix A

Servo Operation Tests in High
Magnetic Fields

In this chapter the operation priciple of a servo motor is described. A servo motor
is the main device of the prism positioning system (PPS). It was

A.0.1 Operation Principle of a Servo Motor

(a) General setup of
a servo motor

(b) Steering principle of the servo

Figure A.1: General setup of the servo and the principle to steer the servo
with a rectangular pulses

A servo is a simple small power motor, which is widely used in model elec-
tronics. It consists primarily of three components. A circuit board, which steers
a potentiometer. The potentiometer gives a feedback signal, which then moves
the motor. The motor is connected to several cogwheels. The cogwheels move
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a final cogwheel, which is responsible for the movement of the PPS as explained
in chapter 5.3 and additionally moves the potentiometer. If the resistance of the
real potentiometer is equal to the resistance assumption, which is set at the circuit
board, the movement stops. The circuit board needs a repetitive rectangular signal
with a repetition frequency between 14-18 ms and an operating voltage between
4.8 and 6 V. If the signal width is of a length of 0.6 ms, the servo is moved to the
first maximal position, if its 2.4 ms the servo is moved to the opposite maximal
position. The servo is a S-811 model produced by Conrad Electronic [98]. It is
steered by a Servo Motor Controller Board produced by Pontech [99], The board
is capable of steering up to eight servo motors in parallel. In fig. A.2 the operation
principle of such a servo is shown. The basic question when using a servo motor
was if the motor could withstand high magnetic fields. This question is answered
in the next section.

A.0.2 High Magnetic Field Tests

The test measurements of servo motors in high magnetic fields is based on the
summer student report [100]. In a first test the servo motor was put in the the
DESY Magnet facility described in chapter 4.8. There the servo was destroyed
after applying a small field of 0.25 T, small compared to the required maximal
field of 4 T. It turns out that even at this low field the circuit board implemented
in the servo gets broken. As a first counter-measurement the servo was opened
and the cable connection to the circuit board is by-passed, so that the circuit
could be placed outside of the magnet. After tests with such a modified servo
placed in the magnet facility the short term behavior showed that the servo is
steerable even after applying high magnetic fields. Magnetic fields of 1, 2, 3 and 4
Tesla were tested. The magnet was ramped up to the specific field and was kept
there for 15 minutes before ramped down again. The servo was steerable even if
exposed to a magnetic field of 4 Tesla. Also the long time behavior was tested.
These tests were not successful. After leaving the the servo for at least 12 hour
in a high magnetic field of larger than 1.5 Tesla, the servo gets broken even with
the modification. It turned out that the the motor and the potentiometer were
still operating, but if the servo is connected to a power source some of the plastic
cogwheels are permanently damaged. Therefore a closer look to the motor itself
was needed.

In fig. A.2 the operation principle is shown. The servo motor consists of a
permanent magnet and three coils, which produce a magnet field. If the current
is applied correctly the motor is moved in the appropriate position. As a working
hypothesis it has been assumed that the polarity of the permanent magnet has
been reversed. If switched on the servo steering board gets the information that
the resistance of the real resistance is not aligned with the one set at the board.
The board tries to move the resistance by the motor to get the expected position.
If the maximal position of the potentiometer is reached the gear hits a mechanical
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(a) Picture of the inside of a
servo motor

(b) Sketch of the servo motor

Figure A.2: General setup of the servo motor and the principle of movement
induced by a magnetic coil and a bipolar permanent magnet

stopper. As the potentiometer feeds back the information, that the correct posi-
tion is still not reached, the motor keeps moving until the gear gets permanently
damaged. The change of the polarity of the permanent magnet could be solved
by switching also the applied current of the servo motor, which assigns again the
correct voltage with the correct setting for the resistance of the potentiometer. In
the second half of data taking the servo remained in the TPC and was exposed
to high magnetic fields up to 4 Tesla. With the mentioned modification to the
applied current the servo was operating also it was at that time placed for several
days in the magnet facility.
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Exceedance of the total
FADC-range
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Figure B.1: The figure shows the number of time slices for setting 1, which
have been exceeding the total range of the preamplifier.

In the Figures B.1, B.2, B.3 the number of time slices of the 3 T data sample
are shown, which exceeds the total range of the preamplifier. The total range of
a single channel is defined by the 8-bit Aleph preamplifiers minus the pedestal
of this specific channel. If the total range of the preamplifier has been exceeded
the position and charge reconstruction of this hit is seriously limited. Although
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Figure B.2: The figure shows the number of time slices for setting 2, which
have been exceeding the total range of the preamplifier.
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Figure B.3: The figure shows the number of time slices for setting 1, which
have been exceeding the total range of the preamplifier.
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such hits are marked in the Multifit reconstruction software as hits exceeding the
limit, it seems evident, that these hits influence the point resolution. In setting
1 the highest amount of such hits occur. A combination of several effects can
lead to this behavior of the preamplifier. One reason is the high laser intensity.
If then the charge produced by the laser is accumulated on almost one pad the
limit of the preamplifier is reached. The accumulation on one pad is of course
depending on the strength of the magnetic field, which is responsible for the size
of the transverse diffusion. As this effect only appears in the 3 T data files, it
was not detected during the data taking, wherer an uniform amplification setting
was chosen to make the results comparable for every magnetic field. As shown
in Figure B.1 it has the biggest influence at setting 1, where the geometry of the
tracks was such, that the charge of the higher intense beam was accumulated on
mainly one pad.
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