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ZUSAMMENFASSUNG

Seit der ersten Realisierung von quantenentarteten Bose- und Fermi-Gasen in verdünnten ato-
maren Systemen haben diese zur Beobachtung einer langen Reihe von faszinierenden und teil-
weise unerwarteten Entdeckungen geführt. Ein weites Feld ist hierbei die Simulation von Ef-
fekten aus der Festkörpertheorie, wobei insbesondere ultrakalte Fermi-Gase, die die gleiche
Quantenstatistik wie Elektronen haben, eine besondere Rolle spielen. Die beispiellose Kon-
trolle über alle experimentellen Parameter in Quantengasen erlaubt darüber hinaus die Unter-
suchung von völlig neuartigen Quantensystemen. Dazu gehören Ensembles mit hohem internen
Spin, sowie Mischungen von bosonischen und fermionischen Teilchen.

Im Rahmen dieser Arbeit präsentiere ich Experimente, die zum ersten Mal umfassend
die Physik von fermionischen Atomen in höheren Bändern eines optischen Gitters beleuch-
ten, sowie die erste Untersuchung von Spin-Anregungen in Fermi-Gasen mit hohem Spin.
In Verbindung mit beiden Systemen existiert eine Vielzahl weiterer theoretischer Vorschläge
zur Erzeugung und Erforschung ungewöhnlicher Quantenphasen und neuartiger Nichtgleich-
gewichtsphysik. Daher sind die präsentierten Studien wegweisend und die Resultate legen eine
bedeutende Grundlage für nachfolgende Experimente, die noch viele ungeklärte Fragen zu be-
antworten haben.

Im speziellen wurde in dieser Arbeit eine Methode zur Spektroskopie von ultrakalten Fer-
mionen in optischen Gittern entwickelt. Diese Methode nutzt Übergänge zu angeregten Bän-
dern und wurde verwendet um die ersten voll impulsaufgelösten Messungen der Bandstruktur
von quantendegenerierten Fermi-Gasen zu erzielen. Darüber hinaus wurden attraktiv wechsel-
wirkende Bose-Fermi-Mischungen untersucht, in welchen zum ersten Mal auf direktem Wege
eine wechselwirkungsinduzierte Lokalisierung der Fermionen nachgewiesen wurde. Die Lo-
kalisierung resultiert aus einer Kopplung benachbarter Gitterplätze über Wechselwirkungspro-
zesse, was im Rahmen eines erweiterten Hubbard Modells erklärt werden kann.

Bei der Anregung von Atomen in höhere Bänder entstehen ebenso Löcher im untersten
Band des Gitters. Dies resultiert aus dem fermionischen Charakter der untersuchten Teilchen.
Die erste ausführliche Untersuchung beider Anregungen in ultrakalten Atomen wird im Rah-
men dieser Arbeit präsentiert. Die untersuchten Prozesse weisen eine große Ähnlichkeit zur
Photoleitung in herkömmlichen Isolatoren auf, wodurch sich eine neuartige Analogie zwischen
der Festkörperpysik und ultrakalten Atomen ergibt.

Im weiteren wurden neuartige Fermi-Gase mit hohem internen Spin untersucht, welche
in den letzten Jahren ein wachsendes Interesse erfahren. Es wurden hier zum ersten Mal die
fundamentalen spinabhängigen Anregungen solcher Systeme untersucht. Dies wurde sowohl
für harmonisch gefangene Vielteilchensysteme, als auch für Atompaare auf isolierten Gitter-
plätzen durchgeführt. Beide Systeme zeigen ein deutlich unterschiedliches Verhalten, jedes
für sich stimmt jedoch mit den Resultaten theoretischer Modelle überein. Im Rahmen dieser
Untersuchungen wurden die ersten kohärenten spin-ändernden Stöße zwischen ultrakalten Fer-
mionen beobachtet, wobei zum ersten Mal überhaupt vielzahliger wechselwirkungsinduzierter
Spin-Überträg nachgewiesen werden konnte.

Das mikroskopische Verständnis von Wechselwirkungsprozessen legt den Grundstein für
die Untersuchung von Vielteilcheneffekten, die in Hochspin-Systemen zu völlig neuartigen
Phänomenen führen. Die Untersuchungen an harmonisch gefangenen Gasen erlauben einen
ersten Einblick in dieses faszinierende Forschungsfeld. Hierbei wurde der Einfluss des hohen
Spins auf kollektive Spin-Wellen Anregungen untersucht, was die erste Beobachtung von ko-
härenter Vielteilchen-Dynamik in solchen fermionischen Hochspin-Systemen darstellt.





ABSTRACT
Since the first realization of quantum degenerate Bose and Fermi gases in dilute atomic vapor,
these systems led to a large number of fascinating and sometimes unexpected discoveries. A
broad field in this context is the simulation of solid state theories, where especially fermionic
systems play a major role, since they have the same quantum statistics as electrons. Beyond
that, the unprecedented control over all experimental parameters using ultracold atoms allows
for the realization of completely novel quantum systems. These include particles with high
internal spins and mixtures of bosonic and fermionic particles.

In the frame of this thesis, I present experiments that thoroughly study the physics of
fermionic atoms in excited bands of an optical lattices for the first time. In addition, the first
investigation of spin-excitations in Fermi gases with a high spin larger than 1/2 is reported.
In connection with these systems, a wealth of further proposals exists for the realization and
study of unconventional quantum phases and novel nonequilibrium behavior. Therefore, the
presented results pave the way towards further studies of these fascinating regimes, where
many open questions are still to be answered.

In detail, a novel spectroscopy method for ultracold Fermi gases in optical lattices has been
developed during this thesis. This technique employs transitions to excited bands and has been
used for the first fully momentum-resolved measurement of the band structure for a fermionic
quantum gas. Beyond that, it has been applied to attractively interacting Bose-Fermi mixtures,
where a direct observation of an interaction induced localization of the fermionic atoms has
been possible for the first time. This localization is produced by an offsite interaction, which
can be described in an extended Hubbard model.

As the atoms are excited to the higher bands, they leave holes in the lowest energy band.
This is a result of the fermionic character of the particles. The first comprehensive investigation
of these particle and the hole excitations in the framework of ultracold atoms is presented in this
thesis. The relevant processes prove to be in close analogy photoconductivity in conventional
insulating solids, which results in a novel analogy between solid state physics and ultracold
atoms.

Moreover, novel Fermi gases with high spin are studied, which are subject to an increasing
interest in recent years. In this thesis, the fundamental spin excitations of such systems have
been investigated for the first time. This has been done for harmonically trapped many-body
systems, as well as for atom pairs on isolated lattice sites. Both systems show a clearly different
behavior, whereas the results are in good agreement with the respective theoretical models. In
the frame of these studies, the first coherent spin-changing collisions of ultracold fermions have
been observed. This also led to the generally first observation of higher-order spin-exchange
interactions.

The microscopic understanding of interaction processes is of high importance for the in-
vestigation of many-body phenomena, which introduce completely novel effects in high-spin
systems. The investigation of the harmonically trapped high-spin gases allowed here for first in-
sights into this fascinating field. Thereby, the influence of the high spin on collective spin-wave
excitations has been investigated. This constitutes the first observation of coherent many-body
dynamics in such fermionic high-spin systems.
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CHAPTER 1

INTRODUCTION

In everyday life, at typical temperatures of about 300 K, atoms and molecules in dilute gases
essentially behave as classical particles and their physical state can be described by a Maxwell-
Boltzmann distribution [8]. At temperatures near zero Kelvin, the quantum mechanical proper-
ties of the individual particles become important. There are two fundamentally different kinds
of particles, which are distinguished in this regime, namely bosons and fermions. They have
different quantum statistics and, in direct connection, different internal spins, which are integer
valued for bosons and half-integer valued for fermions [9]. If the quantum statistics dominate
the thermal state of the gas, the system is usually said to be quantum degenerate, which leads
to a fundamentally different behavior of bosons and fermions [10].

Bosonic particles undergo a phase transition to the quantum degenerate regime, where
they form a Bose-Einstein condensate (BEC), which has been demonstrated for the first time
in a dilute gas of atoms in 1995 [11–13], and was awarded with the Nobel price in 2001.
This discovery started the research field of quantum degenerate gases, and soon after, the first
quantum degenerate Fermi gas has been demonstrated in 1999 [14].

Following these seminal experiments, a steadily growing research community developed
over the years, where many different phenomena have been investigated using ultracold atoms
[15, 16]. A big advantage of ultracold atom systems is the high control over most external
parameters, such as the geometry, the dimensionality, the interaction strength, and the internal
state of the atoms. Since the gases are also well isolated from the environment, being trapped
only by magnetic fields or far offresonant laser beams, they have very long coherence times
and preserve their pure quantum state for a long time. Typical timescales for dynamics in
ultracold atom systems are in the order of milliseconds, much slower than processes in solids or
molecules, such that quantum degenerate gases are also ideally suited for the study of coherent
quantum dynamics.

A particularly rich field of research are quantum phases and phase transitions. Apart from
the BEC transition itself, the crossover from a BEC of molecules to Cooper pairs in strongly
interacting Fermi gases has been observed [17–20], as well as the strongly correlated Mott
insulator phase in optical lattices [21–29] and other even more exotic phases [30–32].

Many of these observations rely on the controlled preparation of ultracold ensembles in
optical lattices; a topic, which have gained a lot of attention in the past years [33–44]. These
periodic potentials are provided by interfering laser beams, which create a so-called crystal
of light. The resulting many-body systems are in strong analogy to real crystals and realize
the same many-body Hamiltonians as used to describe electrons in solids [15]. This similarity
allows for the simulation of solid state phenomena using ultracold atoms [45], but also yields
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Figure 1.1: Connection between all topics presented in this thesis. The ellipses depict the different
chapters 4 to 7 and the main effects investigated therein. The arrows show the direct overlap between
the different chapters.

the possibility to adapt methods from solid state physics to ultracold atoms, in order to control
or probe the quantum degenerate gases themselves. Of great interest in this context are ultracold
fermions. Since they share the same quantum statistics, fermions resemble electrons in solids
more closely than bosons do [46]. Therefore, a major effort is directed towards the realization
of fermionic lattice systems [25, 26, 33, 46–54]. While the reported experiments are mainly
restricted to the ground state properties in the lattice, a growing theoretical interest is directed
on the realization of fermions in higher energy bands [55–65].

Another important field are multicomponent gases [50, 66–74]. These allow for the mix-
ture of bosonic and fermionic particles, which constitute a completely novel class of many-
body systems [68–71, 75]. In such mixtures, unexpected and highly debated results have been
obtained. A shift of the bosonic Mott insulator transition was observed in the presence of
fermions with attractive interspecies interactions [23, 24, 76], which was the direct opposite of
the behavior expected from theory at that time [77–81]. In an ongoing discussion different ap-
proaches have been proposed to explain this shift, where the correct description is still debated
[56, 82–85].

Multicomponent systems can also be realized with multiple hyperfine states of the same
atomic species. Such mixtures can form spinor many-body systems, where the internal states
provide novel degrees of freedom accessible only in ultracold matter [86–88]. In these systems,
interactions allow for novel spin-exchange processes, which influence the system properties
dramatically. While ultracold bosons with internal degrees of freedom have been studied ex-
tensively over the last years [67, 89–97], quantum degenerate high-spin Fermi gases with more
than two internal spin states have only been realized recently [50, 73, 74]. Despite the small,
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but growing, number of experimental realizations, there are many theoretical proposals for
the realization of novel phases and other unexplored regimes using such fermionic high-spin
systems [2, 51, 98–101, 101–113].

The results presented in this thesis combine many of the research fields mentioned above.
Figure 1.1 depicts the connections and overlap between all investigated topics. The main results
can be summarized as follows.

The study of multiband excitations of ultracold Fermi gases in optical lattices is presented.
This allowed for the first momentum-resolved spectroscopy of ultracold fermions in optical
lattices and for first the direct observation of an interaction induced tunneling reduction in
attractively interacting Bose-Fermi mixtures (see chapter 4). Further, the study of multiband
excitations led to a new connection between ultracold atoms and solid state physics, realizing
an analog to photoconductivity with ultracold atoms, as discussed in chapter 5. In chapter 6,
interacting high-spin fermions in optical lattices are studied, where the first realization of spin-
changing collisions with fermionic atoms is reported. Finally, multicomponent Fermi gases
at weak interactions are investigated in chapter 7, which constitutes the first observation of
coherent many-body dynamics with high-spin fermions.

These results are of high relevance for further studies of ultracold fermions, pioneering es-
pecially two topics that gained much interest in recent years, namely high-spin Fermi gases and
fermions in excited lattice bands. The study of multiband effects in fermionic quantum gases
is of high importance for the realization of novel quantum phases in higher bands, including
time-reversal symmetry breaking ground states. The identification of the microscopical inter-
action properties of high-spin Fermi gases paves the way towards the investigation of novel
magnetic properties and involved quantum phases. A more detailed introduction for each topic
can be found at the beginning of each chapter.
The structure of the thesis is as follows.

• In chapter 2, I describe the most relevant experimental concepts for the realization of
quantum degenerate Fermi gases. I concentrate in particular on the features implemented
during this work. This includes the preparation of interacting multicomponent Fermi
gases, a new optical dipole trap setup, and a new optical lattice setup.

• The basic properties of ultracold fermions and Bose-Fermi mixtures in optical lattices are
discussed in chapter 3. Here, I concentrate on the influence of the harmonic confinement,
which is of high relevance for the correct description and understanding of the ground
state properties of these quantum gases.

• In chapter 4, a novel multiband spectroscopy technique is presented. This method al-
lows for the first momentum-resolved detection of the full band structure for ultracold
fermions, resulting in textbook-like pictures of the reduced and extended zone scheme
of the lattice potential. The chapter contains a detailed description of the experimental
realization of the spectroscopy. A thorough experimental characterization of its proper-
ties is given, using ideal noninteracting fermions. Beyond that, the method is applied to
attractively interacting Bose-Fermi mixtures, analyzing the tunneling properties of the
mixture. The results have been partly published in [6].

• Chapter 5 shows the first realization of an analog to photoconductivity in ultracold quan-
tum gases. In this context, the first comprehensive investigation of the dynamical proper-
ties of ultracold fermions excited to higher bands of an optical lattice is reported. More-
over, coherent dynamics of holes in momentum space, imprinted on an initially band
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insulating ground state in the optical lattice, are realized for the first time. I compare the
experimental results to two different theoretical approaches, using a semiclassical anal-
ysis, obtained by Alexander Itin and Ludwig Mathey, and a fully numerical approach,
mainly conceived by myself. Finally, I discuss the influence of interactions on the ex-
citations properties. The results presented in this chapter have been partly published in
[4].

• In chapter 6, the physics of multicomponent Fermi gases in optical lattices are discussed.
I give the first detailed description of the full spin-dependent interaction properties of
40K. Presenting proof-of-principle experiments, I compare the theoretical and experi-
mental results quantitatively. The results constitute the first demonstration of coherent
spin-changing collisions with ultracold fermions. Beyond that, I present a spin-resolved
determination of double occupancy in ultracold Fermi gases, which is of high relevance
for the detection of novel multicomponent phases in the optical lattice. Finally, I propose
a possible realization of a novel phase crossover between two strongly correlated states
in an open quantum system without particle conservation, using a Feshbach resonance in
40K with strong inelastic collisions. While each of the states has been realized indepen-
dently [25, 26, 31, 54], I discuss the novel possibilities introduced by a tunable system.
For the determination of the scattering properties of 40K and the parameters of the novel
Feshbach resonance, numerical data from molecular coupled channel calculations has
been kindly provided by T. Hanna and L. Cook. The results on the spin-changing col-
lisions have been partly published in [5]. An in-depth discussion of these experiments,
including more experimental details and results, can be found in the thesis of Jasper
S. Krauser [114].

• In the final chapter 7, weakly interacting high-spin Fermi gases in optical dipole traps
are studied. The fundamental excitations in this regime are spin waves, which are driven
by exchange interactions between indistinguishable particles. A thorough experimental
study of spin-wave excitations is presented for a f = 3/2 Fermi gas, constituting the sim-
plest realization of a high-spin system with fermions. I discuss the underlying theoretical
concepts relevant for the understanding of spin-wave excitations and compare the exper-
imental results to numerical calculations using a semiclassical mean-field theory. This
description has been worked out and the results are kindly provided by Ulrich Ebling,
supervised by Andre Eckardt and Maciej Lewenstein. An intuitive description of the
novel properties, induced by the high spin of f = 3/2, is obtained using a suitable basis
of irreducible spherical tensors. The results of this chapter are partly published in [3].

During this work, I also participated in several other studies on ultracold atoms, which are
not presented in this thesis. This includes the detection of the amplitude mode in a strongly
interacting Bose gas using Bragg spectroscopy [7, 115], the measurement of several new Fesh-
bach resonances in 40K [114, 116], the investigation of spin-changing collisions in ultracold
bulk Fermi gases [1], and the theoretical description of spinor fermions in optical lattices [2].



CHAPTER 2

EXPERIMENTAL SETUP AND METHODS

In this chapter, I introduce the basic experimental concepts and methods used in this work to
prepare, manipulate, and detect the ultracold atomic gases investigated throughout this thesis.
All experiments reported have been performed at the Bose-Fermi mixture (BFM) setup in the
group of Prof. Dr. Klaus Sengstock at the Institut für Laser-Physik of the Universität Hamburg.
While a detailed description of the setup can be found in [117, 118], several modifications have
been implemented during this work. New dipole trap and lattice setups have been designed
and installed and various experimental methods have been implemented. In particular, the first
interacting mixtures of ultracold fermionic atoms in Hamburg have been prepared and studied
during this work.

All experimental data presented in this chapter was taken and analyzed together with Jasper
S. Krauser, Sören Götze and Nick Fläschner. The numerical calculations were performed
mainly by myself. To my knowledge, also the analytical results (2.10) and (2.11) have not
been introduced before.

The telescope for the elliptical dipole trap was assembled and characterized in the course
of the diploma thesis by Nick Fläschner at the BFM setup, which was co-supervised by me.
The optical lattice telescopes were assembled and characterized in the course of the diploma
thesis by Malte Weinberg at the BFM setup, which was also co-supervised by me.

2.1 PRODUCTION OF ULTRACOLD BOSE AND FERMI GASES

The BFM setup was originally designed for the simultaneous production of ultracold mixtures
of spin-polarized fermionic 40K and bosonic 87Rb [117, 118]. While one part of the exper-
iments reported here was performed in this configuration, another part was performed with
multicomponent Fermi gases consisting of two or more hyperfine states of 40K. The realization
of both systems is described in the following.

2.1.1 GENERAL SETUP

The core of the setup consists of a combined 2D and 3D magneto-optical trap (MOT) setup
which has been described in great detail in [117, 118]. The MOTs for both species are over-
lapped and operate simultaneously. To reduce losses due to light-assisted collisions, the MOT
for 40K uses a Dark-SPOT configuration [117–119]. After cooling the 40K and 87Rb atoms in
the two-stage MOT, the atoms are further cooled in an optical molasses. Using an σ+-polarized
optical pumping beam, all atoms are subsequently transferred to the maximally polarized and
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Figure 2.1: Sketch of the dipole trap and optical lattice beams in the BFM setup. The red shadings
depict the dipole trap beams along the horizontal y- and z-direction. The gray shadings represent the
optical lattice beams, where one beam is overlapped with the optical lattice in the z-direction, using
a dichroitic mirror and the other two beams are aligned in 45◦ with respect to the vertical x-direction
within the xy-plane. For comparison, the weak trapping of the magnetic trap is along the z-direction,
where also a strong gradient field can be applied using an anti-Helmholtz configuration of the MOT
magnetic coils [117, 118].

magnetically trapped hyperfine states with f = 2, m= 2 and f = 9/2, m= 9/2, before being
loaded into the magnetic trap. This optical pumping increases the number of atoms transferred
to the magnetic trap by a factor of up to 5 for rubidium and up to 10 for potassium. During
the transfer the trapping frequencies of the magnetic trap are set to about 2π×11 Hz in all
three directions, to allow for a good mode-match between the magnetic trap and the MOTs
[117, 118]. Afterwards, the trap is compressed within 1.5 s to trapping frequencies of about
2π×(214, 214, 11) Hz for rubidium and a factor of

√
87/40 larger for potassium, which cor-

responds to the mass ratio of both species [118]. In the magnetic trap the mixture is cooled to
quantum degeneracy, where the fermionic potassium atoms are sympathetically cooled by the
rubidium atoms [120].

For all presented experiments, the atoms are subsequently transferred to an optical dipole
trap, operated at about 808−812 nm (see section 2.3), where additional evaporative cooling is
performed if necessary. Overlapped with the dipole trap, there is a three-dimensional cubic
optical lattice operated at 1030 nm consisting of three retro-reflected rectangular oriented laser
beams (see section 2.4). After the experiments, performed either in the pure dipole trap or in
the optical lattice potential, the atoms are detected using resonant absorption imaging. There
are two imaging systems in the horizontal plane, one along the z-direction, and another along
the y-direction. The pictures are taken by CCD cameras (Pixelfly PCO). The detection systems
allow magnifications of 0.5, 1 and 2. All data presented in this thesis is taken along the y-
direction, which especially allows for an independent detection of different spin components,
as discussed in section 2.2 in more detail. A sketch of all optical potentials, clarifying the
coordinate system used, is shown in Fig. 2.1.

Additional tools are the radio-frequency and two different microwave antennas, allowing
the creation of radiation in the range of 0−200 MHz, near 1.3 GHz, and near 6.8 GHz. These
are used for evaporative cooling in the magnetic trap and state preparation in the dipole trap.
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2.1.2 BOSE-FERMI MIXTURES AND SINGLE-COMPONENT FERMIONS

To create mixtures of bosonic 87Rb atoms and fermionic 40K atoms, first the K-MOT is loaded
alone for a variable time between 3 s and 30 s. Then the Rb-MOT is switched on for typically
1.5 s to 5 s, such that both MOTs are operated simultaneously. The reason for this procedure
are collisions between rubidium and potassium atoms in the overlapping MOT leading to losses
[117, 118]. These are especially severe for the K-MOT, which is loading less efficiently com-
pared to the Rb-MOT. Hence, the K-MOT is loaded in advance to trap enough atoms before
the Rb-MOT is switched on. Loading the Rb-MOT as efficient as possible is necessary if large
potassium atom numbers are desired. The maximal MOT particle numbers in the BFM setup
are up to 1×1010 atoms in the 87Rb 3D MOT and up 1.5×108 in the 40K 3D MOT, and one
order of magnitude lower in the mixtures [117, 118]. The typical MOT particle numbers versus
loading time can be found in [117].

In the magnetic trap the atomic mixture is evaporatively cooled to quantum degeneracy
[121]. This is done by an exponential radio-frequency sweep from 40 MHz down to about
1 MHz for up to 30 s. In this process the hottest rubidium atoms are removed from the mag-
netic trap and a simultaneous thermalization leads to an effective cooling of the gas [122].
Thereby, the 40K atoms are sympathetically cooled by the 87Rb atoms [71, 120]. Note, that the
sympathetic cooling of potassium is indeed very important, since the spin-polarized fermionic
40K atoms do not interact with themselves at very low temperatures, due to Pauli blocking
[14, 123]. Only the interactions with the bosonic 87Rb atoms lead to a thermalization of the
fermionic atom cloud and allow for cooling to quantum degeneracy. The evaporation is stopped
at a frequency slightly above the transition frequency for 87Rb at the magnetic trap center. The
final state in the magnetic trap is a mixture of ultracold rubidium atoms, forming a BEC with up
to 5×106 atoms and an ultracold Fermi gas with typically up to 2×106 atoms and temperatures
down to a tenth of the Fermi temperature (T≈ 0.1TF; see [10, 124] and appendix A.2 for the
Fermi temperature in harmonically trapped gases). The exact values depend strongly on the
initial atom number in the magnetic trap and therefore on the MOT loading times for potas-
sium and rubidium. The numbers given above are typical values for nearly pure single-species
systems. Typical mixtures with similar particle numbers contain about 2×106 rubidium and
4×105 potassium atoms.

From the magnetic trap, the mixture is transferred to an optical dipole trap. For this, the
trap laser beams are first switched on at large intensities of about 300 mW, to capture as many
atoms as possible. The magnetic gradient field and the dipole trap power are slowly reduced at
the same time using exponential ramps up to 1s, until the magnetic gradient field is zero and the
dipole trap saturates at a final value of typically about 100 mW. The trapping frequencies at this
point are 2π×(46, 50, 50) Hz. The corresponding trap depths are (2.5, 170, 170)hkHz. Note,
that the vertical depth strongly depends on the laser power in this regime. The given parameters
correspond to dipole trap setup 1 (see section 2.3), which was mostly used to investigate Bose-
Fermi mixtures and single-component fermions. In this procedure, the dipole trap serves as a
dimple potential [125], while the magnetic field is lowered. The bosons condense in the dimple
potential, which is simultaneously filled with fermionic atoms. All atoms not trapped in the
dimple dipole trap are lost when the magnetic field is reduced to zero. The resulting mixture
contains typically up to 4×105 rubidium and 2×105 potassium atoms, which can be tuned by
the two MOT loading times and the final dipole trap depth. To create a non-interacting, spin-
polarized Fermi gas, the 87Rb atoms are removed at this point with a short 1 ms pulse of laser
light resonant with the D2 transition line of 87Rb at approximately 780.24 nm [126]. Since the
two species are only weakly interacting at this point, this removal does not perturb the 40K
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Figure 2.2: 40K particle number and temperature in the magnetic trap. (a) shows the 40K particle
number in the magnetic trap after the evaporation in dependence on the MOT loading time for two
different 87Rb MOT loading times. The small drop in the particle number at short loading times results
from a disruption of the measurement. (b) Relative temperature T/TF of the fermionic atoms. (c)
Absolute temperatures of the Fermi cloud.

atoms significantly.

2.1.3 FERMI-FERMI MIXTURES

The production of interacting Fermi-Fermi mixtures follows the same route as the production of
Bose-Fermi mixtures. The main difference is that this preparation requires a second evaporative
cooling stage in the optical dipole trap. To acquire large particle numbers for this step, an
optimization of the full procedure is needed.

A measurement of the 40K particle number and temperature in dependence on the MOT
loading time is shown for two different Rb-MOT loading times in Fig. 2.2. The reported pa-
rameters are measured after the evaporation in the magnetic trap. In this case, all 87Rb atoms
are removed by the magnetic trap evaporation creating a pure spin-polarized sample of 40K
atoms.

As depicted in Fig. 2.2(a) the total particle number rises nearly proportional to the loading
time and is about the same for both measurements. This shows, that a stable particle number can
be produced, independent of the exact performance of the Rb-MOT. In contrast, the temperature
of the Fermi gas strongly depends on the Rb-MOT loading time. The data in Fig. 2.2(b) reveals
that only a certain amount of 40K atoms can be efficiently cooled by the rubidium atoms and
longer Rb-MOT loading times are necessary to achieve large and cool potassium samples.
Especially the sharp increase of the temperature at particle numbers above 1×106 shows that
the 1.5 s Rb-MOT loading is not suitable for the production of large quantum degenerate Fermi
gases with high densities, as required for the production of interacting Fermi-Fermi mixtures.

From these measurements, MOT loading times of 30 s for potassium alone and about 2−3 s
for rubidium were chosen as a starting point for the experimental realization of interacting 40K
gases. This results in a particle number of 1.5−2×106 particles at about 0.15TF.

The non-interacting single-component 40K ensemble is transferred to the optical dipole
trap. Therefore, the trap lasers are initially switched on at large intensities of about 300 mW,
such that all potassium atoms from the magnetic trap can be captured. The corresponding trap-
ping frequencies are about 2π×(50, 100, 200) Hz. The trap depths are in the order of 200hkHz
(vertical) to 300hkHz (horizontally). The given parameters correspond to dipole trap setup 2
(see section 2.3), which was used for most of the experiments on interacting Fermi gases.
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Then the magnetic gradient field is reduced slowly with an exponentially decreasing ramp over
about 1 s, at a constant dipole trap power. After the pure optical dipole trap is reached a se-
ries of radio-frequency pulses and sweeps is used to create the desired mixture of hyperfine
states, as described in section 2.2. This is typically done at a magnetic offset field of about
45 G. Due to a finite magnetic field gradient, the different atomic spin states decohere quickly
which allows for mutual interactions between the particles, necessary for thermalization in the
evaporative cooling. The latter is performed by reducing the dipole trap laser intensity in an
exponential ramp of 2 s to about 100 mW, depending on the particular experimental parame-
ters. In this process, the trapping depth is reduced and thus the hottest atoms are continuously
lost from the trap, while the slow ramp ensures a proper thermalization. The final trapping
depths in the vertical direction typically range between 2 and 5hkHz, depending on the de-
sired particle numbers. The final mixture has typically temperatures of about 0.1 to 0.3TF with
0.5−2.5×105 atoms per spin state, depending on the chosen parameters.

2.2 STATE PREPARATION AND DETECTION

In this section, I introduce the internal structure of 40K and 87Rb and discuss shortly the state
preparation using radio-frequency (rf) and microwave (mw) radiation [127, 128], which is the
basis for many results presented in this thesis. I present measurements that demonstrate the
feasibility of these methods for 40K. Subsequently, I give a short account of the different imag-
ing procedures used throughout this thesis, in particular two different methods to separately
image different hyperfine states.

A more detailed analysis of the state preparation of 40K will be given in [114].

2.2.1 INTERNAL STRUCTURE OF 87RB AND 40K

As rubidium and potassium are both alkali atoms with one unpaired electron on the outer s-
shell, they possess a hyperfine structure in the electronic ground state. The complete shell spin
of the ground state is J = 1/2, which consists of l= 0 for the spatial s-shell wave function, and
s= 1/2, corresponding to the internal spin of the single unpaired electron. The total spin f is
composed of J = 1/2 and the spin of the atomic core which is IRb = 3/2 for 87Rb and IK = 4
for 40K, leading to hyperfine-manifolds with fRb = {1, 2} and fK = {9/2, 7/2}.

If the atoms are subject to a magnetic field, the different hyperfine levels split energetically
due to the Zeeman effect. For alkali atoms as 40K, the full magnetic field dependence of the
Zeeman energy can be calculated analytically using the Breit-Rabi formula [130]

EBR(m,B) = − ∆Ehfs

2(2I + 1)
+ gIµBB(mI± 1/2)± ∆Ehfs

2

√
1 +

4x(mI ± 1/2)

2I + 1
+ x2 , (2.1)

with the hyperfine splitting ∆Ehfs = (I + 1/2)Ahfs of the two hyperfine manifolds. The
abbreviation x= (gJ − gI)µBB/∆Ehfs contains the Bohr magneton µB and Landé factors gJ
and gI. The ± sign accounts for the spin configurations mJ = ±1/2. Note here, that 40K has
an inverted hyperfine structure, where the manifold with the larger spin f = 9/2 has the lower
energy.

For low fields, this splitting between neighboring states of the same manifold depends ap-
proximately linear on the magnetic field. This is the Zeeman regime, where the hyperfine spin
f and the corresponding magnetization m are good quantum numbers [129]. In the following,
a spin state in the Zeeman regime is written as |f,m〉 or simply |m〉 if the total spin f is fixed.
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Figure 2.3: Magnetic field dependence of the Zeeman energy for (a) 40K and (b) 87Rb for both hyperfine
ground state manifolds, calculated using (2.1). At low magnetic fields, the Zeeman energy changes
approximately linearly, corresponding to the Zeeman regime, where the total spin f of the atoms is well
defined. In this regime, the energy difference between two adjacent states is nearly equal for all pairs of
states. At large magnetic fields, the energy changes nonlinearly and the energy difference of different
pairs of states becomes different. At very large fields, the atoms eventually reach the Paschen-Back
regime, where only the magnetization of the individual spin states is a good quantum number [129].

For larger magnetic fields, nonlinear contributions lead to deviations from the linear behavior
until eventually only the magnetizations of electron and core are good quantum numbers. This
is called the Paschen-Back regime [129]. The full magnetic field dependence of the hyperfine
energies of 40K and 87Rb using (2.1) is shown in Fig. 2.3 and the magnetic field dependent
splitting in more detail for the f = 9/2 manifold of 40K in Fig. 2.4.

2.2.2 INTERNAL STATE CONTROL USING RADIO FREQUENCY AND MICROWAVE
FIELDS

A population transfer between different hyperfine states can be induced by a radio-frequency or
microwave fields, resonant with a hyperfine transition. The field couples the respective states,
which can be used either to induce a Landau-Zener transition or a Rabi oscillation between
them [127, 128].

To induce Rabi oscillation, the rf radiation is switched on instantaneously in resonance
with the desired transition between two states of the same hyperfine manifold [127, 128]. The
energy difference between the coupled states is determined by the magnetic field as shown in
Fig. 2.3. The sudden creation of a coupling between both states leads to oscillatory occupation
dynamics. A total transfer between both state is possible at resonant coupling, which is typi-
cally referred to as a Rabi resonance [129]. Since the transfer strongly depends on the rf-pulse
frequency, a full transfer is usually hard to achieve. However, a nearly perfect transfer is pos-
sible for typical experimental parameters, as shown below. If the Rabi oscillation is stopped in
between, mixtures of two states with arbitrary relative particle numbers can be created. This
process is less sensitive on the exact resonance position and can be achieved experimentally.
Thus, the resonant coupling between two hyperfine states allows for a versatile state prepara-
tion. The same can be achieved by using mw radiation between the two ground state hyperfine
manifolds. Note, that for both, rf and mw coupling, only states with ∆m= {0,±1} can be
coupled directly, using the linear and circular polarizations of the field, respectively.
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Figure 2.4: Typical Zeeman splittings within the f = 9/2 hyperfine manifold of 40K, calculated using
(2.1). (a) shows the absolute splitting for all pairs with ∆m= 1. The pair |9/2, 9/2〉|9/2, 7/2〉 has the
largest splitting, continuously reduced for lower magnetizations. (b) shows the splitting normalized to
the |9/2, 9/2〉|9/2, 7/2〉 pair, which highlights the absolute differences of the splittings more clearly.
Since the linear contribution of the Zeeman energy leads to equal splittings, the splitting difference
changes dominantly quadratically with the magnetic field. This behavior is discussed in detail in section
6.2.

An alternative approach for the preparation of spin states are Landau-Zener sweeps [131],
which are created by slowly ramping the rf or mw frequency across the transition [127, 128].
As usual in a two level system, a slow ramp leads to an adiabatic transfer of the atoms from
one state to the other, allowing especially for a robust transfer of all atoms, in contrast to the
Rabi oscillation method, where a full transfer can only be achieved exactly at resonance. Using
faster sweeps, or finishing the sweep near a resonance, leads to a mixture of the two coupled
states. However, while the full sweep is very stable, the preparation of mixtures shows large
fluctuations and Rabi oscillations are preferable.

Note here, that the coupling in both situations leads to a coherent transfer between the
different states. The resulting wave function of each atom is therefore a coherent superposition
of the two coupled hyperfine states.

In 40K and 87Rb the situation is generally more complicated than for the simple two-level
system. Due to the higher spins, there are at least 2 transitions for fRb = 1 and up to 9 transitions
for fK = 9/2. In Fig. 2.4, typical energy splittings versus the magnetic field are shown within
the f = 9/2 manifold of 40K. If the resonances between different states are separated strongly
enough, each of the transitions can be addressed separately and all hyperfine states can be
populated independently.

For mw transitions, the differences are very large and two-level systems are easily accessi-
ble. For rf transitions, the differences are very small such that fields of about 45 G are typically
used in the experiment to separate the different transitions.

A measurement of population transfer between two coupled hyperfine states of 40K is
shown in Fig. 2.5(a), demonstrating the possibility of a nearly full transfer using Rabi os-
cillations. Figure 2.5(b) shows the transfer of spin states using the Landau-Zener transitions,
which demonstrates a perfect transfer between all states of the f = 9/2 manifold of 40K. Using
these two methods, any desired spin mixture can be prepared in the hyperfine ground states of
40K. With a subsequent evaporative cooling, this allows to produce variable interacting two-
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Figure 2.5: State preparation in the f = 9/2 hyperfine manifold of 40K at large fields. (a) shows a
measurement of a resonant transfer between the hyperfine states |9/2,−9/2〉 and |9/2,−7/2〉 in de-
pendence on the coupling strength for a 50µs rf pulse. A nearly full transfer between both states is
demonstrated. The solid lines serve as guides to the eye. (b) Shows a 20 ms Landau-Zener transfer
starting from 16.5 MHz in the state |9/2, 9/2〉 to lower frequencies, reaching pure samples of all spin
states in the f = 9/2 manifold. The magnetization states |±1/2〉 are shown in black, |±3/2〉 in red,
|±5/2〉 in blue, |±7/2〉 in green and |±9/2〉 in purple. All positive magnetizations are depicted as
squares and all negative as circles. The different data is connected by solid lines as guides to the eye.
Both measurements were performed at a magnetic field of about 45 G.

component spin mixtures as used throughout this thesis. This procedures are the basis for many
studies presented in the following.

If the magnetic field is very low, the energy differences of all transitions within one hyper-
fine manifold are very small. In this regime, the Rabi resonance method allows for another spin
preparation scheme, where all hyperfine states are coupled simultaneously as already demon-
strated for bosonic atoms (see, e.g., [90, 92, 127]). To my knowledge, this method has not been
applied to fermionic atoms so far.

To achieve the multicomponent coupling, a very short rf pulse is used with a pulse width
broader than the typical splitting differences of the different transitions. This leads to multi-
component Rabi oscillations that can be described as rotations on a generalized Bloch sphere
[127]. Using fK = 9/2, up to 10 states are involved in this preparation scheme, depending on
the rotation angle. Figure 2.6 shows measurement for the case used in this thesis, starting from
an interacting two-component mixture of the states |9/2, 1/2〉 and |9/2,−1/2〉.

The preparation of coherent spinor states allows in combination with the high spin of 40K
for the investigation of novel regimes of spinor physics with fermionic gases. At low pulse
intensities, four-component system can be prepared, which constitute pseudo-spin 3/2 Fermi
gases. This is the most fundamental fermionic high-spin system with effects beyond conven-
tional electron-like s= 1/2 systems and serves as a model system for all higher spins. For
higher pulse intensities, even larger effective spins can be realized. This demonstrates the vari-
able and versatile preparation techniques, implemented during this thesis together with Jasper
S. Krauser, which allowed for the first studies of fermionic spinor physics as presented in this
thesis.
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Figure 2.6: Multicomponent spin transfer using rf coupling. A measurement of the relative popu-
lations of spin states in an ultracold 40K cloud with f = 9/2, starting from an incoherent evaporated
superposition of |9/2, 1/2〉 and |9/2,−1/2〉 is shown. The atoms are subject to a 20µs rf pulse with
varying intensity. The magnetic field is B= 169 mG, corresponding to an absolute resonance frequency
of 53 kHz and a maximal frequency difference between two single transitions of 0.034 kHz. In compar-
ison, the width of the rf pulse is in the order of 50 kHz, not resolving the different transitions. Since all
spins are populated symmetrically, n(m) =n(−m), for clarity only the symmetric addition is shown.
The solid line depicts a numerical single-particle calculation, detailed in appendix A.3. The absolute
rotation angle is fitted between experiment and calculation. A rotation angle of 2π corresponds to a full
rotation back to the initial state.

2.2.3 DETECTION OF COLD ATOMIC ENSEMBLES

For the detection of the ultracold atomic ensembles, resonant absorption imaging was employed
in all presented experiments [122]. It is a standard procedure in ultracold atom experiments and
in the following I concentrate mainly on its different applications during this work and explain
the advantages and disadvantages.

One application of absorption imaging used in this thesis is direct in situ imaging of the
trapped sample, which directly reveals the density distribution of the atoms [122]. However,
in situ imaging has two fundamental limitations. First, since the atomic cloud in the trap is
typically very small, a high resolution is required. Second, the small sample size leads to a high
density in the trap, resulting in saturated images, where structures in the density distribution
are not discernible anymore. Both limitations are especially severe for bosonic atoms, where
direct in situ absorption imaging is usually not applicable. For fermionic atoms, however, the
density is limited by Pauli blocking, which also increases the total size of the cloud. Therefore,
in situ absorption imaging can be employed for fermions at typical system parameters without
saturation effects.

The other application of absorption imaging is to measure the atomic distribution after a
long time-of-flight (TOF), which allows for the measurement of the momentum distribution of
the atoms [122]. This circumvents the limitations of in situ imaging in the following way: In-
stead of imaging the atomic distribution in the trap, the latter is switched off allowing for a free
expansion of the atoms. Due to gravity, the center-of-mass of the atoms is accelerated whereas
the cloud expands according to its initial momentum distribution. In the far field limit of this
expansion, the resulting density distribution is the Fourier transform of the spatial distribution
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in the trap. Thus, the detected distribution after TOF is close to the momentum distribution of
the atoms in the trap. The expansion during TOF leads to a strongly increased extension of the
cloud and therefore a strong reduction of the density, such that the shadow in the absorption
imaging is no longer saturated, compared to in situ imaging. In addition, fine regular structures
in the density profile in the trap transform to large structures in the momentum distribution and
can be detected with an imaging system with much coarser resolution.

Naturally, also the TOF procedure has limitations. First, the information on the original
density distribution are lost for all non-regular structures, such as smooth density variations.
Second, the transformation from the spatial to the momentum distribution is only perfect at
infinite expansion times. Therefore a finite TOF can lead to a mixture of both momentum and
position space. In particular with an increasing size of the atomic cloud in the trap an increased
TOF is necessary to achieve a reasonable transformation to the momentum distribution. The
expansion time is limited by the size of the science chamber due to the gravitational accelera-
tion and by the specifications of the imaging system, if the full atomic distribution needs to be
detected.

As discussed above, both atomic species, 40K and 87Rb, have an internal structure with
different hyperfine states. An independent detection of these states is crucial for many of
the presented experiments. Indeed, both detection procedures allow for the detection of the
individual hyperfine states.

The standard procedure is a Stern-Gerlach setup, where a magnetic field gradient is applied
during the TOF [127, 128]. Due to the different magnetic moments of the different states, the
resulting horizontal forces lead to a separation of the spin components. As the Stern-Gerlach
separation considerably increases the area of interest, the above mentioned limitations of the
TOF due to the detection system are important, often not allowing for a full transformation to
the momentum distribution.

An alternative procedure allows for the in situ detection of the individual spin components.
For this, all spin states except one are transferred to the f = 1 or f = 7/2 hyperfine manifold
for 87Rb or 40K, respectively, using mw pulses of about 50µs. These states are offresonant
for the detection light and thus do not influence the absorption pictures. Since the mw pulses
are much shorter than all atomic timescales in the experiment, this method can also be used to
observe dynamical phenomena, like spin-dependent spatial dynamics. Note here, that a finite
time (≤ 1 ms) prior to the absorption detection all potentials must be switched off to avoid any
line shifts either magnetically or light induced such that a short evolution of the atomic cloud
is inevitable. This is the limiting timescale for the investigation of dynamical phenomena. In
the in situ procedure an independent image must be taken for each spin component, which
increases the experimental effort considerably. Therefore, in most measurements in this thesis
the Stern-Gerlach procedure is used to distinguish the different spin components.

2.3 OPTICAL DIPOLE TRAP

The dipole trap in the BFM setup has been redesigned throughout this thesis. Therefore, I
discuss in detail the relevant physical aspects and their influence on the dipole trap design
before I present the new implemented dipole trap designs.

2.3.1 DIPOLE POTENTIAL AND SPONTANEOUS SCATTERING

Optical traps take advantage of the coupling between light and atoms via the atomic polarizabil-
ity α. The light induces a dipole moment in the atoms and thus changes their internal energy
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[132]. A spatially varying intensity I(r) of the light field consequently leads to a spatially
varying total energy of the atoms and thus to a conservative dipole potential [133]

UD(~r, P ) = −<(α)

2ε0c
I(~r, P ) = −πc2

∑
i

ci

ω3
i

(
Γi

ωi − ωd
+

Γi

ωi + ωd

)
I(~r, P ) , (2.2)

where P is the absolute power of the light field. The potential exactly resembles the form of
the light intensity. Its global strength depends on the detuning ∆ =ωi − ωd between the laser
with frequency ωd = 2πc/λd and all transition lines of the atoms with frequencies ωi, as well as
on the width of these transitions Γi. The strengths of the transitions ci can be calculated from
the corresponding Glebsch-Gordan coefficients. For lists of all relevant properties of 87Rb
and 40K, see [126] and [134] and the references therein. Using a red detuned laser (ωd <ωi),
the potential energy becomes negative, while for blue detuning (ωd >ωi) it becomes positive.
Therefore, red detuned lasers allow for trapping atoms in their intensity maximum, while blue
detuned lasers provide the possibility to create barriers inside an atomic cloud [13] or to trap
atoms by external walls [135]. Only red detuned dipole traps were employed in the presented
experiments and are discussed in the following.

In (2.2) only the real part of the polarizability <(α) contributes to the dipole potential.
The imaginary part =(α) leads to spontaneous scattering of photons. This is exploited in laser
cooling applications, but also leads to heating and losses for an optically trapped atom cloud
[132]. The scattering rate is given by

ΓS(~r, P ) = −
πc2ω3

d
~2

∑
i

ci

ω6
i

(
Γi

ωi − ωd
+

Γi

ωi + ωd

)2

I(~r, P ) , (2.3)

which has the same intensity dependence as the trapping potential. The scattering decreases
quadratically, while the dipole potential (2.2) only decreases linear with the detuning ∆. There-
fore, a far detuned dipole trap reduces the heating due to spontaneous scattering, but requires
an increased total laser power.

2.3.2 GAUSSIAN BEAMS AND THE GRAVITATIONAL FORCE

Red detuned dipole traps are typically realized with Gaussian laser beams [133]. The intensity
profile of a Gaussian beam in the z-direction with laser power P is given by [136]

I(~r, P ) =
2P

πwx(z)wy(z)
e
−2

(
x2

w2
x (z)

+ y2

w2
y (z)

)
, (2.4)

with the radius wi(z) =w0,i
√

1 + z/zR,i of the beam in the direction i=x, y. The Rayleigh
range is defined by zR,i =πw2

0,i/λd with the radius w0,i at the beam focus in the respective
direction i. Since atoms are attracted to the maximum intensity, the trapped ensemble usually
stays inside the focus along the z-direction and in the center of the beam in the other two
directions. While the total potential has a Gaussian shape, it can be approximated around the
center to second order as a harmonic potential

UD(~r) ≈ 1

2
mω2
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1

2
mω2

yy
2 +

1

2
mω2

z z
2 , (2.5)

where the harmonic trapping frequencies are given by [128]

ωxi =

√
1

m

d2

dx2
i
UD(~r) , (2.6)
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Figure 2.7: Sketch of the trapping potential with and without gravity. A Gaussian potential without
gravitation is depicted in black, as realized in (2.2). The trapping volume is given solely by the in-
tensity and thus by the depth of the Gaussian beam, with the point of maximal force at half the waist
w0/2. Combinations of Gaussian potentials of different strengths and the linear gravitational force are
shown with decreasing intensity in green, red and blue, calculated with (2.8). The potential is no longer
symmetric and the trapping volume is given by the heights of the tunneling barrier, which emerges at
the bottom of the trap. In addition, the position of the trap center changes depending on the dipole
trap strength. For a certain dipole trap power P0 a saddle-point develops in the potential (blue poten-
tial curve). It appears exactly at w0/2 away from the beam center, when the gravitational force and
the maximal force of the trap exactly cancel each other. For lower trap strengths no atoms are trapped
anymore.

evaluated at {x, y, z}=0.
The radial trapping frequencies of a single beam in the z-direction are of the form [128]

ωx =

√
8P

mw0,yw3
0,x

<(α)

2ε0c
and ωy =

√
8P

mw0,xw3
0,y

<(α)

2ε0c
. (2.7)

The intensity variation along the beam direction is given by the Rayleigh range zR, which is
much larger than the perpendicular waistw0,i. Therefore, the corresponding trapping frequency
is very small (ωx, ωy�ωz), and in the experiment usually a second perpendicular beam is over-
lapped with the first one, leading to a stronger trapping in this direction. In the BFM setup, such
a crossed dipole trap is used with one beam in the z-direction and another in the y-direction.
Consequently, both beams lead to a strong trapping potential in the x-direction. In the har-
monic approximation, the two corresponding trapping frequencies simply add up quadratically
as ωx =

√
ω2

x,Y + ω2
x,Z, where the subscripts Y and Z denote the propagation direction of the

beams. In the other two directions, the contributions of the Rayleigh-range trapping can typi-
cally be neglected for crossed dipole traps, such that the trapping frequencies are given simply
by the single beam contributions ωy =ωy,Z and ωx =ωx,Y.

The second important contribution to the total potential is the gravitational force [117, 128].
It leads to a constant force mg in the vertical direction, corresponding to a potential energy of
−mg~x. Note, that the x-axis is pointed along the gravitational direction in the used coordinate
system, leading to the negative sign of the potential energy. The full potential including the
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Figure 2.8: Gravitational sag ∆x and trapping frequencies ω versus the trap power for a crossed circular
dipole trap with equal beam waists w0 = 120µm and equal powers P at 811µm for 40K, corresponding
to setup 1 as introduced below. (a) The solid line shows the gravitational sag over the trap power,
calculated using (2.8). The dashed lines show the limiting results from (2.9) and (2.10). (b) Trapping
frequencies for same parameters as (a), calculated using (2.8). The dashed lines show the results for
g ≡ 0 from (2.7). For the crossed beam configuration without gravitation, the trapping frequency in
the x-direction is always

√
2 larger than in the other two directions, due to the quadratic addition of

trapping frequencies. Including gravitation, the trapping frequency in the vertical x-direction reduces
to zero at P0, while the horizontal trapping stays approximately the same as before. Therefore, the trap
ratio inverts below a certain power, where the trap is completely spherical.

gravitational force and two laser beams at the same wavelength λd is given by

Utot(~r, P ) = −πc2
∑

i

ci

ω3
i

(
Γi

ωi − ωd
+

Γi

ωi + ωd

)(
ILA(~r, P ) + IHD(~r, P )

)
−mg~x . (2.8)

Typical forms of this potential are shown in Fig. 2.7 for different trap intensities. The
gravitational contribution has a strong impact on the potential: First, it reduces the trap depth
in the vertical direction, limiting the number of atoms that can be trapped. Second, it introduces
a gravitational sag ∆x, shifting the trap minimum away from the center of the dipole trap laser
beam. The value of ∆x increases with decreasing power of the dipole trap. With increasing
sag, the Gaussian form of the potential becomes important. The atoms can only be trapped,
if the maximal force at some point of the beam is larger or equal to the gravitational force.
The largest force is created at the point of maximal slope of the Gaussian beam at x=w0,x/2.
As shown in Fig. 2.7, this point marks the maximal gravitational sag. It is reached at the
minimal beam power P0, where the gravitational force and the maximal trap forces become
equal. The trapping frequency becomes zero at P0, strongly deviating from the results without
the gravitational contribution (2.7). A calculation of the sag and the corresponding trapping
frequencies for realistic parameters is shown in Fig. 2.8.

In the limiting case of small gravitational sags ∆x� w0,x/2, the potential can be assumed
to be harmonic with the unperturbed trapping frequencies (2.7) and the sag can be calculated
to be approximately [117]

∆x =
g

ω2
x
. (2.9)

This is valid for strong laser beams, where the atoms are close to the center of the beam.
Reaching the minimal trapping intensity P0, the sag becomes ∆x = w0,x/2, independent of
any other parameter. Near this point, small increases of the laser intensity lead to a gravitational
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sag of

∆x(P ) =
w0,x

2
− w0,x

61/2

(
1− gmw0,x/2

UD(w0,x/2, 0, 0, P )

)1/2

, (2.10)

calculated by a Taylor expansion of the potential around w0,x/2.

2.3.3 MAGIC DIPOLE TRAP

The BFM setup was originally designed to produce and investigate mixtures of bosonic 87Rb
and fermionic 40K [117, 118]. This leads to the complication, that a different gravitational
force acts on both atomic species, proportional to the respective mass. Therefore, the total trap
potential becomes deformed differently for the two species and, in particular, the gravitational
sag is not equal. This can lead to a complete separation of the different species. The solution
employed in the BFM setup is, to use a dipole trap at a magic wavelength, where both species
experience different potentials that lead, however, to the same trapping frequencies, assuring
an equal gravitational sag as can be seen in equation (2.9). The properties of the magic dipole
trap have been originally discussed in [117].

At the magic wavelength the different gravitational forces and the difference in the dipole
force due to the different detuning for both species exactly cancel [117]. Using the complete
potentials for both species the magic wavelength can be calculated to be 806.6 nm. A measure-
ment of the dipole trap oscillations of both species is shown in Fig. 2.9(a). The wavelength
where both species show the same oscillation frequency is determined to be 808 nm, using a
fit to the data. The slight difference to the theoretical result can be explained as follows. For a
perfect harmonic trap, the oscillation frequencies of a quantum degenerate gas directly repro-
duces the trap frequency. In a Gaussian trap, as realized in the experiment, this is no longer
exactly true. Especially for fermionic atoms the oscillation frequencies are typically slightly
lower than the trapping frequency [137], which results in a shift in the observed direction.

Figures 2.9(b) and (c) show a full calculation of the differential gravitational sag for 87Rb
and 40K for the dipole trap setup 1, as discussed below, comparing different wavelengths. The
calculations reveal, that the differential gravitational sag becomes especially large for small
beam powers near P0, where most experiments are performed. Thus, using a trap at the magic
wavelength is necessary to obtain a good overlap between both species.

2.3.4 EXPERIMENTAL REALIZATION: CIRCULAR AND ELLIPTICAL TRAPS

I now turn to the actual experimental realization of the dipole trap. The design of the new
dipole trap followed two major goals. First, the dipole trap was designed for the magic wave-
length to ensure a good overlap between 87Rb and 40K. Second, low trapping frequencies are
desired, to create atomic samples with relatively homogeneous density distributions and small
site occupation if overlapped with the optical lattice.

Two different setups have been designed and implemented during this work. I first discuss
the circular beam setup that was used mainly in the optical lattice experiments presented in
chapters 4 and 5 of this thesis. The properties and disadvantages of this trap are discussed,
which lead to the development of the second elliptical beam setup that was used in all experi-
ments presented in chapters 6 and 7.

The laser light for both setups is provided by a Ti:sapphire laser (MBR110, Coherent),
which is laser pumped with a frequency-doubled, diode-pumped Nd:YAG laser at 532 nm
(Verdi V18, Coherent, 18 W). The Ti:sapphire laser is typically operated at λd = 808−812 nm,
close to the magic wavelength. The typical output power at this wavelength is up to 5 W.
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Figure 2.9: Magic wavelength and the differential gravitational sag. (a) Ratio of the trap frequency of
both species measured in the gravitational direction at different wavelengths using dipole oscillations.
The solid line is a quadratic fit of the data (ωK/ωRb = a + bλ + cλ2), used to determine the magic
wavelength, where ωRb/ωK = 1, and yields 808 nm. (b) Calculation of the differential gravitational sag
∆xRb −∆xK over trap power for a crossed circular dipole trap with w0 = 120µm, using (2.8). At the
magic wavelength (806.6 nm from theoretical calculations, depicted in blue), the sag vanishes for all
trap strength. For larger wavelengths (shown are 811 nm depicted in red, and 850 nm depicted in green),
rubidium has a weaker trap at equal laser power, and is lost from the trap earlier. Near the minimal
trapping power for rubidium, the differential gravitational sag shows the strongest deviation. (c) Same
results as in (b), where the abscissa is rescaled onto the trapping frequency for 87Rb in the vertical
direction. The results show, that already a small change in the wavelength leads to a strong shift of the
center of the atomic clouds.

The light is separated in two arms, producing the trap power for the two telescopes of the
crossed dipole trap. Up to 1 W per arm is sufficient for loading and evaporation of the cold
atomic samples as I discuss in the following. In each arm, the laser passes through an 80 MHz
accusto-optical modulator (AOM 3080-122, Crystal Technology) once. By this, the beams are
detuned by about 150 MHz. Afterwards the light is coupled into two non-polarization main-
taining single-mode fibers with about 5µm mode-field diameter (780-HP, Nufern). At the end
of each fiber, the light is collimated, polarization-cleaned by a polarizing beam splitter, and
focused onto the atoms, using self-assembled telescopes, as described below. About 4 % of the
light is deflected onto a fast photodiode (PDA 55, Thorlabs) and is used to control and stabilize
the output power after the fiber, using self-built PI-controllers and the AOMs in front of the
fiber as feedback elements. The two dipole trap setups mainly differ concerning the design of
the telescopes as discussed in the following.

FIRST DESIGN: CROSSED CIRCULAR DIPOLE TRAP

The dipole trap setup 1 consists of two circular beams, which have a focus beam waist of
approximately w0 = 120µm. The beams are created using telescopes consisting of four lenses
as sketched in Fig. 2.10. The first one collimates the beam, followed by a beam expander
consisting of two lenses and a final lens to focus the beam onto the atoms. The dipole trap
beams are pointed in the horizontal y and z-directions and are usually operated with equal
powers leading to a spherical trap in the yz-plane and a trapping frequency in the vertical
x-direction, which is up to

√
2 larger.

Figure 2.11 shows calculations of the trapping frequencies, gravitational sags, the maximal
particle numbers, the size of the atomic clouds, and the spontaneous scattering rate for both
species and two different wavelengths. The diameter and cloud sizes are calculated assuming
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Figure 2.10: Sketch of dipole trap setup 1 and corresponding waist measurements. (a) shows the optical
elements included in the telescope. After the light is emitted from the end of the optical fiber, an aspheric
lens with focus length of f1 = 4.51 mm (C230 TME-B, Thorlabs) collimates the beam, which is then
expanded by a two-lens telescope, consisting of two achromatic lenses with f2 = 19 mm (AC127-019-
B, Thorlabs) and f3 = 40 mm (AC257-040-B, Thorlabs), leading to a beam expansion by a factor of
approximately 2. With a final achromatic lens (f4 = 400 mm, AC508-400-B, Thorlabs), the light is
focused onto the atoms. In between the first and second lens, the light is polarization filtered by a
polarizing beam splitter (G335743000, Linos, not shown) and before the final focusing lens, about 4%
of the light is deflected for intensity stabilization using a glass plate (not shown). The same design has
been used for both telescopes. In (b) a measurement of the beam focus is shown for both implemented
telescopes, resulting in focus waists of about w0 =122.6±1µm for the telescope in y-direction and
w0 =117.6±2µm for the z-direction.

Thomas-Fermi distributions at T = 0 for both species [10, 118]. The differential gravitational
sag vanishes at the magic wavelength of 806.6 nm and the trap volume for both species is equal.
However, the maximal particle number for the fermionic potassium atoms is much smaller than
the corresponding rubidium number. This is due to the different statistics of both species, al-
lowing for more rubidium atoms within the same trap volume. The very small potassium atom
numbers at reasonable rubidium atom numbers have also been observed in the experiment. It
was found that no approximately equal particle numbers could be achieved in the mixtures
using a dipole trap at the magic wavelength. For this reason, a slightly larger wavelength of
811 nm has been used typically, where the relative atom numbers can be tuned in a broad range.
In this case, the potassium atoms have a smaller gravitational sag and an effectively stronger
trap at the same beam power. Consequently, the maximal particle number for the fermions
increases relative to the bosons [see Fig. 2.11(d)]. In particular, the rubidium atoms are lost
completely from the trap at higher trap powers at this non-magic wavelength. The potassium
atoms are still well confined in the trap. Thus large potassium numbers can be achieved for
varying rubidium numbers. Note, that due to the large size of the fermionic 40K cloud, the
two species still overlap strongly for all trap powers as shown in Fig. 2.11(e). The typical
operation point is slightly below the completely circular point, with trapping frequencies of
ωx≈ 2π×46 Hz in the vertical direction and about ωy≈ωz≈ 2π×50 Hz in the horizontal di-
rections, where potassium numbers up to 2×105 and rubidium numbers up to 4×105 atoms
have been achieved. Typical trap depths in this regime are around 2.5hkHz in the vertical



OPTICAL DIPOLE TRAP 21

95 105 115

0

0.1

0.2

0.3

0.4

0.5

85 95 105 115
0

20

40

60

80

100

120

75 85 95
0

0.2

0.4

0.6

0.8

1

75 85 95

0

0.1

0.2

0.3

0.4

75 85 95
0

20

40

60

80

100

laser power (mW)

(a) (b)

si
ze

 (w
0)

(c)
N

, ω
/2
� 

(H
z)

Г S
 (s

-1
)

laser power (mW)laser power (mW)

NK/104

NRb/106

r

∆xRb-∆xK=0

ωK=ωRb

laser power (mW)

(d) (e)
si

ze
 (w

0)
(f)

N
, ω

/2
� 

(H
z)

Г S
 (s

-1
)

laser power (mW)laser power (mW)

NK/104NRb/104

∆xRb-∆xK

ωK

ωRb

r

85 95 105 115
0

0.2

0.4

0.6

0.8

Rb

K

Rb

K

Figure 2.11: Calculation of the characteristic parameters of dipole trap setup 1 as a function of the
beam power as discussed in the text. (a)-(c) show the parameters at 806.6 nm. In (a), the trapping
frequencies (dashed lines) and particle numbers (solid lines) for both species are shown in dependence
on the laser power. The trapping frequencies for both species are equal. Note the different scaling of
the particle numbers, showing that much more 87Rb atoms can be stored in the trap at a fixed power.
(b) shows the differential gravitational sag, which is zero in this case, and the typical cloud radius r. In
(c) the spontaneous scattering rate with the trap photons is shown. Figures (d)-(f) show the same data
for an operation at 811 nm. Note especially, that mixtures with equal particle numbers are possible, and
that the differential gravitational sag near this point is typically smaller than the radius of the cloud.
Therefore, there is still a good overlap between both species.

direction and 170hkHz in the horizontal directions, where the vertical depth strongly depends
on the laser power in this regime.

Since the magic wavelength leads to a small detuning, in particular for the 87Rb D1 (794.98
nm) and D2 (780.24 nm) transition lines [126], spontaneous scattering of photons as described
by (2.3) cannot be neglected. Figures 2.11(c) and (f) show that the spontaneous scattering rate
for rubidium is in the order of 1 Hz in the present setup. Near the minimal trapping intensity
P0, the trap depth in the vertical direction is much lower than the energy gained by an atom
via the absorption of one single photon, which is about 3.5hkHz for rubidium at 811 nm.
Therefore, each atom is immediately lost, if it absorbs a single photon and the loss rate from
the trap is a direct measure of the spontaneous scattering rate. In this regime, an atom loss
rate of 0.7 Hz has been measured at a dipole trap wavelength of 808 nm, which is in good
agreement with the calculated scattering rate (see Fig. 2.11(c)). For larger trap depths, the
larger scattering rates lead to a severe heating of the atomic cloud that prohibits an efficient
evaporative cooling in the dipole trap and also limits the maximal timescale for experiments
in the dipole trap. Since the scattering rate decreases with the light intensity, the minimal
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Figure 2.12: Sketch of dipole trap setup 2 and corresponding waist measurements. (a) shows the op-
tical elements included in the telescope. After the light is emitted from the end of the optical fiber, an
aspheric lens with focus length of f1 = 4 mm (C610TME-B, Thorlabs) collimates the beam, which is
then expanded in the vertical direction only by a two-lens telescope, consisting of cylindrical lenses
with f2 = 10 mm (G318302000, Linos) and f3 = 40 mm (G318314000, Linos). With a final achromatic
lens (f4 = 400 mm, AC508-400-B, Thorlabs), the light is focused onto the atoms. In between the first
and second lens, the light is polarization filtered by a polarizing beam splitter (G335743000, Linos,
not shown) and before the final focusing lens, about 4% of the light is deflected for intensity stabi-
lization using a glass plate (not shown). In (b) a measurement of the beam focus is shown for both
implemented telescopes, resulting in a focus waist of about w0 = 71.5±1µm in the vertical and a beam
waist of w0 = 245±1µm at the same position in the horizontal direction. The telescope for setup 2 was
assembled in the course of the diploma thesis by Nick Fläschner, which was co-supervised by me.

heating for a given trap geometry is set by the minimal trapping power P0. This is given by
the equation mgw0,x/2 = UD(w0,x/2, 0, 0, P0), which depends on the beam waist w0,x in the
vertical direction.

Reducing the beam waist reduces the heating, since the trap effectively holds the atoms at
lower powers. Directly at P0, a straightforward calculation leads to a linear dependence of the
scattering rate on the vertical beam-waist

ΓS(P0) =
ΓS(w0,x, 0, 0, P0)

UD(w0,x, 0, 0, P0)

mg

2
w0,x . (2.11)

Consequently, to reduce the scattering rates, the vertical beam waist must be reduced. This
also increases the trapping frequency in this direction and decreases the absolute gravitational
sag, which provides a better overlap of the clouds, if the trap is not operated directly at the
magic wavelength. However, the increased trapping frequency contradicts the main design
consideration to obtain low trapping frequencies. This can be resolved by using an elliptical
trap with a small waist along the vertical direction and a large waist in the horizontal yz-plane.
By this, the trapping frequencies are significantly decreased in the horizontal direction, while
the scattering rate remains low. This approach was used in the second dipole trap setup as
discussed in the following.
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Figure 2.13: Calculation of the characteristic parameters of dipole trap setup 2 versus the beam power.
Shown are the same parameters as in Fig. 2.11. Only results for an operation at 811 nm are shown,
using a disk-shaped configuration with fixed relative beam powers PY/PZ = 4.46. (a) shows the mean
trapping frequencies and the particle numbers for both species, (b) the differential gravitational sag and
the typical cloud size. (c) shows the inelastic scattering rates for both species versus the trap power. Due
to the smaller beam waist, the heating is reduced compared to setup 1.

SECOND DESIGN: ELLIPTICAL DIPOLE TRAP

In setup 2, the circular beam in the y-direction is exchanged by a elliptical telescope with an
aspect ratio of about 1 : 3.5. The waists are about 71.5µm in the vertical x-direction and about
245µm in the horizontal z-direction as shown in Fig. 2.12. The design consists again of four
lenses, two of them being cylindrical in this case. The latter two replace the beam expander,
which does now only influence the vertical direction and is designed for an aspect ratio of
4. This leads to different beam diameter for the vertical and horizontal direction at the last
focusing lens, and hence to an elliptical beam waist at the focus. The observed aspect ratio of
3.5 is slightly different than the expected value of 4. This might be a result from the cylindrical
lenses, which do not have the same quality as the aspheric or achromatic lenses and possibly
introduce wavefront errors and distort the originally Gaussian beam profile. Note, that the
beam does not have a focus in the horizontal direction after the focusing lens, which is a result
of Gaussian optics. This is not important for the trapping, however, since the position of the
atoms along the beam is still defined by the focus in the vertical direction for a single-beam
trap, and completely defined by the perpendicular beam for the crossed dipole trap setup.

All relevant parameters for the combined elliptical and circular trapping beam are shown
in Fig. 2.13. The calculations show, that the scattering rate is further reduced in the new setup,
while the mean trapping frequencies are comparable to the first setup. As for setup 1, this
was verified using a rubidium gas near the minimal trap power, which resulted in a reduced
loss rate for rubidium of 0.34 Hz for λd = 811 nm. This is again in good agreement with the
calculated value shown in Fig. 2.13. By tuning the relative intensity in both beams, the shape
of the trap can be tuned in this configuration. Typical configurations are either disk-shaped
or elongated. The disk-shaped configuration, where the elliptical beam is stronger, is typical
used at trapping frequencies of about ωx,y,z = 2π×(125, 42, 31) Hz, with trap depths of about
25hkHz in the vertical direction and 100hkHz in the horizontal directions. The elongated
configuration, with trapping frequencies of about 2π×(70, 74, 12) Hz, has trap depths of about
6hkHz in the vertical direction and 90hkHz in the horizontal directions. Both configurations
have been used throughout the measurements presented in this thesis.
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Figure 2.14: Influence of the optical lattice on the trapping frequency. The data shows the center-of-
mass oscillation frequency of the atomic cloud in the tube configuration in dependence on the perpen-
dicular lattice depth, being a direct measure for the trap frequency. The solid line shows a calculation
of the combined harmonic trapping frequency from the trap and the lattice. For the calculations, the
experimentally measured oscillation frequency at V0 = 0 is used as the bare trap frequency. The dashed
line shows the theoretically calculated trapping frequency induced by the lattice beams only.

2.4 OPTICAL LATTICE SETUP

A major part of the experiments presented in this thesis were performed using ultracold atoms
in optical lattices. In the course of this thesis, a new lattice setup has been implemented in the
BFM setup. It was designed, such that the increase of the trapping frequency is as small as
possible, while large lattice depths can be achieved with the maximum laser power.

CUBIC OPTICAL LATTICE

The interference of two or more laser beams leads to a modulated intensity pattern on the scale
of the laser wavelength. If the frequencies of all beams are equal and the relative phases are
constant, a time average over the fast oscillations of the light field leads to an effectively sta-
tionary intensity pattern for the atoms. Such a periodic intensity pattern constitutes a potential
for the atoms that is called an optical lattice in the following [133, 138–140]. The simplest
case of an optical lattice is a retro-reflected laser beam with a wavelength λL, which results in
a periodic sinusoidal optical potential [10]

VL = V0 sin2(kLz) , (2.12)

where the potential strength V0 is determined by the laser intensity and the lattice vector is
kL = 2π/λL. The lattice has a spacing of d=λL/2 between to adjacent sites.

In the BFM setup, three rectangular oriented, retro-reflected lattice beams of the form
(2.12) are installed [22, 117, 118]. The light is produced by an Yb:YAG thin disk laser at
λL = 1030 nm (VersaDisk, ELS), stabilized to an external cavity. The laser-setup is described
in detail in [118]. The three beams are focused onto the atoms using telescopes of the same
principle design as the dipole trap setup 1. They have been assembled by Malte Weinberg,
whose diploma thesis was performed at the BFM setup and was co-supervised by me. The
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design and the waist measurements are detailed in [141]. The measured beam waists are
205±1µm, 194.5±1µm and 188.5±1µm for the telescopes installed in the z-direction and
the two diagonals xy and yx as sketched in Fig. 2.1. The three axes do not interfere, since they
are orthogonally polarized to each other and off-resonant by a few tens of MHz [118]. Thus,
the total potential is a three-dimensional, simple cubic lattice [142]. By using only one or two
beams of the lattice, it is also possible to create one- or two-dimensional arrays of pancake-
shaped or tube-shaped systems.

Using the existing laser setup, the new telescope design allows for the realization of optical
lattice depths corresponding to up to V0 = 40Er for the fermionic atoms, whereEr =h2/2mλ2

L
is the energy gained by one potassium atom, if it absorbs a single photon from the lattice. The
maximum depth corresponds to roughly 1 W beam power per lattice beam.

INFLUENCE ON THE TRAPPING POTENTIAL

A measurement of the influence of the optical lattice beams on the trapping frequencies is
shown in Fig. 2.14 for a two-dimensional lattice of tubes. The trapping frequencies along
the tubes have been determined by measuring center-of-mass oscillations of the atomic cloud
along this direction. The influence of the lattice beams on the trapping frequency is still very
strong, especially at large lattice depths. The trapping frequencies for different beams are
added quadratically, as discussed for the crossed dipole trap above. Thus, for weak lattice
potentials (small V0), the trapping frequency is mainly determined by the external harmonic
trap. For strong lattices, however, the trapping frequency is fully determined by the lattice. A
comparison with the theoretically expected influence shows, that the implemented telescopes
reproduce very well the aspired behavior. Reducing the additional trapping by the laser beams
would require even larger beam diameters, which is not practical in the current setup due to
the maximum reachable lattice depths, which are already limited in the current design. A
completely different approach to circumvent the problem of large trapping frequencies at high
lattice depths would be a blue detuned lattice, which reduces the trapping frequency directly
[133].





CHAPTER 3

QUANTUM GASES IN OPTICAL LAT-
TICES

In this chapter, I discuss the fundamental properties of ultracold atoms in optical lattices, rele-
vant for the experimental results presented in the following chapters.

All experimental data was taken and analyzed together with Jasper S. Krauser and Sören
Götze. The numerical calculations were performed mainly by myself. The experimental results
have also been presented in the diploma thesis of Bastian Hundt, performed at the BFM setup
and co-supervised by me.

3.1 SINGLE-PARTICLE DESCRIPTION: BAND STRUCTURE AND

TIGHT BINDING

In this section, I review the basic theoretical description of single particles in optical lattices
[10]. First, I discuss the derivation of the Bloch states and the corresponding energy spectrum,
i.e. the band structure. Then I proceed to the influence of the harmonic confinement on the
single-particle spectrum and end with a short description of the tight-binding approximation in
the lowest energy band of the lattice.

3.1.1 SINGLE-PARTICLE BAND STRUCTURE

As described in section 2.4, the optical lattice in the BFM setup has a three-dimensional simple
cubic geometry operated at λL = 1030 nm [22, 118]. Since all three lattice axes are separa-
ble, the excitation spectrum can be calculated for each dimension independently and the total
spectrum is simply the sum of the individual contributions. Using the optical lattice potential
(2.12), the single-particle Hamiltonian in one dimension of the lattice is given by [10]

HL =
p2

2m
+ sEr sin2(kLz) , (3.1)

where I use the standard representation of the lattice potential strength V0 = sEr with the lattice
depth s and the atomic recoil energy in the optical latticeEr = ~2k2

L/2mwith kL = 2π/λL. The
eigensolution of this Hamiltonian is well known and is based on the Bloch theorem [10, 129],
according to which the eigenstates of (3.1), called Bloch states, have the same periodicity as the
potential d=λL/2. They can be written as a discrete series expansion of plane waves around
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Figure 3.1: Typical band structures in a one-dimensional optical lattice, calculated with (3.3). (a)-(c)
Momentum resolved band structure for three different lattice depths s as indicated in the figure. (d)
Energy bands and gaps over the lattice depth. The opening of the band gaps and the decrease of the
band widths are clearly visible in all figures.

a fixed momentum q, called the quasimomentum, which is defined dimensionless in the range
−1<q≤ 1 in units of kL:

|ψ(q, n)〉 = e−iqkLz
∞∑

k=−∞
cn

q,ke−i2kkLz . (3.2)

The cn
q,k are generally real numbers in this representation. The index n= 0, 1, 2, . . . labels

different solutions for the same q with increasing energy.
Inserting this expansion into the eigenvalue equation for the Hamiltonian (3.1) results in a

matrix equation for the coefficients cn
q,k, separately for each individual q

4(q + 2k)2cn
q,k −

s

4
cn

q,k−1 −
s

4
cn

q,k+1 =
En

q

Er
cn

q,k , (3.3)

with the energy En
q of the state |ψ(q, n)〉= |n, q〉. The solutions for all q with equal n can

be grouped into energy bands with gaps in between. The resulting eigenspectrum is uniquely
defined by the parameter s, independent of the particular atomic or lattice parameters, if the
spectrum is normalized to the atomic recoil energy Er, as on the right hand side of (3.3).

Typical energy spectra for different s are shown in Fig. 3.1. The different energy bands
and gaps in between are clearly visible. The gaps increase with the lattice depth and at the
same time, the band widths decrease exponentially [see Fig. 3.1(d)]. The representation of the
band structure in Fig. 3.1 is called the reduced zone scheme. An alternative representation
can be obtained in the reciprocal lattice space, as shown in Fig. 3.2. Here, various Brillouin
zones can be defined, corresponding to the different bands in the reduced zone scheme [142].
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Figure 3.2: Brillouin zones and the extended zone scheme. (a) Sketch of the Brillouin zones of a
one-dimensional lattice. The first Brillouin zone is between −kBZ and kBZ. The higher Brillouin zones
are split to both sides at larger momenta. (b) Sketch of the Brillouin zones of a cubic lattice in two
dimensions. The system consists of two perpendicular one-dimensional lattices. (c),(d) Extended zone
schemes for a one-dimensional lattice at two different lattice depths s.

Expanding the different bands onto these Brillouin zones, leads to the extended zone scheme,
shown in Fig. 3.2. This representation motivates the notion of the Brillouin zone momentum
kBZ, representing the width of the Brillouin zones. In the notation used throughout this thesis,
it equals the lattice momentum kL≡ kBZ. Both representations are used throughout this thesis.

3.1.2 BAND STRUCTURE WITH HARMONIC CONFINEMENT

In typical quantum gas experiments the atoms are subject to an external confinement in addition
to the optical lattice, which is created by the dipole trap and the lattice beams themselves, as
discussed in section 2.4. In the harmonic approximation, the trapping potential is separable in
all three directions such that a one-dimensional description is possible, equivalent to the pure
lattice potential [10]

HLT =
p2

2m
+ sEr sin2(kLz) +

1

2
mω2z2 . (3.4)

Since the trapping potential is not periodic as the lattice potential, the Bloch theorem does not
apply anymore and the eigenstates cannot be expanded as in (3.2). For certain lattice depths
and trapping frequencies, however, the properties of the resulting spectrum can be described
similar to the bare lattice states. Note here, that the harmonic potential always rises to infinity,
and thus can never be regarded as small, if large position differences are important. This
is an artificial problem for the case of optically trapped atoms, resulting from the harmonic
approximation, since the real potential is actually Gaussian and therefore bounded. Further,
the atomic cloud has only a finite extension, leading to a second natural cutoff for the influence
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Figure 3.3: Eigenstates of a combined optical lattice and trapping potential, using (3.4). (a) Displayed
is the site-resolved distribution of the eigenstates for s= 5 and ω= 2π×100 Hz. Inspecting especially
the lowest band shows, that states in the original band gap appear, which are localized far away from
the center of the trap. (b) shows the corresponding momentum distribution. In this representation the
band gaps vanish in the trapped system. However, the individual bands are still clearly visible (compare
to Fig. 3.1). Comparing both representations clearly shows, that the states in the former band gap are
delocalized in the quasimomentum, as expected for localized states.

of long-distance effects. Therefore, it is possible to consider a given trapping potential as small
under appropriate circumstances.

If the maximum energy difference ∆ε between two neighboring lattice sites due to the trap-
ping potential is much smaller than the band gaps of the optical lattice potential, the potential
can locally be regarded as periodic at an approximately constant background energy, leading
to a local band structure. Typical lattice depths in the experiment range from 2Er to 30Er.
The corresponding band gap between the lowest and the first excited band ranges thereby from
approximately 4.5hkHz to 45hkHz for 40K. The maximal potential difference between two
lattice sites is given by the largest potential gradient in the Gaussian potential. For the ellip-
tical dipole trap implemented in the BFM setup, this leads to maximal values of 0.2hkHz to
0.5hkHz for ∆ε at the typical working point without a lattice. It increases up to 0.5hkHz to
2hkHz for an additional lattice of 30Er. Hence, for all experiments presented in this thesis, a
local band structure can be defined, where the different bands are well separated.

A calculation of the band structure for the combined lattice and dipole trap is shown in
Fig. 3.3. The local band structure is clearly visibly. Note, that the states at the edge of the
system are strongly localized and therefore have a flat momentum distribution. Therefore, the
momentum resolved energy spectrum has no gaps anymore, in contrast to the purely periodic
potential. However, if only local processes are considered, the described situation is very
similar to the homogeneous case with respect to interband properties. The global vanishing of
the band gap has no relevant influence.

On the contrary, the main influence of the trap in the considered parameter regime is the
coupling of Bloch states with different quasimomenta q within the individual bands. A typical
situation for the lowest energy band is shown in Fig. 3.4. The calculation shows two different
types of states. States that are energetically located within the original band width ∆E are
well localized at a given quasimomentum and delocalized in real space. They resemble the
Bloch states of the homogeneous optical lattice. The other class of states are the localized
states. They have no significant contribution in the trap center and are localized spatially in
the outer part of the trap, while their momentum distribution is completely delocalized [33].
These localized states have no analog in the homogeneous optical lattice, but are similar to
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Figure 3.4: Eigenstates of a lowest energy band of the combined optical lattice and trapping potential for
calculated using (3.4). (a) and (b) show the spatial and momentum distribution of the first 25 eigenstates
of the lowest energy band for ω= 2π×100 Hz and s= 10. The energy is given relative to the bandwidth
∆E of the lowest energy band, which is ∆E/h≈ 361 Hz. For energies smaller than ∆E, the states are
delocalized in the center of the trap. For larger energies, the states become localized in the wings of the
system. (c) and (d) show the same as (a) and (b) for ω= 2π×150 Hz and s= 30. Here, ∆E/h≈ 5 Hz,
and practically the all states are localized due to the lattice potential.

the eigenstates in Wannier-Stark ladders, where a strong linear potential induces localization in
periodic potentials [143].

The size of the delocalized part in the center strongly depends on the exact lattice and trap
parameters and generally increases with the ratio ∆E/ω2. If the trap-induced energy difference
between the central and its neighboring site, given by

∆ε0 =
1

2
mω2

(
λL

2

)2

, (3.5)

is larger than the bandwidth ∆E, the delocalized region in the trap center becomes vanishingly
small. The transition point to this regime in dependence on the trapping frequency and the
lattice depth is shown in Fig. 3.5. For comparison, the typical experimental regime for 40K in
the the BFM setup is depicted. The results show, that the fully localized regime is reached in
the experimentally accessible parameter range.

For this regime, a description in the basis set of delocalized Bloch state is not sensible
anymore. Figure 3.5 shows the transition point to a totally localized system in dependence
on the lattice depth and the trapping frequency. A comparison with the typical experimental
parameters shows, that this regime is reached for deep lattices in the BFM setup and is therefore
relevant for the interpretation of the experimental results. This holds especially for the ground
state properties of fermionic atoms in the trapped lattice system as discussed in section 3.2.
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Figure 3.5: Regimes of harmonically trapped lattice systems. The red curve depicts the trapping fre-
quency, where the width of the lowest energy band of the lattice is equal to the energy difference between
the central lattice state and its neighbor. For larger trapping frequencies, all eigenstates of the system
are completely localized already due to the harmonic potential. The blue shaded area shows the exper-
imentally relevant regime for the BFM setup, assuming bare trapping frequencies between 2π×12 Hz
and 2π×125 Hz. The calculations take into account the increase of the trapping frequency due to the
lattice beams (see Fig. 2.14).

3.1.3 TIGHT-BINDING APPROXIMATION

As the Bloch function basis set is not suitable for the regime of exclusively localized eigen-
states, it is desirable to obtain an alternative representation, which appropriately describes the
localized case. The most common alternative approach is the tight-binding approximation
[142, 144, 145], which uses the so-called Wannier functions [21, 146] as a basis set. This
description has also advantages, when dealing with interacting lattice systems, where a local-
ization can occur at strong interactions [15].

For simplicity, I restrict the following discussion of the tight-binding approximation to the
lowest band of the optical lattice, while in principle it can also be applied to excited bands.
Wannier functions constitute the maximally localized states that can be constructed exclusively
from the Bloch functions of the discussed energy band. For the lowest energy band they are
given by [145]

wi(z) =

∫
dqeiziq|0, q〉 , (3.6)

forming an equivalent basis set to the Bloch functions |0, q〉. Note, that the description is again
separable in all three dimensions, if the potential is separable. A particle in a given Wannier
function wi can be interpreted as occupying the corresponding lattice site i [21]. Starting from
the Wannier functions the matrix elements of the Hamiltonian (3.1) for all pairs of lattice sites

Ji,j =

∫
dzwi(z)HLwj(z) (3.7)

describe the tunneling from site i to site j in the lattice potential.
The tight-binding approximation assumes, that the matrix elements Ji,j are negligibly small

for |j− i| > 1, that is, for beyond nearest-neighbor tunneling (see Fig. 3.6). In this regime, the
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Figure 3.6: Lowest band Wannier functions and corresponding tunneling processes. (a) Sketch of the
Wannier function in a homogeneous lattice. The overlap between Wannier functions at adjacent lattice
sites is largest, while it becomes negligible for larger distances. (b) Sketch of the system including the
harmonic confinement. If the offset energy difference ∆ε between two adjacent sites becomes larger
than the typical tunneling energy, the tunneling becomes offresonant and the particles localized.

lattice Hamiltonian can consequently be approximated as

H0
L = −J

∑
〈ij〉

a†i aj , (3.8)

where J ≡ Ji,i+1, the brackets in the sum index indicate a sum only over indices with |j−i| = 1

and the operators a(†)
i are the usual annihilation (creation) operators which obey the fermionic

or bosonic anti-commutation or commutation relations, respectively. The energy spectrum of
this Hamiltonian can be calculated analytically as

E0
q = −2J cos(πq) . (3.9)

Numerical calculations show, that (3.9) approximates the results for the full optical lattice
potential very good for s& 3. Note, that this result connects the width of the lowest energy
band with the tunneling amplitude between two neighboring lattice sites. This means, that the
amount of energy that a particle can gain by delocalizing over the full lattice is limited by the
tunneling amplitude.

The harmonic confinement can be included in the tight-binding description by calculating
the corresponding matrix elements

εi =

∫
dzwi(z)

1

2
mω2z2wi(z) . (3.10)

This leads to an additional term in the Hamiltonian as (see Fig. 3.6)

HLT = −J
∑
〈ij〉

a†i aj +
∑

i

εia
†
i ai . (3.11)

The Hamiltonian (3.11) allows to directly compare the energy offset ∆ε between neighbor-
ing sites induced by the harmonic confinement to the tunneling energy. If the offset exceeds



34 QUANTUM GASES IN OPTICAL LATTICES

(a) (b)

EF

−1 0 1
0

0.5

1

1.5

2

2.5

EF

−1 0 1
0

0.5

1

1.5

2

2.5

quasimomentum

en
er

gy
 (E

r)

quasimomentum

en
er

gy
 (E

r)

lowest
band

first
excited
band

Figure 3.7: Ground state of a homogeneous ideal Fermi gas. (a) shows a band insulator, where the
lowest band is completely filled and the Fermi energy EF lies above the band. The excitation spectrum
has a gap, given by the distance to the next band. (b) shows a metallic state, where EF lies within the
band. The corresponding excitation spectrum is gapless for an infinite system.

the tunneling energy between two sites, the tunneling becomes offresonant and is suppressed,
leading to the emergence of the localized states. This clarifies the emergence of the localized
states observed in the numerical results above, since the band width is directly connected to the
tunneling energy.

3.2 ULTRACOLD FERMIONS IN OPTICAL LATTICES

I now turn to the many-body properties of quantum gases in optical lattices. I start here with the
description of fermionic systems and proceed in the following section with a short introduction
of Bose-Fermi mixtures in optical lattices.

3.2.1 SINGLE-COMPONENT FERMIONS

At ultralow temperatures, indistinguishable fermions atoms in the same internal hyperfine state
do not interact. The reason for this is, that an energy barrier prevents interactions involving a
finite relative angular momentum of the two atoms [147]. Therefore, only s-wave scattering
is possible at these temperatures. However, Pauli blocking prevents s-wave collisions between
identical fermions. As a result, an ultracold gas of spin-polarized fermions constitutes an ideal
Fermi gas [10]. At T = 0, the only free parameter in the description of this system is the Fermi
energy EF.

For the case of a one-dimensional system in a periodic potential the many-body Hamilto-
nian for N fermions reads [148]

H =
N∑

k=1

p2
k

2m
+ sEr sin2(kLzk) , (3.12)

where the index k denotes the different particles. The eigenstates are given by different com-
binations of occupations of Bloch states, where each state can only be occupied once due to
the Pauli exclusion principle. The ground state is given by the occupation of the lowest energy
states only, where the Fermi energy is the energy of the highest occupied state. Note, that the
ground state in ultracold atom experiments usually contains only particles in the lowest energy
band [46]. Thus, I refer exclusively to this situation in the following.
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Figure 3.8: Ground state of a trapped ideal Fermi gas at zero temperature. (a) Momentum distribution
of a one-dimensional system for different Fermi energies EF at a lattice depth of s= 5 and a trapping
frequency of ω= 2π×100 Hz. The Fermi energies are given in units of the band width ∆E of the
lowest energy band. The filling varies from a metallic state with a partly filled Brillouin zone to a band
insulator, where the whole Brillouin zone is filled. When the Fermi energy coincides with the band
width, the system reaches an approximate unity occupation in the center, becoming insulating for all
larger Fermi energies. (b) Density distributions for the same parameters as in (a). The metallic and
insulating phases can be clearly distinguished due to the core with unity filling in the latter case. The
eigenstates have been calculated using (3.4). (c) Filling of the central lattice site in dependence on the
number of particles and the trapping frequency. The solid line shows the particle number, at which the
Fermi energy coincides with the band width ∆E for the different trapping frequencies.

In general, two distinct classes of ground states can be found for the ideal Fermi gas in an
optical lattice, as sketched in Fig. 3.7. First, if all states of the lowest band are populated the
only possible excitations are transitions to the first excited band. These excitations have a large
energy gap and cannot be induced by small perturbations to the system. Therefore, this state
is incompressible and insulating and is called a band insulator. The second class of states are
characterized by a Fermi energy within the lowest band, such that excitations can be created
within the band. This allows for compression of and conduction in the state, which is therefore
called metallic.

The above considerations rely on the particular properties of the gapped band structure
of the homogeneous system. In trapped systems, as usual for ultracold atom experiments,
the gapped structure does no longer exist globally, and therefore a generalization of the band
insulating state must be defined.

A numerical calculation of the momentum and site occupation is shown in Fig. 3.8 for a
one-dimensional system. It is clearly visible, that a unity occupation in the center of the trap
emerges at EF = ∆E, which extends for larger Fermi energies. At the same time, the Brillouin
zone becomes completely filled similar to the band insulator transition in the homogeneous
system. In contrast, for EF <∆E only the central momenta within the first Brillouin zone
contribute to the many-body ground state and the local number of particles is below one for
each lattice site. These properties resemble the metallic state from the homogeneous case very
well.

These numerical results imply a generalization of the band insulator by choosing the same
criterion as for the homogeneous system, i.e., that the Fermi energy reaches the largest energy
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of the lowest energy band EF = ∆E [26, 46]. In addition to the emerging unity filling in the
trap center, this energy coincides with the change of the single-particle eigenstate properties,
from delocalized to localized as shown in Fig. 3.4. Hence, a tunneling blockade arises in two
different ways. First, a unity filling in the center blockades any flow due to Pauli blocking. Sec-
ond, the localized states at the edge are intrinsically insulating, such that the system becomes
insulating for EF≥∆E.

In the case of ultracold atoms, it is possible to choose the dimensionality of the lattice
potential freely. The above discussion covers a real one-dimensional system, which can be
realized by using two deep and one shallow lattice direction, such that tunneling in the two
strong directions is completely suppressed. The discussion is also valid for two-dimensional
systems, where only one lattice is very strong, and for a three-dimensional systems where all
lattice directions are equally strong. If the Fermi energy lies within the band gap of all shallow
lattice directions, the system is band insulating in all cases. It is also possible to create systems
with lattice potentials only in one or two dimensions and the remaining directions being only
harmonically trapped. This constitutes a coupled array of pancake shaped Fermi gases or a
coupled square lattice of tubes as discussed in section 2.4. In this case, however, it is also
possible to tune the lattice potential, such that the Fermi energy is in between two bands of
one of the lattice directions. The above considerations do not directly apply in this case, since
each pancake or tube has many occupied states and a band insulator is not directly formed. It
turns out, however, that the system still becomes insulating regarding transport in the lattice
directions. This is a direct consequence of the localized states, which hinder any transport into
or out of the inner region due to Pauli blocking [47]. If a particular physical effect does only
rely on the state occupation or transport properties in a certain direction of the optical lattice,
the real band insulator and the lower-dimensional lattice cases are completely equivalent.

3.2.2 BAND MAPPING

In order to detect the above mentioned band insulator, it is necessary to accurately measure
both, the momentum distribution within the band and the absolute band occupation of the dif-
ferent bands. This can be achieved by the band-mapping method [149, 150]. For this purpose,
the optical lattice potential is reduced slowly compared to the band gap, such that there is
not enough energy to create band transitions at any time. In the homogeneous lattice, also
the different quasimomentum states are uncoupled, such that each state in the lattice is unam-
biguously mapped onto one single real momentum state. Thereby, the lowest energy band is
mapped onto the first Brillouin zone, the first excited band is mapped onto the second Brillouin
zone and so on. A good mapping can be obtained with ramping times in the order of a few ms,
avoiding excitations to higher bands. As the size of the band gaps decreases exponentially with
the lattice depth, the best band mapping ramp is also an exponential ramp being fast at high
lattice depths and slow at small lattice depths.

For trapped systems, the external potential couples Bloch states with different quasimo-
menta. To avoid a redistribution of the quasimomentum states during the band mapping itself,
the mapping time must be much shorter than the typical dynamical timescale in the trap, given
by the harmonic oscillation period P = 2π/ω. In a real system this prevents a perfect band
mapping. The band mapping is especially sensitive at the band edges. If the band-mapping
ramp is too fast, transitions between different bands are possible and the absolute band occupa-
tion is imperfectly mapped, while the quasimomentum distribution is correctly mapped [150].
If the band-mapping time is too long, the lattice states are not mapped onto free momenta, but
on the eigenstates of the external trap. This averages out any information about the quasimo-
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Figure 3.9: Band mapping in the experiment. (a) Sketch of the lattice geometry in the y-direction. The
lattice beams in the xy-plane are diagonal to the camera while the beam in the z-direction is perpen-
dicular. Thus, the lattice is oriented in a 45◦ angle to the camera in the y-direction in the xy-plane,
leading to a triangular density profile. In the z-axis it is oriented perpendicular, leading to a rectangular
profile. (b) shows experimental band mapping results for various band mapping times, starting from an
initial band insulating state at s= 12 with trapping frequencies of about 2π×(100, 31, 31) Hz before the
lattice is ramped up. The particle number is about 1.8×105 and the temperature 0.1TF. For short band
mapping times (0.2 ms), the distribution becomes smooth at the wings because of transitions of particles
to higher bands during the band mapping procedure. At intermediate ramping times (3 ms), the density
profile well resembles the expected triangular shape and the plateau from th two different directions.
For very long ramping times (10 ms), the atoms are influenced by the trap, which leads to a distortion
of the density profile, which no longer maps out the quasimomentum. For longer ramping times, the
system would eventually occupy the ground state of the harmonic potential.

mentum distribution. A band-mapping measurement for different ramping times is shown in
Fig. 3.9, demonstrating this behavior for a gas deep in the band insulator regime.

3.2.3 INTERACTING FERMI-FERMI MIXTURES

Interactions are suppressed in a single-component Fermi gas due to Pauli blocking, which does
not allow for two fermions to be in the same single-particle quantum state simultaneously. In-
cluding an additional internal degree of freedom circumvents this restriction. If two fermions
occupy different internal states, they can occupy the same spatial quantum state and thus in-
teract via s-wave scattering [14]. S-wave interactions can be described in the pseudo-potential
approach as a local δ-function for the relative particle position, with an interaction strength
that is defined by a single effective hard-sphere scattering radius a, called the scattering length
[151]. For 40K its value is about a≈ 170 aB [152], which is discussed in more detail in chap-
ter 6 (aB is the Bohr radius). For later use, the interaction strength is usually abbreviated
by g= 4π~2a/m. Note here, that the positive value of the scattering length means, that the
particles interact repulsively.

To describe a system with two internal states σ=±, the single-component Hamiltonian
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(3.12) must be extended by an interaction term as [16]

H =
∑
σ

[ Nσ∑
kσ =1

~p2
kσ

2m
+
∑
α

sαEr sin2(kLrkσ ,α)
]

+ g
∑

k+,k−

δ(~rk+ − ~rk−) . (3.13)

Due to the interaction term, the Hamiltonian (3.13) does no longer separate for the different
directions and cannot be solved in general. Therefore, it is common to use an approximated
Hamiltonian, called the Fermi-Hubbard model [15, 144, 153]. This model is based on the tight-
binding description introduced in section 3.1.3. In addition to the nearest-neighbor tunneling
term (3.8), the interaction is taken into account only on-site, described by the interaction matrix
element

U =
4π~2

m
a

∫
dx|w(x)|4

∫
dy|w(y)|4

∫
dz|w(z)|4 , (3.14)

using the Wannier functionsw on each lattice site. I assume in (3.14) a three-dimensional cubic
lattice with equal lattice depths s in all directions.

The full Fermi-Hubbard Hamiltonian is [153]

HFH = −J
∑
σ

∑
〈ij〉

a†i,σaj,σ + U
∑

i

a†i,+a
†
i,−ai,−ai,+ , (3.15)

where the indices i, j represent different lattice sites. This Hamiltonian is very well realized
for ultracold atoms in optical lattices in the tight-binding regime and with scattering lengths
much smaller than the intersite distance a�λL/2.

At small interactions U � J , the ground state of the system is either a band insulator or a
metal, depending on the Fermi energy, as in the noninteracting case. Note, however, that in the
band insulator all sites are filled by two fermions in this case, one of each species.

If the repulsive interaction is large and dominates the system (U � J), the system becomes
Mott insulating [25, 26]. In this regime, tunneling to an already occupied site is prohibited also,
if the particles are of different spin states, since the increase in interaction energy exceeds the
gain in energy due to the tunneling. Therefore, the ground state has only singly-occupied sites
and strongly reduced particle number fluctuations on individual lattice sites The excitation
spectrum becomes gapped with a gap energy of U , even though the lattice is only half filled.
The gap excitation corresponds to the excitation of a single particle to an already occupied site
[25]. This creates an empty site and a doubly occupied site, which is energetically suppressed.
Therefore, tunneling is inhibited and the state becomes incompressible [26] and insulating.

For inhomogeneous systems as realized in the experiment, a shell structure is possible with
a band insulator in the center and a Mott insulator shell around it. In between and in the wings,
the system shows a metallic behavior [154].

3.3 ULTRACOLD BOSE-FERMI MIXTURES IN OPTICAL LATTICES

This section provides a short introduction of the description of Bose-Fermi mixtures in optical
lattices and especially some features regarding the BFM setup . I start with the Hamiltonian of
a single-component Bose gas in an optical lattice, given by [10]

H =
N∑

k=1

( ~p2
k

2m
+
∑
α

sαEr sin2(kLrk,α)
)

+ g
∑
k6=l

δ(~rk − ~rl) . (3.16)
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Figure 3.10: Comparison of the band structure of (a) 40K and (b) 87Rb in the 1030 nm optical lattice
of the BFM setup, calculated using (3.3). The plotted regions correspond to the same lattice intensities,
where the effective lattice depth for 87Rb is approximately a factor of 2.5 larger than for 40K.

Since bosons are not subject to Pauli blocking, they can interact also at very low temperatures
via s-wave scattering. For 87Rb the scattering length is about a≈ 100 aB [155]. For small
interactions the bosons form a superfluid state with strong number fluctuations, in contrast to
the metallic state of the fermions. As for the fermions, the repulsive interaction leads to a Mott
insulating state at large interactions [21, 22]. Since multiple identical bosons can occupy a
single site, the Mott insulator for the bosonic atoms can consist of different shells with equal
integer filling of n= 1, 2, 3, . . . [156, 157].

Combining bosons and fermions in an optical lattice leads to an additional interaction term
between them. The total Hamiltonian of the Bose-Fermi mixture in an optical lattice is given
by [158]

Hbf =

Nf∑
k=1

( ~p2
k

2mf
+
∑
α

sf
αE

f
r sin2(kLrk,α)

)
︸ ︷︷ ︸

Hf

+

Nb∑
l=1

( ~p2
k

2mb
+
∑
α

sb
αE

b
r sin2(kLrk,α)

)
+ g

∑
k6=l

δ(~rk − ~rl)︸ ︷︷ ︸
Hb

+ gbf

∑
k,l

δ(~rk − ~rl)︸ ︷︷ ︸
Hbfi

,

(3.17)

where the indices b and f indicate the different parameters for bosons and fermions. The
Hamiltonian (3.17) is the sum of the single component bosonic and fermionic Hamiltonians
(3.12) and (3.16), and an additional contribution, given by the interspecies interaction Hbfi.
This additional term has a scattering strength gbf = 2π~2abf/µ, where the reduced mass of the
interacting bosons and fermions is given by µ=mfmb/(mf +mb). The interspecies scattering
length for mixtures of 40K and 87Rb is abf =− 185 aB [159, 160]. This interaction is attractive
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in contrast to the repulsive intraspecies interaction of 87Rb. The attractive nature of the in-
teraction is expected to induce many fascinating effects, thoroughly discussed in the literature
[23, 56, 77–85, 161, 162].

At the BFM setup an optical lattice is implemented, which is far detuned with respect to
both species 40K and 87Rb. Therefore, they experience approximately the same lattice poten-
tial V0 = sfEf

r ≈ sbEb
r . Since the mass ratio of mb/mf ≈ 2 leads to different recoil energies

Eb/f
r , both species experience different lattice depths sb/f at the same lattice intensity. Includ-

ing carefully all experimental parameters, in particular the slightly different detuning for both
species, the absolute lattice-depth ratio can be calculated as sb/sf≈ 2.5. The resulting band
structure of both species for equal laser intensity is compared in Fig. 3.10, highlighting that
the rubidium atoms experience a much deeper lattice than the potassium atoms. This indicates,
that the tunneling amplitude is much smaller for rubidium than for potassium in the mixture. It
is therefore possible to create a mixture with bosons deep in the Mott insulating phase, while
the fermions still have a large tunneling amplitude.



CHAPTER 4

MULTIBAND SPECTROSCOPY OF

ULTRACOLD FERMIONS

The excitation spectrum of a given quantum system allows for the determination of many of
its fundamental properties. The development of novel spectroscopy and probing techniques is
therefore very important to characterize, understand and control novel quantum systems. Since
the advent of ultracold quantum gases, several spectroscopy techniques have been developed.
In particular, a full momentum resolution allows for the measurement of the dispersion relation
of the system, which carries practically all information on the underlying quantum state. Ex-
amples for momentum-resolved spectroscopy techniques in ultracold gases are optical Bragg
spectroscopy, where a moving lattice is superimposed with the system [7, 35–37, 163–167],
and rf-spectroscopy, typically applied to strongly interacting bulk Fermi gases [168]. An espe-
cially elegant spectroscopy method, however, lacking momentum resolution thus far, is lattice
amplitude modulation [169–171], which requires no additional setup components. It has been
used to measure the gapped excitation spectrum of strongly interacting bosonic and fermionic
systems [25, 34], as well as to perform pump and probe experiments involving higher bands
[172].

In this chapter, I describe a newly developed, momentum-resolved spectroscopy method
for ultracold fermionic atoms in optical lattices. It allows for the determination of the full band
structure with very high accuracy, similar to ARPES in solid state physics [173]. From the
band structure, the tunneling energy can be directly inferred as a function of the lattice depth
(see section 3.1.1). The presented spectroscopy is based on lattice amplitude modulation, using
excitations to higher spatial bands. Combining the excitation with a quasimomentum-resolved
detection, provided by the band-mapping technique, allows for the full momentum resolution
as discussed below.

Beyond the demonstration and evaluation of the multiband spectroscopy, the method was
employed to investigate the behavior of attractively interacting Bose-Fermi mixtures [23, 24,
71]. These constitute a prominent example for novel quantum systems only realizable in ul-
tracold matter. Pioneering experiments detected a shift of the bosonic Mott insulator transition
in the presence of fermions [23, 24, 76]. This observation initialized a strong debate about the
origin of this shift [56, 82–85, 161]. One of the explanations attributes this effect to an inter-
species interaction induced self-trapping with effective tunneling and interaction parameters
[56, 76], while other theoretical studies attribute it to adiabatic heating in the attractive mixture
[82, 84], or to offsite interaction induced tunneling [83, 85]. Measurements of the interaction
energies in the mixture are consistent with the effective parameter description [162]. However,
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Figure 4.1: Sketches of the multiband spectroscopy procedure. (a) Sketch of the excitation (dotted line)
and detection (solid line) processes in momentum space, as detailed in the text. (b) Sketch of the lattice
depth over time. First the lattice depth is adiabatically increased within 100 ms from zero to the final
value, followed by a 1 ms lattice amplitude modulation pulse that excites atoms to the second excited
band. Finally the momentum distribution is mapped out via a band-mapping procedure.

so far it has not been possible to directly observe the reduced tunneling, which is the main
origin of the transition shift in this theoretical approach.

As presented in this chapter, the novel multiband spectroscopy has been used in this thesis
to investigate the shift of the fermionic tunneling in the presence of a bosonic cloud. In these
measurements, a reduction of the tunneling amplitude is observed, directly confirming a change
of the single-particle tunneling properties due to the interspecies interaction.

All experimental data presented this chapter was taken and analyzed together with Jasper
S. Krauser and Sören Götze. The numerical and analytical calculations were performed mainly
by myself. The results of this chapter have been partly published in [6]. The spectroscopy
technique has also been discussed in the diploma thesis of Bastian Hundt [174], performed at
the BFM setup, which was co-supervised by me.

4.1 PRINCIPLES OF THE MULTIBAND SPECTROSCOPY

In this section I present the experimental implementation of the newly developed multiband
spectroscopy. The general idea of the multiband spectroscopy is as follows [see Fig. 4.1(a)].
The fermionic atoms are prepared in a band-insulating state, where all quasimomenta in the
lowest band are occupied. Using lattice amplitude modulation, they are transferred to an ex-
cited band, not changing the quasimomentum in this process. Thereby, the modulation fre-
quency determines the energy at which atoms are excited [171]. Since the lowest and the
excited energy bands have different curvatures, each quasimomentum has a different excitation
energy. Therefore, the excited momentum can be effectively tuned by changing the lattice mod-
ulation frequency. The resulting quasimomentum distribution can be detected fully momentum
resolved using the band mapping technique. Repeating this procedure for different modulation
frequencies results in a fully energy- and momentum-resolved spectrum.
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4.1.1 EXPERIMENTAL REALIZATION

In the experiment the spectroscopy is performed in the following way. First an ultracold gas of
spin-polarized fermionic atoms is produced as described in section 2.1. Therefore, an ultracold
Bose-Fermi mixture is prepared in the magnetic trap and is subsequently transferred to the
dipole trap. The rubidium atoms are then removed from the dipole trap by a resonant light
pulse. Typical atom numbers for the fermionic particles are about 1×105 at temperatures of
about 0.2TF. The typical mean trap frequencies (ωxωyωz)

1/3 are about 2π×50 Hz.
At this point, a three-dimensional optical lattice is adiabatically ramped up linearly over

100 ms to a variable lattice depth between 2.5Er and 10Er [see Fig. 4.1(b)]. After a short
waiting time of typically 1 ms, the lattice depth is modulated for 1 ms with a variable frequency
ν, typically ranging between 0 and 50 kHz, and a peak-to-peak modulation amplitude of typ-
ically 10−20 %. This constitutes the lattice amplitude modulation, which creates excitations
in the excited band. Directly thereafter, the lattice depth is reduced to zero in a 200µs lin-
ear intensity ramp, which results in the band-mapping process. Using a TOF of 15−20 ms
prior to the absorption imaging leads to a mapping onto the momentum distribution of the sys-
tem. Together with the band mapping procedure, this allows for the direct measurement of the
quasimomentum distribution and the band index of the excited particles.

The excitation process has several important features, which eventually lead to the momen-
tum resolution of the spectroscopy. To begin with, in the case of noninteracting particles, as
discussed here, the excitation spectrum is fully determined by the external potential consisting
of the optical lattice and the harmonic confinement. Similar to the band mapping, the amplitude
modulation time is chosen to be much shorter than the typical timescales of the harmonic con-
finement. Therefore, the created excitation procedure averages over the harmonic confinement
and the excitations are basically determined by the periodic lattice potential. Consequently, the
created excitations have a well defined quasimomentum. Their energy is given solely by the
band structure of the lattice potential, which only depends on the lattice depth s. For longer
excitation times, the redistribution of the excited atoms because of the trap can lead to errors
in the momentum determination. Further, the excitation Hamiltonian has the same periodicity
as the lattice potential itself. Therefore, it conserves the quasimomentum q during the excita-
tion process. The lattice amplitude modulation can also be regarded as a two-photon process
similar to Bragg spectroscopy. In this case, the lattice itself, instead of any external Bragg
beams [36, 163], provides the photons, which induce exactly two lattice momenta kL, corre-
sponding to a quasimomentum transfer of ∆q= 0 in the reduced zone scheme [7]. Finally, the
lattice amplitude modulation only couples states that have an energy difference identical to the
modulation frequency ν [171].

Combining all these properties results in the quasimomentum resolution of the spectroscopy
as follows. In the band structure, all bands have a different curvature. Therefore, the transition
energy is slightly different at every quasimomentum, such that for each modulation frequency
ν only a single quasimomentum q(ν) is resonantly excited. If all momentum states in the low-
est energy band are occupied, as realized in a band insulating state, this leads to an energy and
momentum-resolved signal q(ν) with a unique dispersion for each lattice depth s. This shows,
that a full momentum resolution in the optical lattice can be obtained very elegantly by using
interband excitations with ∆q= 0.

The whole excitation process is sketched in momentum space in Fig. 4.1(a), using the
reduced and extended zone schemes for the lattice amplitude modulation and the band-mapping
process, respectively. Note, that the method always induces symmetric excitations at positive
and negative quasimomenta with equal absolute value, since the band structure is symmetric
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Figure 4.2: Typical experimental multiband spectroscopy momentum distributions. (a) Offresonant
modulation: Absorption picture (top) and column density (bottom). No excitations are generated at off-
resonant modulation. (b) Resonant modulation: Absorption picture (top) and column density (bottom).
The hole and particle excitations are clearly visible in the data as gaps in the filled first Brillouin zones
and peaks in the third Brillouin zone. (c) Contrast picture, where (a) is subtracted from (b). The particle
excitations are positively valued and the hole excitations are negatively valued. Both can be treated
equally as peaks in this representation.

around q= 0.
I want to stress here, that the momentum resolution in this method requires a completely

filled first band, as realized for a fermionic band insulator. In contrast, for bosonic atoms, the
superfluid ground state occupies only a small momentum class around q= 0 [22]. This pre-
cludes the momentum resolution in comparable experiments with bosonic atoms [172]. In a
strongly interacting Bose gas, all quasimomenta are occupied, if the system is in the Mott insu-
lating state [22]. Thereby, the momentum resolution is established also for bosons [175], which
has been observed using Bragg spectroscopy. In this case, however, the excitation spectrum is
dominated by interactions [37]. This is in contrast to the fermionic system, where a full mo-
mentum resolution is ensured for all interaction strengths, resulting in a much more versatile
spectroscopy scheme.

Typical experimental TOF pictures for offresonant and resonant lattice amplitude modu-
lation are shown in Fig. 4.2. For offresonant modulation, no excitations are induced, and the
momentum distribution is identical to the non-modulated case. The atoms occupy the ground
state in the lattice which is a band insulator in the case of Fig. 4.2. Therefore, the momentum
distribution covers the whole first Brillouin zone after the band mapping. The wings of the dis-
tribution are distorted due to the very short band-mapping time of 200µs, especially chosen to
minimize dynamical redistribution during the band mapping because of the trap. As discussed
in section 3.2, a short band-mapping time does not reduce the quasimomentum resolution but
leads only to the observed softening at the zone boundaries [150].

At a resonant modulation frequency ν, the corresponding momentum class q(ν) is excited
to a higher band. The excited particles are mapped to the corresponding Brillouin zone. In the
case of Fig. 4.2, the second excited band is populated by the excitation process, leading to a
band mapping to the third Brillouin zone. Apart from the excited atoms in the third Brillouin
zone, the holes, where particles are missing in the first Brillouin zone, are clearly visible.

To treat the hole excitations on an equal footing as the particle excitations, one additional
processing step is required. The TOF distribution of the nonexcited system must be subtracted
from the excited system, which leads to a contrast picture as shown in Fig. 4.2(c), where both
excitations are clearly visible and can be evaluated in the same way. For this, both distributions
must be carefully normalized to the same particle number to avoid any offsets.
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4.1.2 CHARACTERIZATION OF THE EXCITATION PROCESS

As described above, the lattice amplitude modulation to higher bands is intrinsically momen-
tum resolved. However, it is not clear, whether all excited bands and quasimomenta can be
populated, or if any selection rules apply. This issue is addressed in the following, using a
linear response analysis of the excitation process in time-dependent perturbation theory [129],
which has been worked out in this thesis1. The results are compared to experimental data for
different lattice depths.

I assume the unperturbed Hamiltonian of the system to be the pure lattice Hamiltonian
[compare (3.1)]

H0 =
p2

2m
+ sEr sin2(kLz) , (4.1)

and neglect any effects of the external trapping potential. The eigenstates of the system are
given by the Bloch states

|n, q〉 = e−iqkLz
∞∑

k=−∞
cn

q,ke−i2kkLz , (4.2)

defined by the band index n and the quasimomentum q. I further assume a band insulator
as the initial state, where all states of the lowest energy band are occupied. Therefore, any
perturbation can to first order only create excitations to higher bands with n> 0. The lattice
amplitude modulation perturbs H0 by the additional contribution

V (t) = V sin (2πνt) =
ε

2
sEr sin2 (kLz) sin (2πνt) , (4.3)

where ε is the peak-to-peak amplitude relative to the lattice depth s. The first order excitation
probability for such a system is given by Fermis golden rule as [129]

P n
q′,q ∝ δ

(
En

q′ − E
0
q − hν

)
|〈n, q′|V |0, q〉|2 , (4.4)

where an infinite excitation time is assumed, resulting in the δ-function in energy space, which
corresponds to the above mentioned energy conservation in the excitation process.

The matrix element 〈n, q|V |0, q〉 contains all other information about the momentum de-
pendence or spatial symmetries restrictions. It can be calculated using a simply trick: the
perturbation V can be written as

V =
ε

2

(
H0 −

p2

2m

)
. (4.5)

Inserting (4.5) into Fermis golden rule (4.4) and assuming a resonant excitation frequency
hν=En

q′ − E
0
q leads to

P n
q′,q ∝ | 〈n, q

′|H0|0, q〉︸ ︷︷ ︸
=0

−〈n, q′|p2|0, q〉/2m|2 , (4.6)

1During the publication of this manuscript, I became aware that a similar calculation has also been performed
in [171], where losses due to excitations via lattice amplitude modulation have been investigated.
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Figure 4.3: Momentum-dependent transfer amplitudes of the lattice amplitude modulation. Shown is
the measured momentum-dependent transfer amplitudes to the excited bands with n= 1 and n= 2 in
comparison to the theoretical prediction from (4.8), depicted as solid lines. (a) shows the results for
s= 2.5 and (b) for s= 5.0. The absolute transfer amplitude was fitted between theory and experiment.
(c) Ratio of the integrated excitation amplitudes for n= 1 over n= 2, in dependence on the lattice depth
s. Solid line is the theoretical prediction.

where the first term vanishes for n> 0, since the Bloch states |n, q〉 are eigenstates of H0. The
remaining matrix elements can be calculated in the spatial basis using (4.2) and the represen-
tation of the momentum operator p= − i~∂z. Inserting both into (4.6) results in

P n
q′,q ∝

∣∣∣∑
k,k′

c0
q,kc

n
q′,k′

∫
e−iqkLze−ikkLz∂2

z eiq′kLzei2k′kLzdz
∣∣∣2

∝
∣∣∣∑

k,k′
c0

q,kc
n
q′,k′k

2
L(q′ + 2k′)2

∫
ei(q′−q)kLz︸ ︷︷ ︸
δ(q′−q)

ei2(k′−k)kLz︸ ︷︷ ︸
δ(k′−k)

dz
∣∣∣2 . (4.7)

Note, that the δ-functions can only be satisfied in this combination, since−kL <q≤kL and k is
integer valued (k= 0,±1,±2, . . . ). The δ-functions in (4.7) represent the momentum conser-
vation of the excitation; in particular δ(q′−q) leads to the conservation of the quasimomentum.
In total, the transition probability simplifies to

P n
q ∝

∣∣∣∑
k

c0
q,kc

n
q,k(q + 2k)2

∣∣∣2 , (4.8)

which can be directly calculated from the Bloch functions.
Figures 4.3(a) and (b) show the results of (4.8) for two different lattice depths and the

first two excited bands, while Fig. 4.3(c) depicts the relative excitation strength to the first and
second excited band in dependence on the lattice depth. The theoretical transition amplitudes
to the second excited band (n= 2) are stronger for all quasimomenta, and the transitions to the
first excited band (n= 1) are suppressed especially at larger lattice depths. This behavior is the
same for all even (n= 2, 4, . . . ) and odd (n= 1, 3, . . . ) bands. Transitions to even bands are
generally stronger, while the excitations to odd bands are especially suppressed at large lattice
depths relative to the even bands. Further, no transitions occur for q= 0 and q= ±1 to the odd
bands, while all other quasimomenta can be populated.

The latter can be explained as follows. At the direct band gap, where two bands have the
lowest energy difference, the bands couple strongest. This leads to an avoided crossing similar
to a coupled two-level system, leading to the band gap. Such an avoided crossing usually leads
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Figure 4.4: Rabi oscillations in the lattice amplitude modulation process at a modulation amplitude
of 40 %. Shown is the fraction of atoms in the lowest (n= 0, circles) and the second excited (n= 2,
diamonds) energy band. The oscillatory exchange between the populations shows the coherent nature
of the lattice amplitude modulation excitation process.

to one even and one odd parity state under exchange of the two levels. In an optical lattice
the even parity state is always in the even excited bands. The lowest band is also even (n= 0)
and therefore has the same parity as the even excited bands and a different parity than the odd
bands. Since the lattice amplitude modulation operator is an even operator, the matrix elements
of the form 〈odd|even|even〉 vanish. This manifests in (4.8) in the way, that the sign of codd

0,k is
the same as of k, while the sign of ceven

0,k is always positive. Therefore, the contributions of k
and −k cancel out in the sum and P odd

0 = 0. For all other q, the parity of the Bloch states is
in general mixed, since the degenerate states with q and −q can form states with both spatial
symmetries. Therefore, an excitation to any band is possible for q 6= 0,±1.

The behavior at large lattice depths is directly connected with the above parity argument.
For deep lattices with s> 30 the contribution of q in (3.3) becomes negligible and the eigen-
value equation becomes identical to the q= 0 case for all q. Therefore, all states acquire the
same parity-properties asymptotically for s→∞, and the transfer to odd bands is suppressed.
This can also be understood by approximating the different sites of the lattice as harmonic
oscillators, which is a good approximation for lattice depths s> 30. In this case, the local
eigenstates of each site have an alternating parity and the symmetric modulation operator can-
not couple states of different parity as discussed above.

Figure 4.3 shows also measurements of the quasimomentum-resolved band excitation prob-
ability in direct comparison with the theoretical predictions. First, the relative excitation ampli-
tude, shown in Fig. 4.3(c), is in very good agreement with the theoretical predictions. Further,
the momentum-resolved excitation amplitude in experiment and theory agrees well, and the
parity-induced suppression of excitations to the first excited band is clearly visible. A notable
difference between the theoretical and experimental results is the reduction of excitations at
q= 0 also for even bands at higher lattice depths, where a maximum is expected from the the-
oretical model. This effect also explains the small but systematic excess of the experimental
data in the total excitation amplitude.

Two possible reasons for the missing excitation amplitude are the short modulation time,
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Figure 4.5: Experimental spectrum recorded by multiband spectroscopy. Shown are the column densi-
ties for different modulation frequencies at a modulation amplitude of 20 % for a non-interacting Fermi
gas of 2×105 particles at 0.2TF in a three-dimensional lattice of 5Er. The atoms in the lowest energy
band are mapped to the first Brillouin zone. The hole excitations correspond to the reduced zone scheme.
The excited atoms are mapped to their corresponding Brillouin zones and represent the extended zone
scheme. The gaps between the different bands are clearly visible.

which does not satisfy the linear response approximation from the calculation, or the external
harmonic confinement. The latter was excluded using numerical calculations including the
harmonic confinement as discussed in section 3.1.1. The results show, that the confinement
does not induce strong changes of the excitation probability in the linear response limit, leaving
the finite modulation time as a possible explanation.

To estimate the influence of the short excitation time in more detail, an experiment was
performed with a very large modulation amplitude of 40 %. The variation of the excitation
amplitude with the modulation time is shown in Fig. 4.4. A clear oscillation of the number
of excited atoms is observable, which has a slowly decaying amplitude and saturates for long
times. This measurement shows, that the lattice amplitude modulation process with short exci-
tation times is a coherent transfer between the different bands. This is in strong contrast to the
linear response assumption in the preceding calculation, supporting the short modulation time
as a possible explanation for the difference of the experimental and theoretical transfer ampli-
tude at small q [see Fig. 4.3(b)]. It demonstrates also, that the excitation is a coherent state
and therefore the amplitude modulation can also be used for state preparation. This feature is
employed in chapter 5, where the dynamics of particle and hole excitations are investigated.

4.2 BAND STRUCTURE OF FERMIONIC GASES

As illustrated above, the presented multiband spectroscopy allows for a momentum- and energy-
resolved excitation of fermionic atoms to higher bands of the optical lattice. Figure 4.5 shows a
typical energy- and momentum-resolved spectrum, recorded with the multiband spectroscopy,
for a pure spin-polarized Fermi gas in an initially insulating ground state.
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Figure 4.6: Momentum-resolved spectra for different lattice depths at a modulation amplitude of 20 %.
The lattice depths are calibrated in the experiment to (a) 2.5Er, (b) 5Er (coincides with the data from
Fig. 4.5), (c) 7.5Er, and (d) 10Er.

At small modulation frequencies ν no excitations are created, since ν is located in the band
gap between the lowest and the first excited band. For frequencies above the bang gap, atoms
are transferred to the first excited band and are mapped to the second Brillouin zone. The
missing atoms are also visible as holes in the first Brillouin zone. The excitations are created
fully energy and momentum-resolved for the complete band, until the next bang gap is reached,
where again no atoms are excited. When the modulation frequency becomes resonant with the
second excited band, new excitations are created, where the excited particles are mapped onto
the third Brillouin zone this time, and so on. Band gaps to higher bands cannot be resolved in
the presented experiments that have an energy resolution of 500hHz.

Note, that the lowest energy band is not directly visible in the spectrum, since only the
energy differences between the lowest and the excited bands are measured. Nevertheless, I refer
to the spectrum as the band structure in the following, since it contains the same information.
In this analogy, the particle and hole excitations correspond to the extended and reduced zone
scheme, respectively.

Figure 4.6 shows experimentally recorded spectra for different lattice depths. The increase
of the band gaps and the narrowing of the band widths for increasing lattice depths is clearly
visible. The unique spectrum for each lattice depth allows for a clear determination of the
corresponding lattice depth. The increase of the excitation width in momentum space with
increasing s is a combined result of the constant absolute Fourier broadening in energy space
because of the finite modulation time and the decreasing band width.
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Figure 4.7: Energy-momentum dispersion for the second excited band using the COM-momentum
approach. The data shows the COM momentum excited from the lowest to the second excited band
for different modulation frequencies. The solid line shows a fit to the data, using the energy difference
E2

q −E0
q from a single-particle band structure calculation employing (3.3). The fit yields a lattice depth

of 5.02±0.02Er. The shaded area depicts a 10 % deviation from the fitted value. The fitted momenta
are restricted to the range of 0.55<q< 0.85.

4.2.1 MOMENTUM-RESOLVED EVALUATION OF THE PARTICLE EXCITATIONS

To connect the momentum-resolved multiband spectra with the tunneling properties of the
atoms, it is necessary to extract the lattice depth quantitatively. A first approach is to extract the
center-of-mass (COM) quasimomentum for each excitation frequency. While the modulation
frequency ν is given by the experimental parameters, the momentum must be extracted from
the data. For the excited particles the center-of-mass position is determined from the column
sums for each modulation frequency ν, with respect to the center of the atomic cloud. The
corresponding momentum p is calculated by the relation

COM =
p

m

M

l
T , (4.9)

where m is the mass of the particles, M is the magnification, l is the diameter of a pixel on
the CCD camera and T is the duration of the TOF. To be insensitive to total displacements, the
positive and negative momenta p± are detected independently and their difference is used as
p=(p+− p−)/2, eliminating any offsets in (4.9). From this, the quasimomentum is calculated
via

q =
p

~kL
− n , (4.10)

where n= 0, 1, 2, . . . is the usual band index.
This approach is most reliably performed for the second excited band, since it has the

largest excitation strength and no overlapping atoms from the first band because of the imper-
fect band mapping, which is a problem for the evaluation of the first excited band. The resulting
energy-momentum dispersion q(ν) is shown in Fig. 4.7. It corresponds to the energy difference
E2

q − E0
q between the bands with n= 2 and n= 0. A fit of the theoretical single-particle band

structure reveals a lattice depth of 5.02±0.02Er. This corresponds to a tunneling amplitude of
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Figure 4.8: Energy-momentum dispersion for the second excited band using the COM-energy approach.
The data shows the extracted excitation energy from the lowest to the second excited band for all quasi-
momenta. The solid line is a fit to the data, using the energy difference E2

q − E0
q from a single-particle

band structure calculation employing (3.3). The fit yields a lattice depth of 5.29±0.07Er. The shaded
area depicts a 10 % deviation from the fitted value. The fitted momenta are restricted to the range of
0.15<q< 0.85.

J/h= 309 Hz in the lowest energy band, which can be evaluated from (3.7) by using the fitted
lattice depth to calculate the Wannier functions wi.

Note the deviation of the extracted data from the single-particle dispersion especially at
large and small quasimomenta. This is a combined result of the external trapping potential and
the COM determination. As shown in section 3.1.2, the confinement leads to states within the
band gap, which can also be weakly excited by the lattice amplitude modulation. As visible in
the false color images in Fig. 4.5 and 4.6, the excited fraction at frequencies below the band gap
is very small, corresponding to the above mentioned trap-induced states (see the band structure
of a harmonically trapped lattice system in Fig.3.3). At frequencies above the second excited
band, a trap-induced coupling to the third excited band, deforming the spectrum, cannot be
excluded. The influence of the trapping potential is inherent in the system and cannot be fully
eliminated. Therefore, the corresponding regions are not included in the band structure fit,
which is only performed in the range of 0.55<q< 0.85.

The influence of the COM determination is a technical aspect and can be circumvented.
The band mapping procedure divides the second Brillouin zone into two parts, with a cut at
q= 0 (see Fig. 3.2). Taking the COM along the momentum direction leads to the effect, that
a particle distribution with small absolute momentum is separated between both parts. The
COM in each of the parts does not coincide with the central momentum of the full peak but is
larger than the real value. Especially a distribution with a finite momentum width and a central
momentum of q= 0 is never correctly evaluated by this method.

To avoid the problems of the COM-momentum approach, it is desirable not to evaluate the
momentum q(ν) in dependence on the frequency, but rather the frequency ν(q) in dependence
on the momentum. This has the advantages, that the splitting of the Brillouin zone does not
interfere with the COM determination and that a single energy value is assigned to each mo-
mentum, instead of two momenta for each energy as in the COM-momentum approach. The
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Figure 4.9: Contrast spectrum recorded by multiband spectroscopy for the same data as in Fig. 4.5, from
which an average of the data between 0 kHz and 10 kHz is subtracted. This removes the background
population in the lowest energy band and depicts the hole excitations as negative peaks, fully equivalent
to the positive particle excitations. The circular marked regions show failures of the band mapping
procedure. The square shows particles, that were excited to the second excited band via higher order
processes in the lattice amplitude modulation.

drawback is, that the COM-energy is not determined from a single experimental realization
anymore, but from the full energy and momentum resolved spectrum, requiring a high resolu-
tion in energy space. Additionally, all measured momentum distributions must be normalized
to the same total particle number. The COM is taken along the energy axis for every sin-
gle pixel, corresponding to a given quasimomentum in the second excited band via (4.9) and
(4.10).

The resulting energy-momentum dispersion ν(q) is shown in Fig. 4.8 for the same data as
in Fig. 4.7, using this COM-energy approach . A fit of the theoretical single-particle band struc-
ture reveals a lattice depth of 5.29±0.07Er, slightly differing from the COM-momentum result.
The COM-energy approach leads to much closer resemblance between the experimental data
and the single-particle band structure, especially at q= 0, where the curvature is reproduced
adequately and no bending to lower energies is observed.

4.2.2 MOMENTUM-RESOLVED EVALUATION OF THE HOLE EXCITATIONS

In addition to the particle excitations, the hole excitations carry exactly the same information
about the energy-momentum relation. However, using the hole excitations has a systematic
advantage for measuring the excited momentum. Since the excitations are eigenstates of the
lattice potential alone, they perform oscillatory dynamics in the harmonic trapping potential
after the excitation. Due to the lower curvature of the lowest energy band, the hole dynamics are
much slower than the particle dynamics. While the particle dynamics can already be relevant on
the timescale of the excitation procedure, the hole dynamics only change the quasimomentum
after much longer times and can be neglected during the excitation procedure. Therefore, the
systematic errors for the energy-momentum relation are reduced, when using hole excitations
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Figure 4.10: Energy-momentum dispersion for the second excited band using the COM-energy ap-
proach for hole excitations. The data shows the extracted excitation energy from the lowest to the
second excited band for all quasimomenta, using the hole excitations evaluated from the contrast spec-
trum shown in Fig. 4.9. The solid line is a fit to the data, using the energy difference E2

q − E0
q from a

single-particle band structure calculation employing (3.3). The fit yields a lattice depth of 5.55±0.05Er.
The shaded area depicts a 10 % deviation from the fitted value. The fitted momenta are restricted to the
range of 0.15<q< 0.8. The upper cutoff is needed in the COM-energy approach for holes, since the
third excited band starts right above the second excited band, leading to similar cutoff mistakes as in the
COM-momentum approach for the excitations.

instead of particle excitations. The dynamics of the particle and hole excitations are discussed
in chapter 5, where the above mentioned processes are worked out in more detail.

In order to utilize the hole excitations, it is necessary to create a contrast image of the
experimental spectrum, similar to Fig. 4.2(c), where the hole excitations are represented as
negative peaks, fully equivalent to the particle excitations represented as positive peaks. Such
a contrast spectrum is depicted in Fig. 4.9.

For the holes, I only present the COM-energy approach, which minimizes the influence
of the evaluation procedure compared to the COM-momentum approach, as discussed for the
particle excitations. Since the hole excitations are arranged in the reduced zone scheme, where
all bands are represented within the same momentum interval between−kBZ and +kBZ, one has
to be careful to use a properly chosen energy range for the evaluation, such that no contributions
from other bands disturb the spectrum. Therefore, energies near the unresolved band gap from
the second to the third excited band must be excluded from the fit when using this method. A
determination of the band structure for the same data as in Fig. 4.7 and Fig. 4.8 is shown in
Fig. 4.10. The features of the COM-energy approach are as clear as for the particle excitations.
However, the resulting lattice depth of s= 5.55±0.05 deviates from the particle result. Taking
into account the stronger dynamical evolution of the particle excitations, the deviation between
the hole and the particle results is an indication for systematical errors in the particle result.

An additional check of the fitting performance can be made, comparing the experimental
results for the different lattice depths to the calibrated lattice-depth behavior. Figure 4.11 shows
the results of all three evaluation methods for four different measurements in relation to the
experimentally calibrated lattice depth. On one hand, all methods show a strong disagreement
with the calibrated lattice depth, questioning the validity of the calibration. On the other hand,
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Figure 4.11: Measured versus calibrated lattice depths for different evaluation methods. Shown are the
measured lattice depths from all three presented evaluation methods for the four different measurements
presented in Fig. 4.6, in comparison to the calibrated lattice depth from the experiment. For this, the
lattice depth was determined at one single beam intensity using the linear power over voltage regime of a
photodiode. The lattice depth was then extrapolated under the assumption, that a vanishing photodiode
voltage gives a vanishing lattice depth, and that the lattice depth depends linearly on the photodiode
voltage.

the results of all three approaches are very similar overall, while the most linear performance is
shown by the COM-energy approach for the hole excitations. Especially at larger lattice depths
(s> 5), all methods agree with each other. In this regime, the form of the bands becomes less
important and the total energy gap between the bands becomes the most relevant information,
which is reproduced independent of any momentum dynamics. In conclusion, all methods can
be used for the determination of the lattice depth, especially at large lattice depths. However,
a careful check of calibration is necessary, since the presented data shows a strong deviation
from the assumed linearity of the photodiode (see Fig. 4.11).

4.3 REDUCED TUNNELING IN ATTRACTIVE BOSE-FERMI MIXTURES

The novel multiband spectroscopy presented above allows for an intuitive visualization and
easy-to-use characterization of the band structure of non-interacting fermions in an optical
lattice. Even moderate interactions can change the excitation spectrum strongly, however.

4.3.1 THE EFFECTIVE POTENTIAL

A prominent example for an effective interaction-induced change of the single-particle excita-
tion spectrum is the above mentioned attractively interacting mixture of bosonic and fermionic
particles, where the effective tunneling amplitude is expected to be reduced considerably [56,
76]. This can be explained as an interaction induced localization in the following way.2

2The following discussion is based on the general idea presented in [56], but does not include the self-consistent
change of the on-site wave function due to the attractive interactions. This contribution is, however, most important
for large bosonic filling factors 〈nb〉> 3, which are not realized in the presented experiments.
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Consider the Hamiltonian (3.17) for the Bose-Fermi mixture in the optical lattice. Since
the bosons experience a much deeper lattice than the fermions, their density distribution can
be regarded as fixed in a homogeneous Mott insulator. The remaining Hamiltonian for the
fermionic particles with a fixed bosonic background density nb(~r) is

Hf
bf ≈

NF∑
k=1

~p2
k

2mf
+

x,y,z∑
α

sf
αE

f
r sin2(kLrk,α) + gbfnb(~rk) . (4.11)

The bosonic density acquires the form of a potential in this approximation. For sufficiently
deep lattices, the density distribution on each site is given by the Wannier functions (3.6) in
each direction, such that the ground state density can be written as

nb(~r) = 〈nb〉
∑
ijk

(
wb,i(x)wb,j(y)wb,k(z)

)2
, (4.12)

where i, j, k denote the lattice sites in the directions x, y, z and 〈nb〉 is the mean occupation
per lattice site.

Note here, that the ground state of the Bose gas has the same periodicity as the lattice po-
tential. Therefore, its contribution to (4.11) can be regarded as an effective additional lattice
potential. While the bosonic potential is not separable in principle, its effective strength re-
garding the tunneling in a given direction can be approximated by an integration of the two
remaining directions, such that the total effective lattice potential can be written as

V x
eff = sf

xE
f
r sin2(kLx)︸ ︷︷ ︸

VL

+gbf〈nb〉
∑

i

w2
b,i(x)

∫
dy
(
wb(y)wf(y)

)2 ∫
dz
(
wb(z)wf(z)

)2
︸ ︷︷ ︸

ρ1d
b

(4.13)
(here exemplary shown for the x-direction), which is in short notation Veff =VL + gbf〈nb〉ρ1d

b .
For attractive interactions, where gbf < 0, the potential (4.13) leads to an increased lattice depth
for the fermions in the presence of bosons.

The additional lattice depth is proportional to the mean bosonic site occupation 〈nb〉 and
to the scattering length abf. A sketch of the effective potential is shown in Figs. 4.12(a) and
(b). Since the additional potential due to the interaction has the form of the bosonic Wannier
functions, this leads not only to a deeper, but also to a slightly deformed lattice potential and
therefore in principle to a slightly deformed band structure compared to a similarly deeper lat-
tice depth s for the pure Fermi gas. Figure 4.12(c) shows the excitation spectra for different
bosonic filling factors; A best fit with a pure fermionic band structure is shown in compari-
son, revealing that the deformation of the band structure is hardly detectable with the current
experimental resolution and can be neglected for the data analysis.

The increased lattice depth in the mixture is intrinsically connected to a reduced tunneling
of the atoms, which leads to a different point of view on the effective potential. If an attractive
boson is placed into a lattice site in addition to a fermionic atom, the total energy of the pair
is reduced. If one of the atoms tunnels to an adjacent site, the on-site energy increases, due
to the vanishing interaction energy. This hinders the tunneling process, and thus reduces the
tunneling amplitude J . Naturally, this argument holds equally valid for the bosonic tunneling
in the presence of the fermions and is the driving force for the observed shift of Mott insulator
transition in the effective parameter approach [56, 76].

An alternative description for the tunneling properties of Bose-Fermi mixtures has been
recently developed [83, 85], which attributes the reduced tunneling to a offsite interactions, the
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Figure 4.12: Sketch and calculation of the effective potential in an attractive Bose-Fermi mixture.
(a) Pure fermionic cloud in a trapped lattice system. (b) Bose-Fermi mixture with a wedding cake
structure in the bosonic Mott insulator. The additional well depth depends on the number of bosons per
site. To highlight this dependence, the dashed lines compare the lattice depth with and without bosons
at different filling factors. (c) Solid lines show the calculated spectrum for excitations to the second
excited band. A pure fermionic gas (blue) in a three-dimensional lattice with s= 7.6 has a tunneling
energy of J/h= 160 Hz. For comparison, the effective excitation spectra in the presence of bosonic
Mott insulators with 〈nb〉= 1 (red) and 〈nb〉= 2 (green), and 〈nb〉= 3 (black) are shown. The dashed
line shows exemplarily a fit of the effective band structure for 〈nb〉= 3 with a bare band structure of
a pure lattice potential without bosons. The fitted values for the three boson occupations are s= 8.12,
8.65, and 9.19, leading to reduced tunneling energies of J/h= 141, 124, and 109 Hz.

so-called bond-charge interactions [176]. These interactions have been originally discussed
in solid state physics in the context of superconductivity and ferromagnetism [177, 178] and
constitute an extension of the pure Hubbard model. In this context, the tunneling energy of the
fermionic atoms is reduced due to the interaction of the particle with the bosonic particle on
the neighboring site, representing a density induced tunneling. It can be shown, that this effect
is is practically equivalent to the effective potential as in (4.13) [85], while both methods take
into account slightly different orders of the interaction effects in the calculation.

Using bond-charge interactions, the effective tunneling for the fermionic atoms in the low-
est band approximation for the parameters of Fig. 4.12 yields a reduced fermionic tunneling
energy per boson of 20 Hz [179]. This leads to a total tunneling of 140, 120, and 100 Hz for
〈nb〉= 1, 2, 3. Comparing these values to the effective potential approach (see Fig. 4.12) shows
a very good agreement for a single boson and similar values for the higher boson numbers, as
expected form the close relation between both approaches.
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Figure 4.13: Shift of the excited momentum in an attractive Bose-Fermi mixture in dependence on
the relative particle number. The lattice depths in all three directions are sf = 5 for the fermions, and
sb = 12.5 for the bosons. The modulation amplitude is 20 % and the modulation frequency is 34 kHz,
leading to a transfer of atoms to the second excited band. The relative particle number was tuned by
varying the MOT-loading times of 40K and 87Rb. The shaded area is a guide to the eye.

4.3.2 EXPERIMENTAL RESULTS

As outlined previously, the bosonic atoms in the 40K and 87Rb mixture act as an additional
periodic potential, leading to an effective lattice depth. Therefore, the multiband spectroscopy
presented in the current chapter is suited to measure the resulting change in the excitation spec-
trum, corresponding to a reduced tunneling amplitude. To maximize the signal-to-noise ratio,
the measurements are restricted to the second excited band, where the excitation amplitude is
the highest. Figure 4.13 shows measurements performed in different mixtures in the optical
lattice. For this, the 87Rb atoms have not been removed in the dipole trap and the relative par-
ticle numbers have been varied by changing the relative MOT loading times for rubidium and
potassium. Shown is the dependence of the excited momentum on the relative particle number
in the mixture at a fixed modulation frequency. The measurements reveal a decreasing excita-
tion momentum with increasing particle number ratios, that is, an increasing mean occupation
〈nb〉. The decrease in momentum corresponds to an increase of the band gap and therefore an
increase of the lattice depth, as predicted by the effective potential approach discussed above.
Thus, the observed particle number shift of the spectroscopy signal directly confirms the pre-
dicted increase in lattice depth due to the attractive interspecies interaction. The nonlinear
slope in Fig. 4.13 indicates an enhanced localization of the particles at higher particle numbers.
This might be because of an effective self trapping [56] or enhanced correlation effects with
increasing occupations [85, 176]. Both effects are neglected in the above discussion of the
effective potential, where the bosonic density is assumed to be fixed. To describe these effects,
a more involved treatment is required, which is beyond the scope of this work.

For a quantitative comparison of the experiment with the numerical results a second set of
experiments has been performed, where the full momentum-resolved spectrum of the second
excited band was investigated for a three-dimensional lattice with a depth of 7.6Er, correspond-
ing to a bosonic lattice depth of 19Er. Therefore, the bosons are deep in the Mott insulating
regime in these measurements.
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Figure 4.14: Measurement of momentum-resolved excitation spectra in attractive Bose-Fermi mixtures.
(a) shows the momentum- and energy-resolved excitation spectrum for pure fermions and two different
admixtures of bosonic atoms. The red circles correspond to measurements with NK = 5.7 × 104, the
green diamonds to NK = 5.3×104 and NRb = 1.56×105, and the blue squares to NK = 2.2×104 and
NRb = 2.63× 105. The data was evaluated using the COM-momentum approach, which gives the same
results as the other approaches at the investigated lattice depths. Solid lines are fitted dispersion relations
using only data for 0.55<q< 0.85. (b) shows the number of transferred atoms for each modulation
frequency.

This lattice depth has been carefully chosen to minimize the overlap between the second
excited band of the bosonic atoms and the investigated second excited band of the fermionic
atoms (see Fig. 3.10 for a comparison of both band structures). The third excited band of the
bosonic band structure has a finite energetical overlap with the fermionic second band, but
being an odd band, it does not allow for a large excitation amplitude at the large lattice depth of
19Er. Therefore, the chosen lattice depth avoids the simultaneous excitation of bosonic atoms
together with the fermionic atoms, and thus prevents a possible influence on the spectroscopy
signal.

Figure 4.14 shows the corresponding measurements. The shift of the band structure is again
clearly visible. For the different mixtures, lattice depths of 8.2Er and 9.2Er are fitted using
the COM-momentum approach. This is an effective change of the lattice depth of up to 20 %.
With a bare fermionic tunneling amplitude of J/h= 160 Hz the effective tunneling energies
are 138 Hz and 109 Hz. This reduction of the tunneling amplitude of up to 30 % is in very good
agreement with the theoretical values obtained form the data shown in Fig. 4.12, where the
larger bosonic particle number excellently agrees with an occupation of three bosons and the
lower bosonic particle number suggests an occupation of 〈nb〉= 1.

In the zero-tunneling limit, the ground state of the bosonic atoms in the harmonically
trapped lattice system can be calculated [180], resulting in a wedding cake density profile as
discussed in section 3.3. In the experiments presented in Fig. 4.14, the lower bosonic particle
number results in a maximal bosonic occupancy of two, while for the larger particle number
up to three bosons occupy a single lattice site. These numbers are in good agreement with the
observed shifts, as discussed above.

The presence of the wedding cake structure is probably the reason for the unexpected struc-
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ture in the spectroscopy signal especially for large bosonic atom numbers. The additional in-
homogeneity due to the wedding cake is much larger than the typical inhomogeneity of the
lattice beams, which is typically in the order of only 2% of the lattice depth over the whole
Fermi cloud. Different regions of the Fermi cloud therefore experience different effective lat-
tice depths, which might induce the distorted spectroscopy signal. A full theoretical treatment
of this situation would require an involved calculation using the full three-dimensional density
profiles, which is beyond the scope of this thesis.

An additional evidence for the above explanation is given by the number of transferred
atoms in dependence on the excitation energy, as shown in Fig. 4.14(b). Especially for the
largest rubidium number, the relative number of excited atoms is reduced at low excitation
frequencies. This can be explained as follows. As evident from the theoretical calculations in
Fig. 4.12, the minimum excitation energy is increased for larger bosonic occupations. This re-
sults directly from the increase of the effective lattice depth. If now fermionic atoms are excited
from two regions with different bosonic occupations, only the regions with lower bosonic oc-
cupations contribute to the signal at the lower edge of the band. Therefore, also the effectively
observed shift in this region is lower than at higher frequencies, where also the atoms from the
region with the larger bosonic occupation contribute. The opposite occurs at the upper edge
of the band, where mainly the fermions in the region of large bosonic occupations contribute.
Since the fitting procedure mainly includes large quasimomenta, the extracted shifts should be
closer to the value for the maximal bosonic occupation. In between, the contribution of all
different occupations results in a mean value for all regions.

While a comparison of the experimental spectrum with a full theoretical model would re-
quire involved calculations, the good agreement between the expected [using (4.13)] and ob-
served shifts is remarkable. Since the description via bond-charge interactions is equivalent to
the effective potential, and both approaches result in comparable tunneling shifts, the observed
values are also consistent with the bond-charge approach, which allows an interpretation of the
reduced tunneling in terms of an extended Hubbard model.

Whether the observed reduced tunneling is consistent with the earlier observed Mott insu-
lator shift for the bosons [23, 24], or if additional effects, such as adiabatic heating, must be
included [82, 84], cannot be concluded from the presented data. In particular, a direct compar-
ison of the observed results would require further theoretical work, including all correlations
and the full three-dimensional geometry, comparing the fermionic results obtained here, with
the related bosonic parameters. Independent of this open questions, the presented results very
well constitute the first direct observation of a interaction-induced reduced tunneling ampli-
tude in attractive Bose-Fermi mixtures in particular and, to my best knowledge, in ultracold
quantum gases and solid state systems in general.3

4.4 CONCLUSION AND OUTLOOK

In conclusion, a versatile spectroscopy method for fermionic atoms in optical lattices has been
presented, taking advantage of momentum-selective excitations to higher bands. In this work,
the multiband spectroscopy was used for the first fully momentum-resolved investigation of
the band structure of ultracold fermions, resulting in textbook-like images of the reduced and
extended zone schemes with unprecedented precision. A great advantage of the presented

3Note, that this is not comparable to the interaction induced tunneling blockade in, e.g., Mott insulating sys-
tems, where the effective tunneling amplitude is not reduced, but the tunneling is tuned offresonant by the on-site
interactions.
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spectroscopy method is, that no additional lasers or optics are required. This allows an easy
implementation in any existing optical lattice setup. Therefore, the multiband spectroscopy is
promising to become a new standard procedure for the investigation of ultracold fermions in
optical lattices.

In particular the method is not restricted to simple cubic lattice geometries as presented
here, but is also applicable to more complex lattice geometries [27, 29]. An especially inter-
esting geometry are, e.g., hexagonal lattices [29] with Dirac points in the lowest energy band
[53]. Using the presented multiband spectroscopy, these Dirac points should clearly be reveal,
paving the way for studies of graphene-like physics with ultracold fermionic atoms [181, 182].
To aim for this regime, a triangular and hexagonal lattice is implemented at the BFM setup as
of this writing.

As a direct application of the novel spectroscopy method, attractively interacting Bose-
Fermi mixtures in optical lattices were studied in this thesis [23, 24], demonstrating the ap-
plicability of the multiband spectroscopy also for interacting systems. The high measurement
precision allowed for the observation of a reduced tunneling of the fermionic atoms, explained
by an effective interaction-induced potential by the strongly localized bosons. This constitutes
the first direct observation of this effective tunneling, which has been subject to many theoret-
ical discussions in the past, connected especially with an earlier observed shift of the bosonic
Mott insulator transition in attractive Bose-Fermi mixtures [56, 82–85, 161].

From the perspective of an extended Hubbard model with bond-charge interactions, which
is equivalent to the effective potential approach, such interaction induced tunneling processes
are not limited to Bose-Fermi mixtures. Similar effects have also been discussed for pure
bosonic systems [176, 183] and originally for superconductivity and ferromagnetism in solids
[177, 178]. Since the corresponding processes have a very small amplitude in solids, they have
not been observed there so far, to my best knowledge. Consequently, the presented results
are of high relevance for the study of extended Hubbard models, which have attracted much
interest in the field of cold atoms in recent years [15, 184–186]. In particular, they constitute
the first experimental observation of interaction induced corrections beyond normalized on-
site interaction parameters [162, 187, 188]. Realizing this long sought-after effect from solid
state physics, the presented study constitutes a prime example for a quantum simulation using
ultracold atoms.



CHAPTER 5

PHOTOCONDUCTIVITY IN HARMONIC-
ALLY CONFINED LATTICE SYSTEMS

The close analogy between electrons in solids and ultracold atoms in optical lattices has stim-
ulated many fascinating discoveries over the last decade, using ultracold atoms to emulate
condensed matter physics [15, 16, 45]. Equally important, this analogy had a huge impact on
the field of ultracold atom research on its own. In fact, many methods for probing and manip-
ulating the quantum degenerate matter have been conceived in direct analogy to well known
methods from solid state physics [168, 189], including the idea to use optical lattices to create
analogs to solids in the first place [21, 22].

In this chapter I pursue the latter approach and present the first realization of an analog
to photoconductivity using ultracold atoms. Photoconductivity occurs in solids, if resonant
photons excite electrons from the valence band to the conduction band in an initially insulating
system (see sketch in Fig. 5.1). Both, the excited electrons and the remaining holes constitute
free charge carriers, rendering the material conductive. When applying an external potential, a
photocurrent arises, which can be measured [190, 191].

Today, photoconductivity is the basis for many technological applications, such as photo-
diodes and photoresistors, but it is also used in fundamental research to probe the properties of
novel materials, such as carbon nanotubes [192], semiconductor nanowires [193], and graphene
[194, 195]. A particularly fascinating aspect of photoconductivity is, that its multiband char-
acter makes it a simultaneous probe for the valence and the conduction band. Amongst other
phenomena, it has been observed in many solids that one sort of charge carriers is trapped and
does not participate in the current [190]. In other systems, very long lifetimes of the excited
electrons have been observed [191, 196, 197], exceeding days.

These examples strikingly show, that photoconductivity is ideally suited to address ques-
tions, which are of high relevance also in ultracold matter research. The investigation of hole
excitations in the lowest band of an optical lattice provides many information on the many-body
ground state in the lattice [198], which is one of the main research fields using ultracold atoms
[22, 23, 25–27, 29, 34, 38, 39]. The investigation of higher excited bands in optical lattice has
received much interest in recent years, both from the theoretical side [55–60, 62–65, 199–204]
as well as from the experimental side [36, 37, 46, 53, 172, 175, 205–210]. Here, the very in-
triguing possibility of time-reversal symmetry breaking states is a fascinating prospect, which
strongly depends on the particular properties of the optical lattice [58, 201, 208].

The experiments presented in this chapter are based on the novel multiband spectroscopy
presented in chapter 4 of this thesis. After the creation of particle and hole excitations, the
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Figure 5.1: Sketch of solid state photoconductivity. A band insulator or semiconductor without free
charge carriers is irradiated with light. If the energy hν of the light is resonant with the band gap
between the completely filled valence band and the empty conduction band, electrons can be excited.
This creates negatively charged free charge carriers (electrons) in the conduction band and positively
charged free charge carriers (holes) in the valence band, rendering the material conductive.

external trapping potential induces dynamics, in complete analogy to the external potential
used in solid state photoconductivity. A coherent time evolution is observed for the particles
and the holes, demonstrating the realization of photoconductivity in optical lattices for the first
time. The results can be explained quantitatively, using an effective single-particle description
for the excitations. Surprisingly, also the hole dynamics, which actually rely on the complex
many-body dynamics of all particles in the lowest energy band, can be described precisely. As
an alternative approach, a semiclassical approximation is discussed, which allows for an in-
depth intuitive understanding of all observed dynamics, by mapping the system onto a classical
nonlinear pendulum [47, 211]. This mapping introduces a close analogy of the investigated
system to a very general class of systems from various fields, like ultracold bosons in a double-
well potential [212], spinor Bose-Einstein condensates [213], semiconductor heterostructures
[214] and Josephson junctions [215].

The presented data constitutes the first investigation of the dynamics of fermionic atoms
in higher bands of an optical lattice. At the same time, it includes the first observation of the
coherent dynamics of holes in momentum space with ultracold fermionic atoms in an optical
lattice. Both results constitute a major advance in the understanding of fermionic quantum
gases in optical lattice and pave the way towards studies of novel quantum phases, both in the
lowest and in excited bands of the optical lattice.

All experimental data presented in this chapter was taken and analyzed together with Jasper
S. Krauser and Sören Götze. The numerical calculations using the quantum mechanical ap-
proach were performed mainly by myself. All numerical and analytical results using the semi-
classical description have been obtained by Alexander Itin and Ludwig Mathey, except for the
linearized description (5.11), obtained independently by myself. The results of this chapter
are partly published in [4]. The particle excitations of noninteracting systems have partly been
discussed in the diploma thesis of Nick Fläschner [116], which was co-supervised by me and
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Figure 5.2: Sketch of the experimental sequence for photoconductivity measurements as described in
the text.

performed at the BFM setup.

5.1 PHOTOCONDUCTIVITY IN ULTRACOLD ATOMS

5.1.1 EXPERIMENTAL REALIZATION

The experimental protocol for photoconductivity measurements in ultracold Fermi gases is
based on the multiband spectroscopy from chapter 4 and is sketched in Fig. 5.2. First, the
desired quantum gas is produced in the optical dipole trap. In the measurements presented in
this chapter, ideal single-component Fermi gases, interacting two-component Fermi gases, and
Bose-Fermi mixtures were employed. The general realization of these system is described in
chapter 2.

For the non-interacting single-component gases and the Bose-Fermi mixtures, an ultracold
Bose-Fermi mixture is produced using sympathetic cooling in the magnetic trap. The mixture
is then transferred to the dipole trap remaining the quantum degeneracy.

To produce pure single-component Fermi gases, the 87Rb atoms are removed by a resonant
light pulse. Typical atom numbers for the fermionic particles are about 5×104 at tempera-
tures of about 0.2TF. The typical mean trapping frequencies in this case are between about
2π×40 Hz and 2π×50 Hz.

For the interacting Fermi-Fermi mixtures, a pure Fermi gas is produced in the magnetic
trap, which is than transferred to the dipole trap at a magnetic field of about 3 G. Here, the mag-
netic field is switched immediately to about 45 G and a Landau-Zener sweep is used to produce
a single-component gas in the |9/2,−9/2〉 hyperfine state. After that an rf pulse with a rota-
tion angle of π/2 is applied [see Fig. 2.5(a)], creating a 50/50 mixture of the hyperfine states
|9/2,−9/2〉 and |9/2,−7/2〉. The |9/2,−7/2〉 atoms are transferred to |9/2,−5/2〉 using a
second Landau-Zener sweep. The mixture is subsequently evaporatively cooled by lowering
the dipole trap strength exponentially from a mean trapping frequency of about 2π×120 Hz to
about 2π×50 Hz within 2 s. The final atom numbers are about 5×104 per spin component at a
temperature of 0.2TF.

The prepared mixture has a Feshbach resonance at about 224 G [152]. To investigate the
interaction effects in the mixture, the magnetic field is switched from 45 G to some desired
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Figure 5.3: Typical photocurrent measurement after excitation to the excited band at s= 10 and a
trapping frequency ωz = 2π×50 Hz. (a) Shown are the column densities of the momentum distribution
at different times after the excitation. Note the rotation of the image compared to the results in chapter
4. Atoms in the lowest band are represented by the central plateau. The excitations in the upper band
clearly oscillate in momentum space. The displayed false color scaling is used in all false color images
throughout this chapter, except for the hole distributions. (b) Sketch of the particle dynamics in the
extended zone scheme. The atoms are transferred to the second excited band, where they oscillate due
to the harmonic confinement. When the excited wave packet reaches the inner boundary of the third
Brillouin zone at q= 0, it is Bragg reflected to the other side of the extended zone scheme, as observed
in the experiment.

value near the Feshbach resonance right after the evaporation with a subsequent waiting time
of about 100 ms for the magnetic field to settle. This corresponds to the adjustment of the scat-
tering length between both spin states. For experiments far away from the Feshbach resonance,
the background scattering length is about 168.5 aB (see chapter 6).

After the preparation of the respective atomic ensemble, an optical lattice is adiabatically
ramped up linearly within 100 ms. Simultaneously, the trapping frequencies of the system
are adjusted as needed, by changing the relative beam powers of the two dipole trap beams.
The final trapping frequencies are a combination of the trap and the lattice beams and range
between ωz = 2π×26 Hz and 2π×78.5 Hz in the z-direction and a mean-trapping frequency
between 2π×40 Hz and 2π×100 Hz. The trapping frequency in the z-direction is especially
important, since all dynamics presented in this chapter have been recorded along this direction.

At the final lattice depth and trapping frequencies, the lattice amplitude is modulated for
1 ms to create the particle and hole excitations. These excitations are eigenstates of the pure
lattice Hamiltonian, since the excitation time is much smaller than the inverse trap frequency.
Therefore the trap is averaged out in the excitation process (see chapter 4 for a more detailed
discussion).

The important contrast to the spectroscopy measurements is, that the band mapping is not
performed immediately after the excitation pulse. Instead, the system evolves dynamically be-
fore its quasimomentum distribution is probed. During this time, the external trapping potential
induces dynamics of the excited particles and the remaining holes. The resulting quasimomen-
tum distribution at different times of the evolution is detected by band mapping and TOF, as
described for the multiband spectroscopy measurements.



PHOTOCONDUCTIVITY IN ULTRACOLD ATOMS 65

A typical photocurrent time evolution in a non-interacting gas is shown in Fig. 5.3(a). The
particle number is about 5×104, the trapping frequency is 2π×50 Hz, and the lattice depth
is 10Er. The lattice modulation has an amplitude of 20% a frequency of 39 kHz, and it was
performed for the lattic beam in the z-axis. Since all lattice directions separate, the system only
evolves with respect to the z-direction.

The atoms that have been transferred to the excited band exhibit a pronounced oscillation in
momentum space, while the holes in the lowest energy band apparently close very fast within
the first 2 ms for the specific experimental parameters of Fig. 5.3.

In comparison to the fast closing of the holes, a lifetime of the excitations is observed
which exceeds 100 ms. This indicates a slow recombination between the excited particles and
holes. Therefore, this cannot explain the observed fast closing of the holes. The lifetime of the
excitations is also much longer than the observed oscillation period in the excited band. Since
the atoms in the presented measurement are not interacting, the finite lifetime cannot result
from interparticle scattering, leading to a relaxation of the excitations to lower bands.

A different possible loss mechanism in this noninteracting system can result from trap
losses due to the high excitation energy of the particles in the third band. The trap depths for
the presented data are about 2hkHz in the vertical x-direction and 75hkHz in the horizon-
tal directions. Comparing this to the excitation energy of 39hkHz in the horizontal directions,
where the oscillations are observed, direct losses from the trap are not possible, since the trap is
still considerably higher than the excitation energy. However, every misalignment of the lattice
leading to a small oscillation in the vertical x-direction would lead to immediate losses of the
excited particles from the trap. In addition, the Gaussian trap potential is not perfectly separa-
ble in reality and therefore, the trap itself induces a coupling between the different directions.
This coupling is especially important for highly excited states, where the harmonic approx-
imation around the potential minimum (see section 2.3) becomes less reliable. Therefore, a
finite lifetime of the excitations in the excited band is to be expected. Since the possible cou-
pling mechanisms are very weak, the lifetime should be much longer than the direct dynamical
timescales along the excitation direction, which is in good agreement with the observation.

Coming back to the observed dynamics, let me briefly mention that the oscillatory dynam-
ics of the particles, while induced by the harmonic confinement, have a much faster oscillation
frequency than expected for usual dipole trap oscillations. The latter should simply reflect
the trap frequency, which would correspond in this case to an oscillation period of 20 ms. In
contrast, the observed dynamics have a much shorter period, indicating a more involved ex-
planation, than simple dipole oscillations in the trap. To clarify this behavior, I explain in the
following, how these dynamics can be intuitively and theoretically understood. Afterwards, I
present a thorough experimental investigation of the observed behavior in dependence on the
relevant experimental parameters, such as the lattice depth, the trapping frequency, and the
initial quasimomentum.

5.1.2 NUMERICAL MODEL AND ANALYSIS OF THE PHOTOCURRENT

A first qualitative interpretation of the observed excitation dynamics can be obtained by study-
ing the band structure in the optical lattice. In particular, the extended zone scheme is very
instructive, as depicted in Fig. 5.3(b). After the excitation pulse, the harmonic confinement
leads to an oscillatory dynamics of the atoms in the trap, which is equivalent to an oscillation
in momentum space. However, the band dispersion of the lattice hinders the atoms to leave
the second excited band since all bands are effectively decoupled concerning the influence of
the trap (compare discussion in section 3.1). This leads to a Bragg reflection when the atoms
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reach the quasimomentum q= 0, as depicted in Fig. 5.3(b). In this way, the excited particle are
transferred to the other side of the third Brillouin zone as observed in the the data of Fig. 5.3(a).
The Bragg reflection skips a part of the usual dipole trap oscillation, which leads to a reduced
oscillation period [172].

The above explanation leads to a qualitative understanding of the observed particle dynam-
ics. An equally simple explanation for the hole dynamics is not possible on the basis of the
extended zone scheme. To gain more insight into the hole behavior, it is instead necessary to
perform a full calculation of the dynamics in the combined lattice and trapping potential. This
should also allow for a more quantitative description of the particle dynamics.

I start here with the particle dynamics in the excited band. To obtain a theoretical descrip-
tion of the photocurrent dynamics in a simple model, it is necessary to identify the relevant
contributions to the Hamiltonian. First, the measurements are performed with an ideal non-
interacting Fermi gas. Second, because of the small amplitude of the excitations, many-body
effects due to Pauli blocking can be neglected for the observed dynamics. Therefore, it is
reasonable to use a single-particle Hamiltonian for the numerical description.

Note, that the excitation is separable in the different lattice directions in the same way as
the potential. In the following, I will only discuss excitations in a single lattice direction, such
that a one-dimensional description is sufficient. The full single-particle Hamiltonian for this
situation is given by (3.4) as

HLT =
p2

2m
+ sEr sin2(kLz) +

1

2
mω2

z z
2 . (5.1)

As discussed in section 3.1, all bands can be treated separately at typical experimental param-
eters. Further, the oscillatory dynamics for the particles indicate, that the excitations are not
localized states at the edge of the system, which would presumably not perform any dynam-
ics. Therefore, the quasimomentum eigenstates |n, q〉 of the pure lattice and kinetic energy
Hamiltonian form a good basis set for the description of the photocurrent dynamics. These are
coupled by the harmonic confinement, which eventually induces the observed periodic pho-
tocurrent dynamics.

A direct approach on the single-particle dynamics is to calculate the eigenstates of the
Hamiltonian (5.1) and based on this, the resulting time evolution of the initial state. The nu-
merical calculation of the eigenstates |m〉 and eigenenergies Em of (5.1) is straightforward and
was already discussed in section 3.1. The quasimomentum time evolution of the initial particle
excitation |p〉 is given by

〈q, n|p(t)〉 =
∑

q′,n′,m

〈q, n|m〉〈m|q′, n′〉〈q′, n′|p〉e−iEmt/~ . (5.2)

The only unknown parameter is the exact initial form of the excitation |p〉. Since dynamics
can already occur during the excitation process, a full simulation of this time-dependent pro-
cess is beyond the scope of this work. Instead I follow time-dependent perturbation theory to
extract the energy width of the excitation, induced by the 1 ms lattice amplitude modulation
pulse [129]. The quasimomentum width is a combined result of the finite energy width of the
excitation pulse and the band width of the involved bands. The procedure is described in more
detail in appendix A.4. To keep the calculations as simple as possible, the quasimomentum dis-
tribution is approximated as a Gaussian, instead of the generally complicated shape. As shown
in section 4.1, the lattice amplitude modulation is indeed a coherent process, showing Rabi
oscillations in the number of excited particles. Therefore, the created excitations are assumed



PHOTOCONDUCTIVITY IN ULTRACOLD ATOMS 67

0 4 8 12 16 20
−1

0

1

0 4 8 12 16 20
−1

0

1

0 4 8 12 16 20
−1

0

1

qu
as

im
om

en
tu

m

(a) (c) (e)

qu
as

im
om

en
tu

m

qu
as

im
om

en
tu

m

time (ms) time (ms) time (ms)

0 4 8 12 16 20
−1

0

1

time (ms)

(b) (d) (f)

0 4 8 12 16 20
0.2

0.3

0.4

0.5

0 4 8 12 16 20
−1

0

1

qu
as

im
om

en
tu

m

qu
as

im
om

en
tu

m

qu
as

im
om

en
tu

m

time (ms) time (ms)

Figure 5.4: Momentum-resolved comparison of the numerical and experimental data for the observed
particle dynamics in the excited band. (a) shows the same experimental data as in Fig. 5.3. Here, only
the third Brillouin zone is depicted, where all dynamics take place due to the Bragg reflection. (b)
Extracted quasimomentum using the difference of both sides of the Brillouin zone. The solid line is fit
using an exponentially damped cosine. Note the different scale for the quasimomentum in this image.
(c) Numerical results for the parameters of (a). (d) Comparison of the numerical and the experimental
data, showing both sides of the Brillouin zone, as in the false color images. The position of the excitation
in the theoretical data is obtained by the local maximum of the distribution. (e) Dynamics of a single
excitation at positive q0. The atoms move along the full quasimomentum range from −q0 to q0, leading
to an apparent doubling of the oscillation frequency, if both excitations are considered simultaneously.
(f) Extracted position for the numerical calculation as in (e).

to be a coherent superposition of quasimomentum eigenstates instead of an incoherent mixture,
as characteristic for the full linear response limit. In total the particle excitation is described by
a state of the form

|p〉 = N
∑

q

e
− 1

2
(
q−q0
∆q

)2

|q〉 (5.3)

with a proper normalization N . For the 1 ms pulse, the energy width of the Gaussian pulse is
about 365 Hz, leading to a quasimomentum width of about ∆q= 0.022 for the parameters of
the data shown in Fig. 5.3.

Using all these assumptions, the dynamics of the particle excitation can be calculated. Fig-
ure 5.4 shows a comparison of the experimental results shown in Fig. 5.3 and the numerical
results obtained as described above, which are in excellent agreement. For the calculation 11
bands and 200 quasimomenta within in the first Brillouin zone have been used. The quantitative
analysis of the particle dynamics in the photocurrent measurements uses the COM-momentum
approach introduced for the multiband spectroscopy in section 4.1. The quasimomentum is ex-
tracted at each time step using the center-of-mass of excitations with both, positive and negative
quasimomentum. This leads to the extracted data shown in Fig. 5.4(d). To minimize system-
atical errors due to displacements of the full system, the distance between both excitations is
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Figure 5.5: Momentum-resolved comparison of the numerical and experimental data for the observed
hole dynamics in the lowest band. (a) shows the first 2 ms of the same experimental data set as in Fig. 5.3
and (b) the corresponding differential image. Only the first Brillouin zone is depicted. The displayed
false color scaling is used in all false color images of hole distributions in this chapter. (c) Numerical
result for the corresponding dynamics without any free parameters. The time evolution of the hole depth
is defined as the maximum of the hole distribution in (b) for each time step, normalized to the overall
maximum. It is shown for the initial closing in (d) and for longer times in (e) in comparison with the
numerical results (solid lines) as described in the text. Note, that the hole depth is depicted positive in
the quantitative analysis.

evaluated for each time step, leading to the data presented in Fig. 5.4(b). From this data, the
oscillation frequency is obtained using a fit with an exponentially damped cosine, revealing an
oscillation frequency of 214±4 Hz for the presented data.

The numerical data of Fig. 5.4(c) can be evaluated similarly, leading to the theory results in
Fig. 5.4(d). As in the experiment, the initial state in the simulation has two independent excita-
tions at ±q0. However, the calculations show, that each of the excitations performs oscillations
through the full momentum range from −q0 to q0, as depicted in Figs. 5.4(e) and (f), where the
dynamics for only one excitation is shown. The disagreement at small quasimomenta between
theory and experiment stems from the COM-momentum evaluation, which is not reliable at
small quasimomenta, as discussed in chapter 4.

As the extraction of the oscillation frequency for the experimental data uses quasimomen-
tum differences, the effective observed oscillation frequency is artificially doubled compared
to the theoretically predicted oscillation frequency for a single excitation. To account for this,
I report in the following only the corrected oscillation frequency of one excitation, obtained
by a rescaling of the fitted frequency by a factor of 1/2, leading to an oscillation frequency of
107±2 Hz for the data shown in Fig. 5.4.

After this successful quantitative description of the particle dynamics in a single-particle
picture, it remains open, how to treat the hole dynamics. The holes represent missing particles
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in the lowest energy band, which is still filled with many other fermions. Though these are
not interacting, they feel strong many-body effects due to the Pauli blocking, which hinders
the simultaneous occupation of the same spin states. Interestingly, there is a very beautiful
description of exactly this situation used in solid state physics. In this approach, holes in
an otherwise completely filled band are considered as particles with a negative mass in an
otherwise completely empty band [142, 190]. Surprisingly, in the present case this resembles
exactly the model used above for the particles in the excited band. The only differences in the
Hamiltonian (5.1) are the replacement of the mass by its negative and that the energy dispersion
for the lowest band must be used. In this way, the equation (5.2) can also be used to calculate
the time evolution for the hole excitation. It is important to note here, that the initial state
|h〉 for the hole excitation has exactly the same quasimomentum distribution as the particle
excitation |p〉. The reason for this is the quasimomentum conservation of the lattice amplitude
modulation. Every excited particle must have the same quasimomentum as it had in the lowest
energy band before the lattice modulation, equalizing the shapes of both excitations.

For a comparison of the numerical and experimental results, see Fig. 5.5, which again re-
veals an excellent agreement without any free parameters in the calculation. Note in particular,
that no discernible quasimomentum evolution can be observed in the experiment or in the the-
oretical calculation. At the same time the observed depth of the hole strongly decreases, until
the hole nearly vanishes. Note, that the very good agreement of the experimental data and the
effective single particle theory is very surprising, regarding the strong approximations made to
describe the genuine many-body system in the lowest band.

The evaluation of the hole depth in Fig. 5.5 has been performed in the following way. First,
a differential image is computed for each time step. For a definition of the differential image,
see Fig. 4.2 in chapter 4. To evaluate the hole, first the column density of the differential image
is calculated and the hole depth is defined as the maximum of the resulting hole distribution.
For the measurement of the hole depth versus time, as shown in Fig. 5.5, all absorption im-
ages are normalized to the same total particle number and the hole depths are always reported
relative to the maximal value for each individual series of measurements.

From the above discussion a more intuitive insight on the dominant processes regarding
the hole dynamics can be obtained. Recall here, that the lattice amplitude modulation creates
the same initial state for both excitations, if represented in the quasimomentum basis, and
the dynamics can be described by the same effective single-particle theory. Therefore, the
explanation for the different behavior must result from the different influence of the external
trapping potential on the excited and lowest energy band. The main difference is, that due to the
different band widths, the states in the lowest energy band are much stronger localized than in
the excited band (see section 3.1). The stronger spatial localization also reduces the localization
of the eigenstates in quasimomentum, which means, that the full eigenstates of the combined
potential do not resemble the original quasimomentum eigenstates very well anymore. This
probably leads to a fast dephasing of the hole excitation in momentum space.

In summary, the simulations reproduce the observed dynamics shown in Fig. 5.3 very well.
Surprisingly, the single-particle description still works for the hole excitation using an particle-
hole mapping from solid state theory, resulting in a completely different dynamics compared to
the particle excitation. The qualitative behavior of the particle excitation can also be explained
in an intuitive explanation using the extended zone scheme of the optical lattice. For the hole
excitations, another interpretation has been found, where the fast closing arises from the strong
localization of the eigenstates in the lowest band.
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Figure 5.6: (a) Phase space of the nonlinear pendulum with (b) closed trajectories showing periodic
oscillations around the equilibrium position, (c) a separatrix, where the pendulum asymptotically ap-
proaches the inverted unstable equilibrium position and (d) open trajectories, leading to periodic oscil-
lations with nearly constant angular momentum and moving through all possible rotation angles of the
pendulum.

5.2 SEMICLASSICAL PHASE SPACE DESCRIPTION

The intuitive understanding of the dynamics developed above can be extended by using a semi-
classical approximation of the harmonically confined lattice system [10, 47, 211]. This ap-
proach allows for a very elegant representation of the full system in the form of a semiclassical
phase space, where the properties of the different bands are highlighted, which eventually lead
to the unlike dynamics of the particle and hole excitations. A particularly interesting aspect of
this approximation is, that the investigated system maps directly onto the classical nonlinear
pendulum [211], which allows for an especially lucid explanation for the oscillation frequen-
cies of the excited particles, as discussed later.

In general, the semiclassical approximation is based on a mapping of the Hamilton op-
erator (5.1) onto a scalar-valued Hamilton function H(z, q) that determines the semiclassical
dynamics via the Hamilton equations of motion [216]

∂tz = ∂qH , (5.4)

∂tq = −∂zH . (5.5)

Here, position and quasimomentum are the proper conjugate variables [47].
The semiclassical approximation for the present system treats every band independently,

which is justified for all experimental parameters, as discussed earlier. Based on this, the kinetic
energy and lattice potential are replaced by the corresponding lattice momentum dispersion En

q
in the Hamiltonian (5.1). As a next step, the quasimomentum q and the position operator
z are treated as classical numbers. For convenience, both variables are typically taken to be
dimensionless, where z → z/(λL/2). This defines a phase space for each band, spanned by the
the spatial coordinate z and the quasimomentum q. The general form of the resulting Hamilton
function is [47]

H(z, q) = En
q +

ν

2
z2 , (5.6)
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Figure 5.7: Phase space of an optical lattice with harmonic confinement. (a) Phase space diagram for
the lowest energy band of an optical lattice with harmonic confinement. (b) Quasimomentum dynamics
corresponding to closed trajectories, leading to oscillations in the quasimomentum. (c) Dynamics on
the separatrix, asymptotically approaching the unstable equilibrium configuration at q= 1. (d) Bloch
oscillation-like dynamics for open trajectories. The atoms cross the whole Brillouin zone and re-enter it
at the other site, performing a periodic motion.

where ν = mω2
z (λL/2)2.

The essential properties of (5.6) are most clearly visible in the particularly interesting case
of the tight-binding approximation. Here, the band dispersion has the cosine form (3.9) and the
Hamilton function becomes [211]

H(z, q) = −2J cos(πq) +
ν

2
z2 . (5.7)

Note, that this Hamilton function is identical to that of the nonlinear pendulum, where momen-
tum and position are interchanged.

5.2.1 THE NONLINEAR PENDULUM ANALOGY

To visualize the behavior of the nonlinear pendulum and the corresponding ultracold atom
system, it is convenient to introduce the semiclassical phase space diagram, which is shown
in Fig. 5.6. The solid lines depict equal energy surfaces of the Hamilton function H, which
constitute the phase space trajectories for any dynamical evolution. The system shows two
qualitatively different regions. At small angles and small angular momenta, the system ex-
hibits closed trajectories, which correspond to a small amplitude oscillation of the pendulum
near the harmonic limit. At large angular momenta, the nonlinear pendulum rotates completely
and has open trajectories. Between the two different regimes, there is a so-called separatrix. It
corresponds to the situation, where the pendulum asymptotically approaches the unstable equi-
librium such that the tip of the pendulum points completely upwards. Therefore, the oscillation
frequency of the pendulum effectively reaches zero at the separatrix.

The correspondence to the optical lattice system is straightforward. It is important that mo-
mentum and position are interchanged from the real nonlinear pendulum (see Fig. 5.7) [211].
The closed trajectories correspond to oscillations of the atoms through the lattice, due to the
harmonic trapping potential. The open trajectories correspond to Bloch oscillations in Wannier
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Figure 5.8: Phase space of the second excited band. (a) Calculation of the phase space for the second
excited band for s= 10. It includes the same qualitative features as the tight-binding solution shown in
(b) and leads to the same dynamical regimes.

stark ladders [143, 217]. Finally, the separatrix corresponds to a state, where the unstable equi-
librium corresponds to z= 0 and q= 1. Due to the flat form of the dispersion and the minimum
of the trap energy at this point, the state has no velocity (∂tz= 0) and no acceleration (∂tq= 0)
and therefore shows no dynamics. If the system is prepared at another point on the separatrix,
it reaches the equilibrium point asymptotically and again the oscillation frequency vanishes.

If the tight-binding approximation is not valid, the momentum dependent part of semiclas-
sical Hamilton function becomes in generalEn

q . This dispersion has the same essential features
as in tight binding with a parabolic form around q= 0, and a vanishing gradient at q= 1, lead-
ing to the same regions in the phase space. Being relevant for the performed experiments, an
exemplary phase space for the second excited band is shown in Fig. 5.8 for s= 10. In the non-
linear pendulum analogy, this situation corresponds to a nonlinear pendulum with a slightly
deformed potential compared to (5.7).

5.2.2 GROUND STATE AND EXCITATIONS ON THE PHASE SPACE

As mentioned above, all dynamics on the semiclassical phase space are bound to equal energy
trajectories. Therefore, a constant phase space distribution along one of these lines is a time
independent state, resembling an eigenstate of the Hamiltonian in the quantum mechanical
description, as sketched in Fig. 5.9. This observation gives a strong analogy of the different
regimes in the semiclassical description to the quantum mechanical results from section 3.1.
States within in the separatrix are delocalized in spatial and quasimomentum coordinates, rep-
resenting the quantum mechanical eigenstates at energies within the band of the optical lattice.
States outside the separatrix are localized only to a small region in real space and therefore
correspond to the localized states in the band gap of the pure lattice. The separatrix marks the
equal energy trajectory coinciding with the band width ∆E of the energy band. Therefore,
the semiclassical description is fully consistent with the numerically obtained results for the
inhomogeneous lattice system. There, the localized states due to the harmonic confinement
also appear exactly above the band edge.

The T = 0 ground state of a Fermi gas in the combined periodic and harmonic potential can
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Figure 5.9: Representation of atoms on the semiclassical phase space. (a) shows a single classical
stationary state corresponding to a quantum mechanical eigenstate in the center of the trap. (b) Classical
stationary state corresponding to a localized state at the edge of the trap. (c) Metallic many-body ground
state in the phase space representation. No localized states are occupied. The Fermi energy lies below
the separatrix. (d) Band insulating ground state in the phase-space representation, where many localized
states are occupied and the Fermi energy lies above the separatrix.

be described in the semiclassical approximation by a constant distribution, filling up all equal
energy surfaces up to the Fermi energy, leading to a semiclassical distribution functionW (z, q).
The spatial and the momentum distribution are given by the integral over the correspondingly
other direction

n(z) =

∫
dqW (z, q) , (5.8)

n(q) =

∫
dzW (z, q) . (5.9)

In a more technical sense, the distribution can be calculated as the Wigner function of the
single-particle density matrix of the full many-body state [218, 219]. A similar approach for
interacting fermions in a harmonic trap is presented in chapter 7, where this correspondence
is discussed in more detail. Figure 5.9 shows the phase-space distribution for one metallic
and one band insulating state exemplarily. The separatrix marks the transition from metallic to
insulating states.

In the photoconductivity measurements described above, the particle and hole excitations
are created starting from an initial band insulator. As discussed in section 5.1, the excitations
are well described by a coherent Gaussian wave packet with a finite momentum width, deter-
mined by the finite amplitude modulation pulse time and the band dispersions of the coupled
bands. The semiclassical distribution function of this state can be calculated using the above
mentioned Wigner transform. For a Gaussian state with a momentum width ∆q, the Wigner
transform results in a phase-space distribution function, that is also Gaussian in the spatial do-
main, with an inverse width ∆z = 1/∆q. As in the quantum mechanical calculation, particle
and hole excitations have the same semiclassical distribution function Wp/h(z, q). See [4] for
a more in-depth discussion of the Wigner function for the excitations.

A sketch of both excitations, starting from an initial band insulator, is shown in Fig. 5.10.
Due to the different band width of the excited and lowest energy band the particle and hole
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Figure 5.10: Sketch of the particle and hole excitations on the semiclassical phase space for (a) the sec-
ond excited band and (b) the lowest energy band in a lattice of 10Er. The lattice amplitude modulation
removes a Gaussian wave packet from the band insulating state in the lowest band and shifts the atoms
into the second excited band, where they occupy the same phase-space coordinates. The phase space of
the excited band is much wider in the spatial direction, which stems from the larger bandwidth of the
excited band compared to the lowest band.

excitations have very different compositions of equal energy trajectories, although they have
the same absolute distribution functions. While the particle excitation is located at approxi-
mately one single trajectory, the hole excitation is distributed over many different trajectories
with different oscillation frequencies. This very fact leads to the pronounced difference of the
particle and hole dynamics as observed in the experiment and in the numerical simulations.

5.3 HIGHER-BAND DYNAMICS OF EXCITED PARTICLES

In this section, I concentrate on the particle photocurrent, which exhibits an oscillatory behav-
ior in the excited band. The hole dynamics are comprehensively discussed in the next section.
From the semiclassical description, various important deductions about the dynamical evolu-
tion can be made. On the one hand, the systems resembles a nonlinear pendulum and thus,
the dynamics are expected to depend on the initial quasimomentum. On the other hand, the
strength of the nonlinearity is connected to the band structure, and thus the dynamics should
depend on the lattice depth. Naturally, also the strength of the harmonic confinement, which
induces the dynamics initially, has an influence on the oscillation frequency. The trapping fre-
quency and lattice depth can easily be tuned experimentally by varying the intensity of the
corresponding laser beams. A full quasimomentum resolution is provided by the employed
excitation method using lattice amplitude modulation on an initial band insulator. In this way
all important dependencies can be studied in the experiment.

In a first measurement, the trapping frequency was varied at a fixed lattice depth and equal
initial quasimomenta. The results are shown in Fig. 5.11(a) and (b). A linear dependence of
the oscillation frequency on the trapping frequency is observed. In a second set of experiments,
the photocurrent frequency was studied in dependence on the lattice depth and initial quasimo-
mentum, as shown in Fig. 5.11(c). As expected, the oscillation frequency does strongly depend
on both parameters. With increasing lattice depth, the oscillations become slower. They also
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Figure 5.11: Measurement of the particle-photocurrent in dependence on lattice depth, quasimo-
mentum, and trapping frequency. (a) Exemplary oscillation measurements of the particles in the ex-
cited band at 10Er and q0 = 0.5 for two different trapping frequencies ωz = 2π× 66 Hz (circles) and
ωz = 2π× 50 Hz (diamonds). Solid lines are fits to the data. Extracted oscillation frequencies are
ω = 2π × (148 ± 5) Hz (circles) and ω = 2π × (107 ± 2) Hz (diamonds). (b) Oscillation frequency
ω in dependence on ωz. The solid line is a linear fit with the assumption, that no dynamics take place
at ωz = 0. The data indicates a linear dependence of ω on the trapping frequency ωz, which perfectly
agrees with the results of (5.10) of the semiclassical analysis. All errorbars are fit errors showing one
standard deviation. (c) Results for the variation of quasimomentum and lattice depth. Filled symbols
represent measurements with non-interacting mixtures. Open symbols show data with interacting binary
spin mixture of |9, 2,−9/2〉 and |9, 2,−5/2〉 at a background scattering length of a= 168.5 aB. Solid
lines show the results of (5.10). Dashed lines show numerical calculations using (5.2).

slow down with increasing quasimomentum.
Figure 5.11 additionally shows numerical data and the results of an analytical calculation

in the semiclassical approximation as described below. Both fit excellent to the data and are
fully consistent with each other. Small deviations can be observed between both models, which
are only significant at very small lattice depths. As the numerical calculation becomes unstable
at very large and small momenta, the results are only shown for central momenta. Hence,
a comparison of the models near the separatrix is not possible. Inspecting the experimental
and semiclassical data in more detail shows a sharp decrease of the oscillation frequency near
q= 1. This is a result of the separatrix in the semiclassical phase space. The observation of
this frequency drop clearly demonstrates the very good description of the system using the
semiclassical approximation.

Note, that the preparation of states outside the separatrix is not possible in the excited band.
Since the inner region of oscillating trajectories has a much larger spatial extend in excited
band compared to the lowest energy band, all excitations are strictly confined to the oscillating
region. Therefore, no Bloch oscillation like dynamics have been observed in the experiments.
Some data shown in Fig. 5.11 was taken using interacting binary mixtures at a scattering length
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Figure 5.12: Calculation of the photocurrent frequency in dependence on the lattice depth for small
quasimomenta. (a) Oscillation frequency in dependence on the lattice depth, obtained using (5.11) as
the effective momentum dispersion. The dynamics get slower for larger lattice depths, arising from the
reduced curvature as shown in (b), where the second excited band is depicted for s= 4, 8, 12, 16 in the
reduced zone scheme. The blue solid line in (a) depicts the second excited band. In comparison, the
result for the hole dynamics is shown in red, as discussed in the text.

of 168.5 aB. The results do not deviate from the single-particle calculations. This is due to the
low density of particles in the excited band, which suppresses interaction effects that can alter
the dynamics.

The semiclassical calculations were performed by Alexander Itin and Ludwig Mathey.
Therefore, I only give a short motivation of the analytical treatment, which allows for the
elegant description leading to the results of Fig. 5.11. A complete derivation can be found in
[4]. As discussed in section 5.2, the excited particles are well localized in the phase space of
the upper band, and occupy approximately only one single equal-energy trajectory. This is a
result of the excitation process in combination with the different bandwidths of the lowest and
the excited energy band. Hence, the excited particles can be modeled in good approximation
as a single point in phase space instead of using the full Gaussian phase space distribution. The
excitation has a freely tunable initial quasimomentum q0 and is always centered at z= 0. Using
these points as the initial coordinates of the excitations, the total energy is given only by the
kinetic energy E2

q0
, while the spatial energy vanishes at z= 0.1 The Hamilton equations of mo-

tion (5.4) and (5.5) can be solved for these initial conditions by inserting (5.6) and exploiting
the energy conservation in the dynamical evolution. The calculation yields

ω(q0) = ωz
π

2

(∫ q0

0
dq

√
Er

E2
q0 − E2

q

)−1

, (5.10)

which directly confirms the linear dependence of ω on ωz, which was found also experimen-
tally and numerically. Also the lattice depth and quasimomentum dependencies are perfectly
described by (5.10), as seen in Fig. 5.11 in comparison with the experimental and numerical
data.

While the quasimomentum dependence is a direct consequence of the nonlinear pendulum
behavior, the influence of the lattice depth can be most clearly described in the limit of excita-
tions with small initial quasimomenta. In this case, the band dispersion can be approximated

1Since all experimental data is taken for n=2, I show all calculations explicitly for this case. However, the
same is true for all other bands n that are sufficiently isolated, where only the appropriate band dispersion En

q must
be used.



HOLE DYNAMICS IN THE LOWEST ENERGY BAND 77

0 0.5 1 1.5 2 2.5
0

0.2

0.4

0.6

0.8

1

ho
le

 d
ep

th

time (ms)

26Hz
39Hz

  49Hz
  58Hz

Figure 5.13: Measurement of the hole-closing dynamics. Time evolution of hole depth relative to the
maximum depth at 10Er and q0 = 0.5 for different trapping frequencies ωz/2π as indicated. The particle
number is about 1×105 at a temperature of about 0.2TF. Solid lines are semiclassical simulations as
described in the text, performed and kindly provided by Alexander Itin. The dashed lines show the full
numerical calculations for the holes.

harmonically as

E2
q ≈

q2

2m′
, (5.11)

where m′ is the effective mass of the atoms at q= 0, given by the inverse curvature of the ex-
cited band m′= (d2E2

q/dq
2|q=0)−1. Inserting (5.11) into (5.6) leads to the Hamilton function

of a harmonic oscillator, where the oscillation frequency is independent of the initial quasi-
momentum and is given by ω=

√
m/m′ωz with the bare mass m of 40K. A calculation of ω

in dependence on the lattice depth using the above approximation is shown in Fig. 5.12. The
effective mass increases with the lattice depth, since the curvature decreases correspondingly.
This leads to a decrease of ω as observed in the experiment. The decrease of the oscillation
frequency for all higher quasimomenta is a direct consequence of the result for small q, since
all oscillating trajectories pass through q= 0, where the oscillation is slowed down due to the
increased effective mass.

The presented data represents the first study of ultracold fermions in excited bands of an
optical lattices. The investigation of the fundamental properties of the excited particles con-
stitutes an important step towards the realization of fermionic many-body systems in higher
bands.

5.4 HOLE DYNAMICS IN THE LOWEST ENERGY BAND

I now turn to the hole dynamics in the lowest energy band. Note here again, that the holes
show no evidence for dynamical evolution during their closing time, both in experiment and
in theory. The explanation for this is closely related to the above result (5.11) for the particle
dynamics. There it is argued, that the increased effective mass slows down the oscillation
with increasing lattice depth. The same should happen for the holes, since they evolve on a
similar phase space than the particles. Indeed, calculating the curvature of the lowest energy
band in comparison to the second excited band results in a much larger effective mass for
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Figure 5.14: Sketch of the hole-closing dynamics in the semiclassical phase space. (a) Initial phase
space distribution of a hole at q0 = 0 together with its quasimomentum distribution n(q). (b) Phase
space distribution after a short time during the hole closing. The hole basically rotates in the phase space
with a constant shape. The momentum distribution becomes significantly flatter due to the rotation. (c)
Phase space distribution after a full rotation period τ1. A rephasing of the hole depth occurs. (d) After
many rotations, the hole distribution is completely distorted and no rephasings are possible. This is due
to the nonlinear pendulum behavior of the system, where all trajectories have slightly different rotation
frequencies.

the holes. The oscillation frequency of the holes around q= 0 is also shown in Fig. 5.12 in
comparison to the particle result, revealing a suppression of the hole frequency by about one
order of magnitude. Due to this strong slow-down of the momentum dynamics of the holes, I
concentrate in the following only on the hole-closing dynamics, which appear on a much faster
timescale, effectively obscuring any oscillatory dynamics.

The fast closing dynamics in the order of a few ms are consistent with numerical simula-
tions. To isolate the relevant processes, additional measurements were performed for different
trapping frequencies. The results are shown in Fig. 5.13. It is clearly visible, that the holes
close faster with increasing trapping frequencies. Figure 5.13 shows also full numerical calcu-
lations and simulations in the semiclassical approximation, both in very good agreement with
each other and the experiment. As for the numerical calculations shown in Fig. 5.5, a Gaussian
wave packet of particles with a negative mass is used in the semiclassical simulation.

The intuitive explanation for the hole closing obtained from the numerical approach can
be extended using the semiclassical description. The main mechanism for the hole-closing
dynamics is illustrated in Fig. 5.14. The hole stretches over many different equal energy trajec-
tories and thus does not show a simple rotation along one of them, as observed for the excited
particles. However, for short times after the initial excitation, the hole distribution basically
rotates and does not significantly alter its shape. This rotation looks like a closing of the hole,
since the measured hole depth is determined by the projection of the distribution onto the quasi-
momentum axis. This is drastically reduced by the rotation, if the initial distribution is very
elongated. Consequently, the apparent closing of the holes does not destroy the character of
the excitation, but changes only its alignment in the phase space.

In addition to the hole-closing dynamics, Fig. 5.14 shows that the system can exhibit re-
vivals of the hole depth in principle. While such a revival is not visible in the data of Fig. 5.3, I
discuss the experimental observation of this phenomenon in a suitably chosen parameter regime
later. For the moment I restrict the discussion to the initial closing, which can be described in
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Figure 5.15: Comparison of analytical and numerical results for the hole-closing dynamics with the
experiment. (a) Rescaled hole-closing data with the square of the trapping frequency t→ t×ω2

z . Solid
lines show the semiclassical simulation from Fig. 5.13, kindly provided by Alexander Itin. Due to the
perfect scaling behavior of the theoretical results, the different curves are not discernible. (b) Same
data as in Fig. 5.13. The different lines represent the three different calculations, namely the semiclas-
sical simulation (solid line), a numerical calculation (dotted line) and the analytical result (5.13). (c)
Comparison of the three calculations from (b) and the full analytical result (5.12) for ωz = 2π×39 Hz
in more detail. Note in particular the perfect agreement between both analytical results, justifying the
simplification in (5.13).

an analytical expression treating the short time limit only. The calculations were again per-
formed by Alexander Itin and Ludwig Mathey and are motivated shortly below. For more
details, see [4]. To obtain the analytical expression, first the equations of motion are linearized,
which corresponds to a harmonic oscillator limit. A full rotation of this oscillator has a period
of τ1 =h/

√
2Jν, which determines the validity of the short time approximation as t � τ1.

Solving the linearized equations of motion for the Gaussian initial state up to second order in
time and projecting the result onto the quasimomentum axis leads to a time evolution of the
maximal hole depth, which is

D(t) =
D(t = 0)√
1 + (t/T )2

exp

(
−
(
t

τ2

)2 (t/T )2

1 + (t/T )2

)
. (5.12)
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Figure 5.16: Observation of coherent hole revivals at shallow lattices. The experimental data shows a
clear rephasing of a hole excitation for long evolution times at 2Er, q0 = 0.0 and ωz = 2π× 63 Hz. The
particle number is about 1×105 and the temperature is 0.2TF. (a) Momentum resolved data, where only
the first Brillouin zone is depicted. (b) Differential image of the data from (a). Here three rephasing
can be observed. (c) Comparison of experimental and theoretical data for the extracted hole depth. The
solid line is a semiclassical simulation, kindly provided by Alexander Itin. The dashed line shows a full
numerical simulation.

Here, two additional timescales are introduced, namely τ2 = ~∆z/πJ sin2(πq0) and
T = ~π2∆q2/ν, which govern the dynamics in the short time limit. τ2 sets the timescale
for changes of the spatial distribution. It is essentially given by the spatial width ∆z of the
wave packet divided by the tunneling energy J in the lattice. Thereby, the relative change of
the spatial distribution due to the phase space rotation decreases with increasing ∆z, while an
increase in J leads to a faster rotation. In a quantum mechanical description, the spatial redis-
tribution in the lattice increases with increasing tunneling amplitude J . On the other hand, an
already spatially extended state has less relative change in the distribution than an initially very
compressed state, assuming a simple diffusion of the particle.

A similar analysis for T reveals, that it governs the change of the momentum distribution.
The momentum width ∆q appears in the same way as ∆z before, and the harmonic confine-
ment ν, which couples the quasimomentum states in the lattice, takes the role of the tunneling
amplitude J in the spatial domain. In the experiment very elongated states are used, where
∆z � ∆q and thus τ2 � T . Since the measurements are performed in the momentum do-
main, the spatial redistribution is irrelevant and (5.12) can be simplified for times t� τ2 to

D(t) =
D(t = 0)√
1 + (t/T )2

. (5.13)

Equation (5.13) shows two important properties of the holes. First, they are stabilized for
broader wave packets. Second, the hole-closing time is inversely proportional to the square of
the trapping frequency T ∝ 1/ω2

z . A comparison with the experimental timescales shows, that
very stable holes with closing times in the order of 10 ms can be achieved even at moderately
low trapping frequencies of about 10 Hz, which is easily realized experimentally. To study the
validity of the scaling behavior predicted by (5.13), the experimental data and the semiclassical
simulations shown in Fig. 5.13 are rescaled by T , as shown in Fig. 5.15(a). All four data
sets perfectly reduce to one single curve, as expected from the analytical result. The absolute
agreement of (5.13) with the numerical and experimental data is demonstrated in Fig. 5.15(b)
and (c), where also both approximations, (5.12) and (5.13), are compared. All approaches
show very good agreement with each other and the data, demonstrating the applicability of
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the simple analytical result (5.12) to describe the hole-closing dynamics over a wide range of
parameters.

As shown above, the closing of the hole can be described very good by a simple rotation of
the hole in the phase space, which does not involve any distortion of the hole distribution itself.
For longer times, these distortions are introduced by the nonlinear structure of the Hamilton
function, leading to different oscillation frequencies within the separatrix and a completely
different, Bloch oscillation like, behavior outside. The numerical and semiclassical simulations
suggest, however, that for carefully chosen parameters the hole distribution does not change its
shape drastically during a few rotations, leading to revivals of the hole depth in momentum
space. At longer times these revivals are eventually damped out due to the finite nonlinearity
of the system.

The main prerequisite for a pronounced hole revival is to create a hole that has mainly
contributions in the phase space region within the separatrix. All corresponding states have
a rotational dynamical behavior, allowing for a rotation of the hole in the first place. This
situation is favored for shallow lattices, where the extension of the inner region is larger than
for deep lattices, due to the increased bandwidth. It is also favorable to work with a state at
q= 0, where the extension of this inner region is maximal. At very shallow lattices with s≤ 3
also the band dispersion starts to deviate from the pure tight-binding result, showing a more
harmonic form with decreasing lattice depth. This also favors the global rotation by minimizing
the nonlinear behavior at small q. Figure 5.16 shows a measurement specifically addressing this
parameter regime. It indeed reveals the coherent hole revivals in very good agreement with the
theoretical prediction. Recall from Fig. 5.5 that for strongly nonlinear systems, as realized in
deeper lattices, measurements show no discernible revivals in agreement with the numerical
calculations.

The presented results constitute the first observation of coherent dynamics of holes in mo-
mentum space using ultracold atoms in optical lattices. While this type of excitations is very
common in solid state physics [142], its investigation in ultracold matter has been not possible
up to now.

5.5 INFLUENCE OF INTERACTIONS

For Fermi-Fermi and Bose-Fermi mixtures, interparticle interactions lead to an additional cou-
pling between quasimomentum states. Here I present measurements, which explore the influ-
ence of interactions on the dynamics of particle and hole excitations. Starting with the excited
particles, it was already shown in Fig. 5.11, that moderate interactions in a binary Fermi-Fermi
mixture do not influence the oscillation frequency within the experimental resolution. To test
the behavior at different interaction strength, one can tune the interspecies scattering length in
a wide range, using a Feshbach resonances. In the present case, the spin mixture m= − 9/2
and m= − 5/2 has been used, which has a Feshbach resonance at 224 G [152].

A measurement of the excitation lifetime for different scattering lengths is shown in Fig.
5.17. It is found, that the excitations are lost very quickly from the excited band already at
moderate interactions, corresponding to the background scattering length. Reducing the scat-
tering length leads to an increase of the lifetime. All observed lifetimes are much lower than
the result for the noninteracting gases, however. An independent measurement reveals, that the
total particle loss from the trap does not depend on the interaction strength used in the presented
measurements. Therefore, the observed lifetime must be limited by interband transitions. No
increase of particles could be detected in the first excited band within the experimental resolu-
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Figure 5.17: Recombination time of particle and hole excitations in interacting Fermi gases. Shown
is the experimentally observed 1/e lifetime of particles in the second excited band as a function of the
scattering length. About 7×104 particles are confined to a three-dimensional lattice of 8Er with total
trapping frequencies of about 2π×(63, 68, 68) Hz. The modulation frequency is 38 kHz. The data at
the background scattering length (red diamond) was taken far away from the Feshbach resonance near
zero magnetic field, showing that the reduced lifetime cannot be explained simply by losses due to the
Feshbach resonance.

tion. This is limited by the band mapping quality at the band edge to the lowest energy band,
such that particle might accumulate at large quasimomenta in the first excited band, which
cannot be discerned from particles in the lowest band. Assuming a decay of the particles to
the lowest band, the observed lifetime of the excited particles can be regarded as a measure
for particle-hole recombination in analogy to solid state photoconductivity [190], where the
particles fill up empty states in conduction band, which eventually becomes insulating again.

Decay of particles from the excited spatial states has been studied already with bosonic
atoms [207, 220, 221]. In these studies the scattering properties of the particles were fixed
and only changes in the density allowed for the tuning of the decay channels. In these studies
different processes were found that lead to the decay of particles. An important difference to
the earlier studies on this topic is the nearly isotropic geometry of the investigated system of
Fig. 5.17, concerning both, trapping frequencies and lattice depths. Therefore, most effects
observed in the earlier experiments, which rely on the strong asymmetry of the potential, are
excluded for the present experiments.

Due to the influence of gravity, the trap depths of the Gaussian potential are not isotropic
but are given by about (8, 190, 190)hkHz. Since the total particle decay from the trap does not
depend on the scattering length, however, losses along the vertical direction can be excluded
as a possible explanation for the decreased lifetime. Since the energy of the excited particles,
determined by the excitation energy of 38hkHz, must be conserved by the loss process, the
remaining possible process is the deexcitation to localized states at the edge of the system. The
energy of these states is given approximately by the local trapping potential, which exceeds
the excitation energy by a factor of 5 in the horizontal directions. To investigate this process
in more detail, a dipole trap with variable trapping depths in the horizontal direction would be
necessary at otherwise similar parameters. This could be achieved using anticonfining blue-
detuned beams in addition to the red-detuned trap beams. This combination would allow to
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Figure 5.18: Hole-closing dynamics in attractive Bose-Fermi mixtures in a three-dimensional lattice of
2.5Er. Measurement of the hole-closing dynamics for noninteracting fermions and two mixtures with
increasing bosonic particle number. This data is not evaluated using the differential image method, since
no offset image exists. The hole depth was determined by a double Gaussian fit, one Gaussian for the
background and one for the hole at q= 0. This leads to the systematic drop to zero of the hole depth at
large times.

shape the potential freely and to adjust the trap parameters accordingly.
A possible application of the interaction depended losses is the characterization of the zero-

crossing of Feshbach resonances, complementary to existing approaches such as the study of
Bloch oscillation damping [222] or the diffusion dynamics in optical lattices. [52].

For the investigation of the behavior of holes in interacting mixtures, only few measure-
ments were performed during this work. To give a short outlook on possible directions of
investigations, I present the corresponding data here. For binary Fermi-Fermi mixtures the
hole-closing dynamics were measured in a shallow three-dimensional lattice of 4Er. No dis-
cernible influence of interaction strength on the closing time has been observed between 200 aB
and 500 aB. Note here, that the additional harmonic confinement due to the lattice beams re-
duces the bare hole-closing time quadratically. Therefore, measurements at larger lattice depths
suffer from the fast closing of the holes that conceals any interaction effects. In a system with
reduced trapping frequencies, which can be obtained using a blue detuned lattice, interaction
effects might be observable. In particular, a different excitation dynamics might be expected
for a band insulating and the Mott insulating ground states. The former has a hole excitation
spectrum, which is basically identical to the noninteracting case, while the excitation spectrum
of the latter is strongly interaction dependent. The dynamics of the hole excitation should
therefore strongly differ in both cases, allowing to distinguish between both situations.

Complementary to the investigation of interaction effects in Fermi-Fermi mixtures, Bose-
Fermi mixtures have been studied. In these systems, no Pauli blocking is present for the bosons
and therefore, the hole in the fermionic gas can couple via interactions to many momentum
degrees of freedom introduced by the bosonic component. The closing dynamics for this case
were studied for two different admixtures of bosonic atoms in addition to the fermionic cloud.
The results are shown in Fig. 5.18. A clear reduction of the hole lifetime is observed with
an increased bosonic admixture. These results are consistent with the observation of Bose-
induced equilibration of a displaced Fermi cloud in an one-dimensional lattice [223], where the
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interaction with the bosons allows for a release of the fermionic atoms from localized states.
This mechanism might allow for a better characterization of interspecies Feshbach resonances,
but also forms an analog to the coupling of hole excitations to phonons from usual solid state
physics. The phonons are here replaced by the Bogoliubov excitations of the Bose-Einstein
condensate or by the bosons themselves.

5.6 CONCLUSION AND OUTLOOK

To summarize, the first realization of an analog to photoconductivity using ultracold atoms has
been reported in this chapter. The multiband character of the excitation process allowed for
the simultaneous investigation of particle and hole excitations in ideal Fermi gases as well as
interacting Fermi-Fermi and Bose-Fermi mixtures.

The observation of the particle excitations in the second excited band constitutes the first
study of ultracold fermions in higher bands of an optical lattice, exceeding merely the prepara-
tion of such states [46, 53]. Regarding the huge interest in higher-band physics with ultracold
atoms in recent years, the presented study is of high importance for the realization of such sys-
tems, revealing the strong influence of the harmonic confinement in the excited bands as well
as a fast decay to lower bands at moderate interactions already.

At the same time, the presented photoconductivity measurements provide the first momen-
tum-resolved study of holes in an optical lattice. In this context, a coherent dynamics has
been observed, in close analogy to hole currents in conventional solid state systems. Hole
currents are very common in conventional solids [142, 190], however, the observation of similar
effects in ultracold atom systems was restricted to strongly interacting bosons [198] so far. The
observation of this effect in genuinely fermionic systems represents a novel analogy between
solid state physics and ultracold atoms, leading to a deeper understanding of the nature of
ultracold fermionic quantum gases.

The observed dynamics can be understood in terms of effective single-particle descriptions,
which is especially surprising for the hole excitations that are actually missing particles in the
otherwise completely filled valence band. The full quantum state in the lowest band is, as
a matter of fact, a many-body state composed of all remaining particles. A deep insight in
the behavior of the hole excitation is provided by noting, that the essential ingredient for the
theoretical description of the hole is in exact analogy to holes in usual solids. This further
affirms the strong similarity between the investigated quantum system and real solids.

The presented studies can be extended in many fascinating directions. A natural next step is
a systematic investigation of interaction effects on the photocurrent dynamics. In the theoretical
description, this corresponds to a Drude-model for the excited particles, where the remaining
background atoms in the lowest band simulate the immobile ions, leading to a damping of the
particle oscillations [224]. This extension would deepen the analogy between the optical lattice
and conventional solids even further.

Another exciting proposal exploiting multiband physics is the realization of excitons in op-
tical lattice systems, being bound states of particle and hole excitations [57]. These particle-like
excitations are bosonic and attractively interacting. Therefore, they are expected to condense
in the lattice similar to Cooper pairs in the BCS limit.

Finally, a very intriguing possibility is the creation and investigation of hole excitations at
the Dirac points of a hexagonal lattice. Such hole excitations would have a dispersion relation
resembling the relativistic Dirac equation for massless particles, which is at the heart of the
many fascinating properties of graphene [181, 182].



CHAPTER 6

MULTICOMPONENT FERMI GASES IN

OPTICAL LATTICES

Interparticle interactions play a major role for the properties of many-body systems. This
is true from the classical regime, where thermalization processes can only occur with finite
interactions, to the quantum regime, where they are relevant for conduction properties of solids,
including even superconductivity [142].

Interacting quantum systems in periodic potentials, such as electrons in solids, are often
described via Hubbard models [144], including only short range interactions, and constituting
one of the simplest realization of interacting many-body systems. Whereas Hubbard models are
only approximations for electrons in solids, which actually interact via long-ranged Coulomb
forces, the scattering processes in ultracold atomic gases are typically very short ranged [151].
This allows for the nearly perfect realization of Hubbard models [15, 21], and many interesting
phenomena have been investigated in this context during the last decade [15, 16, 45]. A partic-
ularly fascinating aspect is the realization of strongly correlated ground state phases, such as
the Mott insulator [22, 25, 26].

Conventional Hubbard models are typically restricted to one bosonic [225] or two fermionic
[144] spins. With ultracold matter, an extension of these systems is possible, using multiple
components that are provided by the internal hyperfine states of the atoms [67, 73, 74, 86–
98, 226, 227]. This leads to completely novel phenomena in optical lattices [27, 228–230].
Especially for fermionic atoms, many efforts have been made in recent years, to understand the
properties of such high-spin gases with f >1/2 in optical lattices [2, 51, 101, 103–113].

The understanding of the microscopic interaction processes in high-spin Fermi gases is of
major importance for a controlled investigation of the rich spectrum of phenomena proposed.
In this spirit, the interaction properties of multicomponent Fermi gases in optical lattices are
studied in this chapter, using 40K, which provides a high spin of up to f = 9/2. 40K has very
favorable spin-dependent scattering lengths in order to observe spin-dependent effects. This
allowed for the first realization of coherent spin-changing collisions with ultracold fermionic
atoms during this work. In particular, the first observation of higher-order spin-exchange is
reported in this context (for a sketch of different spin-changing collision, see Fig. 6.1).

Spin-changing collisions can also be used for the investigation of the interacting ground
states in the lattice system. A spin-resolved determination of the double occupancy in fermionic
lattice gases is presented [231], which has potential applications for both, conventional two-
component systems [25, 232] or novel high-spin lattice models [51]. Especially the spin res-
olution should enable the detection of unconventional ground state phases in such high-spin
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Figure 6.1: Sketch of spin-changing collisions. (a) Two particles collide and change their internal
spin configuration from |1/2〉|−1/2〉 to |3/2〉|−3/2〉. The spin exchange for each particle is ∆m= 1.
While the individual spins are changed, the total magnetization remains constant. (b) Higher-order spin-
changing collision, where the internal spin configuration is changed from |1/2〉|−1/2〉 to |5/2〉|−5/2〉.
The corresponding spin exchange for each particle is ∆m= 2.

systems [101, 105, 111, 113, 233].
Finally, I propose the realization of a novel phase crossover between two strongly correlated

phases. These are the Mott insulator at strong elastic interactions [25, 26] and a novel insulating
phase at strong inelastic interactions, induced by the quantum Zeno effect [31, 54, 234, 235].
To study the crossover, a novel Feshbach resonance in 40K can be used, which allows for a
continuous tuning of the elastic and inelastic two-body collisions. Since the recent discovery
of the quantum Zeno insulator, the underlying mechanisms have been found to be relevant in
context of many different quantum gas systems [54, 234, 235] and beyond [236].

All experimental data presented in this chapter was taken and analyzed together with Jasper
S. Krauser. The numerical and analytical results have been obtained mainly by myself, except
for the coupled channel calculations providing the scattering lengths and loss rates in Tab. 6.1
and in section 6.4, kindly provided by T. Hanna and L. Cook.

The results of this chapter have been partly published in [5]. A more detailed description of
the experimental study on spin-changing collisions will be given in thesis of Jasper S. Krauser
[114].

6.1 SCATTERING PROPERTIES OF THE HIGH-SPIN FERMION 40K

In this section, the interaction Hamiltonian for a spinor quantum gas is derived [86]. In par-
ticular, I concentrate on the properties of the fermionic isotope 40K, for which the scattering
lengths in the f = 9/2 hyperfine ground state manifold are derived. For pure s-wave interac-
tions, and using a set of general assumption, such as rotational symmetry and particle exchange
symmetry, the interaction Hamiltonian HS can be constructed, using only a very small number
of species-dependent parameters. Based on the general form of the interaction, I derive the ex-
act background scattering lengths of 40K, employing numerical results from molecular coupled
channel calculations, kindly provided by T. Hanna and L. Cook [237].
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6.1.1 INTERACTION HAMILTONIAN FOR SPINOR ATOMS

Experiments with spinor quantum gases are usually performed at small magnetic fields, where
the atoms have a well defined total spin f and a magnetization m (see section 2.2) [89]. In this
regime, the characteristic scattering properties of spinor quantum gases can be derived using
few constraints on the full interaction Hamiltonian [86].
In the following, I assume

I S-wave scattering: Ultracold atoms only interact via s-wave collisions, corresponding to
a relative angular momentum L= 0 between both atoms.

II Rotational symmetry: The interaction is rotationally symmetric and the inner structure of
the atoms is neglected. This is a good approximation for alkali atoms, where dipolar and
higher-order interactions are very small [238–240].

III Fixed atomic spin f : Both atoms have the same total spin f = f1 = f2, before and after the
collision. In principle also collisions which change the atomic spin f are possible. These
are excluded here and are discussed separately in section 6.3.

IV Indistinguishable particles: All atoms are of the same species and isotope and are thus
indistinguishable. This leads to different symmetry restrictions for bosonic and fermionic
particles.

The spatial part of the interaction is fully determined by assumption I, which states, that
the atoms only interact via s-wave scattering, which is the typical case for ultracold atoms.
The standard description of s-wave scattering employs the δ-function approximation, where
the spatial part of the interaction is [16, 151]

4π~2

m
δ(~r1 − ~r2) . (6.1)

The δ-function is only non-vanishing, if both particles are at the same position (~r1 =~r2), and
therefore constitutes an effective contact interaction with an angular momentum L= 0.

To describe the spin part of the interaction Hamiltonian, I proceed with assumption II,
which states that the full interaction has a genuine rotational symmetry. In quantum mechanics,
a rotationally symmetric operatorH commutes with the total spin operator ~F 2 and it conserves
the total magnetization M of the system. Therefore, its eigenstates can be ordered by the
corresponding quantum numbers F and M as the eigenstates of the total spin operator

~F 2|F,M〉 = F (F + 1)|F,M〉 . (6.2)

Since s-wave interactions have a vanishing spatial angular momentum L= 0, the total spin of
the interacting particles is only provided by the internal spins f1 and f2. The spin operator
is thus given by ~F = ~f1 + ~f2 and the total magnetization is the sum of both single-particle
magnetizations M =m1 +m2. The spin part of the Hamiltonian can be written in terms of the
total-spin eigenstates |F,M〉 as a sum of spin channels in the form

Fmax∑
F=0

F∑
M=−F

aM
F |F,M〉〈F,M | , (6.3)

where the total spin and total magnetization are conserved. In principle, the different F and
M -conserving channels can have different amplitudes, defined by corresponding scattering



88 MULTICOMPONENT FERMI GASES IN OPTICAL LATTICES

lengths aM
F . Since the interaction must be rotationally symmetric, the scattering must be the

same for all channels with the same quantum number F . However, it may differ for channels
with different F . Combining all of the above, the most general Hamiltonian for the interaction
of two ultracold high-spin atoms is

HS =
4π~2

m
δ(~r1 − ~r2)

Fmax∑
F=0

F∑
M=−F

aF|F,M〉〈F,M | , (6.4)

with the scattering lengths aF, being only dependent on the total spin F .
Following assumption III, for two particles with a fixed atomic spin f , this Hamiltonian

contains spin channels with F = 0, 1, 2, . . . , 2f , which also conserve the total spin f = f1 = f2

of both particles.
Employing assumption IV, that the collisions are between indistinguishable particles, an

additional particle-exchange symmetry of the total two-particle wave function is required. It
must be antisymmetric for fermions and symmetric for bosons. S-wave scattering requires a
symmetric spatial wave function, since both particles must be at the same position to interact.
Consequently, the spinor part of the wave function is restricted to be antisymmetric (symmet-
ric) for fermions (bosons) for the interacting channels, which must be incorporated into the
Hamiltonian (6.4).

The simplest example for this situation are fermions with f = 1/2. Two of these atoms can
form total spins of F = 0 and F = 1. The corresponding states are the singlet state

|F=0,M=0〉 =
√

1/2
(
| 1/2〉1| −1/2〉2 − |−1/2〉1| 1/2〉2

)
(6.5)

for F = 0 and the triplet states

|F=1,M=0〉 =
√

1/2
(
| 1/2〉1| −1/2〉2 + | −1/2〉1| 1/2〉2

)
, (6.6)

|F=1,M=1〉 = | 1/2〉1| 1/2〉2 , (6.7)

|F=1,M=−1〉 = | −1/2〉1| −1/2〉2 (6.8)

for F = 1. The singlet F = 0 channel is antisymmetric in the spinor wave function. The triplet
F = 1 states are symmetric. Therefore, only fermions in the singlet state can interact via s-
wave interactions. This example can be extended for larger spins and it turns out that for both,
fermions and bosons, only the even total spins F = 0, 2, 4, . . . have the correct symmetrization,
required for s-wave interactions. This reduces the number of spin channels and thus the number
of independent scattering lengths in (6.4) by a factor of 2.

The Hamiltonian (6.4) describes the scattering properties of spinor atoms in the natural total
spin basis |F,M〉. However, this basis set is not the usual observation basis in the experiment,
where the Stern-Gerlach separation essentially allows for the detection of the single-particle
magnetizations m. The corresponding basis for two particles with fixed atomic magnetizations
is given by the symmetric (”+”, bosons) and antisymmetric (”−”, fermions) two-particle spin
states

|m1;m2〉 =

√
1

2

(
|m1〉1|m2〉2 ± |m2〉1|m1〉2

)
. (6.9)

Note, that the states |m1;m2〉 form a complete basis for all spin states of interacting atom
pairs. To formulate the Hamiltonian in the observation basis, a basis transformation from
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the total spin basis |F,M〉 to the magnetization basis |m1;m2〉 is necessary, given by the
coefficients

c F ,M
m1,m2

= 〈F,M |m1;m2〉

=

√
1

2

(
〈F,M |m1〉1|m2〉2 ± 〈F,M |m2〉1|m1〉2

)
=

√
1

2

(
cf,f,F

m1,m2,M ± c
f,f,F
m2,m1,M

)
,

(6.10)

where in the last row the Clebsch-Gordan coefficients for the coupling of two spins |f,m1〉 and
|f,m2〉 to one spin |F,M〉 are used [241].

The resulting Hamiltonian is

HS =
4π~2

m
δ(~r1 − ~r2)

∑
m1+m2=m3+m4

am1m2m3m4 |m3;m4〉〈m1;m2| , (6.11)

where the sum is restricted to states withm1+m2 =m3+m4, ensuring the conservation of total
magnetization. The magnetization-dependent scattering lengths am1m2m3m4 can be calculated
from the total-spin dependent scattering lengths aF via

am1m2m3m4 =

Fmax∑
F=0

F∑
M=−F

aFc
F ,M

m1,m2
c F ,M

m3,m4
. (6.12)

Processes withm1,m2 6=m3,m4 are called spin-changing collisions. For fermionic atoms,
the antisymmetrization of the spinor wave function includes Pauli blocking, ensuring that be-
fore and after the collision also m1 6=m2 and m3 6=m4. Spin-changing collisions are only
present in high-spin systems [86–88, 103]. They have been extensively studied experimentally
using bosonic atoms, but have not been investigated in ultracold fermions until now.

To understand the connection of spin-changing collisions with the F -dependent scattering
lengths aF, consider two fermionic atoms with f ≥ 3/2 in the initial spin configuration

|1/2;−1/2〉 =
∑

F

cF, 0
1
2
,− 1

2

|F, 0〉 , (6.13)

which has M = 0 and can therefore be written as a combination of eigenstates |F, 0〉 of the in-
teraction Hamiltonian (6.4). Using the Hamiltonian (6.4), each state |F, 0〉 has an F -dependent
eigenenergy EF, which is proportional to the F -dependent scattering length EF∝aF. Therefore,
each of the different F -channels acquires a different phase in the time evolution.

e−iHSt/~|1/2;−1/2〉 =
∑

F

cF, 0
1
2
,− 1

2

e−iEFt/~|F, 0〉 , (6.14)

The time-evolved state on the right hand side of (6.14) is in general a new combination of states
|F, 0〉. Projecting it onto the two-particle states |m1;m2〉, it can include any state combination
with M = 0, e.g., |3/2;−3/2〉 or |5/2;−5/2〉, depending on the exact scattering lengths aF
and the spin f of the colliding atoms. Thus, the spin-changing collisions directly emerge from
the scattering-length differences of the multiple F -channels. Therefore, in the case of equal
scattering lengths aF, as realized in SU(N) symmetric systems like ytterbium or strontium, no
spin-changing collisions occur.
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Spin-conserving Abbreviation Scattering length
channel of channel at B= 1 G (aB)

|1/2;−1/2〉 〈1/2;−1/2| ef 151.6211
|3/2;−3/2〉 〈3/2;−3/2| dg 155.6224
|5/2;−5/2〉 〈5/2;−5/2| ch 156.2764
|7/2;−7/2〉 〈7/2;−7/2| bi 154.2121
|9/2;−9/2〉 〈9/2;−9/2| aj 145.7684
|9/2;−1/2〉 〈9/2;−1/2| ej 165.8722
|9/2;−3/2〉 〈9/2;−3/2| dj 164.3502
|9/2;−5/2〉 〈9/2;−5/2| cj 161.6432
|9/2;−7/2〉 〈9/2;−7/2| bj 156.9478

Table 6.1: Scattering lengths of 40K in f = 9/2. The values are kindly provided by T. Hanna and L.
Cook (see text for details). The abbreviations a,. . . ,j correspond to −9/2, . . . , 9/2 for later reference.

Total-F Channels used Calculated scattering
channel for calculation length (aB)

a8 bj,cj,dj,ej 168.53
a6 bj,cj,dj,ej 166.00
a4 bj,cj,dj,ej 161.11
a2 bj,cj,dj,ej 147.83
a0 bj,cj,dj,ej,aj 119.92
a0 bj,cj,dj,ej,bi 120.40
a0 bj,cj,dj,ej,ch 120.16
a0 bj,cj,dj,ej,dg 119.72
a0 bj,cj,dj,ej,ef 119.93

Table 6.2: Scattering lengths calculated for channels with constant total spin F . Calculations are per-
formed with the linear equation system (6.12). The different combinations for calculating a0 show the
consistency of the calculations.

Spin-changing Calculated scattering
channel length (aB)

|3/2;−3/2〉 〈1/2;−1/2| 13.40
|5/2;−5/2〉 〈3/2;−3/2| 10.86
|5/2;−5/2〉 〈1/2;−1/2| 8.78
|7/2; 5/2〉 〈9/2; 3/2| 1.16
|7/2; 3/2〉 〈9/2; 1/2| 1.24

Table 6.3: Examples for spin-changing scattering lengths. Note the large variation of the absolute
strengths and in particular the large value in the third row, which shows a spin-changing channel with a
magnetization change of ∆m= 2.
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6.1.2 BACKGROUND SCATTERING LENGTHS OF 40K

All reported experiments in this chapter are performed using 40K. I concentrate in the following
exclusively on this case. In particular, I consider the energetically lowest f = 9/2 hyperfine
manifold, where all possible total-spin channels are F = 0, . . . , 9. As discussed above, the
antisymmetry of the total wave function reduces the possible scattering channels to the five
even spin channels F = 0, 2, 4, 6, 8 with corresponding scattering lengths aF. The ground state
and excitation properties of the spinor gas sensitively depend on the actual differences between
these scattering lengths, and therefore a precise knowledge of them is extremely important
for their detailed understanding. To determine the scattering lengths, the results of molecular
coupled-channel calculations for spin-conserving scattering processes [237] have been used.
These calculations were performed by T. Hanna and L. Cook to describe Feshbach resonances
in 40K, as discussed in more detail in section 6.4. From their provided data, the scattering
lengths for nine different spin-conserving channels have been extracted, as shown in Tab. 6.1.

The linear equation system (6.12) relates the magnetization-dependent and total-spin de-
pendent scattering lengths. It can be solved for the aF. Using the data from Tab. 6.1 for the
spin-conserving scattering rates results in the total spin-dependent scattering lengths shown in
Tab. 6.2.

Note here, that only five independent parameters aF determine the full scattering matrix.
From the coupled-channel calculations nine values have been extracted for the spin-conserving
channels, however. Thus, the linear equation system (6.12) is overdetermined, allowing for
different combinations of input parameters to determine the five independent aF. This can be
used to check the calculated scattering lengths for consistency. The results of this additional
calculations are also reported in Tab. 6.2, showing an excellent consistency for all calculations
of the F = 0 scattering length a0, which was independently calculated from different sets of
input parameters. The small deviations between the calculated scattering lengths are probably
due to errors in the coupled-channel calculations, for which the numerical uncertainties are not
known, however. For all further calculations in this thesis, the scattering lengths from the first
five rows of Tab. 6.2 are used.

The scattering lengths in Tab. 6.2 have some notable properties. First, there is a relatively
large difference between the maximum and minimum total-spin dependent scattering lengths
in the order of 40%. This is very large compared to 23Na, where the difference is about 5% and
87Rb, where the difference ranges between 1% and 7% [93, 242]. Similar values have been
found for bosonic 52Cr [243], where also differences in the order of 40 % have been reported
[244].

The strongly different scattering properties lead to very large spin-changing scattering
lengths am1m2m3m4 , which are proportional to the differences of the individual aF channels
[86, 245]. This should induce spin-changing collisions with large amplitudes and on timescales
much faster than observed in 23Na or 87Rb. Table 6.3 shows the scattering lengths for some
exemplary spin-changing collisions channels. In comparison, typical values for both, 87Rb and
23Na, are about 1 aB [93, 242, 245]. These examples demonstrate the wide range of spin-
changing parameters possible with 40K. In particular, much larger values as rubidium and
sodium can be achieved. Note in particular the large value for the spin-changing scattering
length from |1/2,−1/2〉 to |5/2,−5/2〉, that includes a change of the single-particle magne-
tizations of ∆m= 2. Collisions of this kind have not been observed before, mainly because
the spin-changing scattering lengths are too small to observe the corresponding dynamics on
experimental time scales. This has been especially noted for 87Rb [242], where stable f = 2
condensate are possible . For chromium, which has a high spin of f = 3, also no higher-order
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Figure 6.2: Sketch of a spin-changing collision at finite magnetic fields. Shown is a spin-changing
collision in the f = 9/2 manifold of 40K. The change of the internal spin state changes the total magnetic
Zeeman energy of the system.

spin-changing processes have been reported so far [230]. Here, strong demagnetization pro-
cesses, induced by the large dipole moment, hinder the investigation of high-spin systems with
many spin states involved [229].

Note also, that the scattering lengths for different spin-conserving channels in 40K differ
on the order of 20 aB, as shown in Tab. 6.1. Since spin-changing collisions change the instanta-
neous spin configuration, this interaction energy difference leads to a detuning of the involved
levels, which strongly affects the resulting dynamics.

Finally, a0 is the lowest F -dependent scattering length with more than 20%, or about 27 aB,
difference to the next higher scattering length. Therefore, the ground state of this system at
M = 0 should be of spin-singlet (F = 0) character, minimizing the total interaction energy.

In conclusion, 40K is very much suited for the investigation of spin-changing collisions
and has the potential to realize complex magnetic ground state phases of fermionic high-spin
systems.

6.2 TWO-PARTICLE SPIN DYNAMICS IN OPTICAL LATTICES

In this section, I discuss the extension of the interaction Hamiltonian derived in the preceding
section to fully describe the spin-changing dynamics of two 40K atoms. Since the dynamics
include a change of the spin occupation, it is necessary to include the internal energy of the dif-
ferent spin states, which depends on the external magnetic field [89]. Therefore, I derive first
the corresponding Zeeman Hamiltonian and afterwards discuss the realization of pure two-
particle dynamics using deep optical lattices, where all sites are basically independent on the
timescales of the spin-changing collisions. Finally, I present data of a proof-of-principle ex-
periment for fermionic spin-changing collisions in good agreement with the numerical results
using all five scattering lengths calculated above.

6.2.1 THE ZEEMAN ENERGY

In the presence of a magnetic offset field the energy of the different spin components changes
depending on their magnetization, due to the Zeeman effect [246]. If an atom pair undergoes
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Figure 6.3: Zeeman energy for various spin mixtures with M = 0, namely |1/2;−1/2〉 (black),
|3/2;−3/2〉 (red), |5/2;−5/2〉 (blue), |7/2;−7/2〉 (green), and |9/2;−9/2〉 (purple). All energies
are depicted in difference to the offset energy at B= 0. Solid lines are calculated using equation (2.1).
Dashed lines are calculated using equation (6.17), showing no discernible difference to the full Zeeman
energy (2.1) .

spin-changing collisions, the atoms change their individual magnetizations and therefore their
Zeeman energies as sketched in Fig. 6.2. Therefore, the Zeeman energy due to the magnetic
field influences the spin-changing dynamics of particle pairs and can be used to tune them
accordingly.

The full dependence of the internal Zeeman energy on the magnetic field is given by the
Breit-Rabi formula (2.1) as discussed in section 2.2. However, as shown below, spin-changing
collisions only appear at very low magnetic fields. To understand the basic properties of the
magnetic field dependent Zeeman energy in this regime, one can perform a series expansion of
(2.1) in the magnetic field B. The lowest order contribution of the Zeeman energy is provided
by the linear Zeeman shift [129]

E1(m,B) =
gJµB

9
mB (6.15)

of a single atom. For spin-changing collisions only the combined energy of a colliding pair is
relevant. The linear Zeeman energy for two particles adds up to

E1(m1,m2, B) =
gJµB

9
(m1 +m2)B =

gJµB

9
MB , (6.16)

where the total magnetization M enters the equation. Since spin-changing collisions conserve
the total magnetization M , also the linear Zeeman energy is conserved during in this process.
Therefore, it leads only to constant energy offset and can be neglected in the description of
spin-changing collisions.

Due to the conservation of the lowest order of the Zeeman energy, higher-order contri-
butions dominate the spin-changing dynamics. The second-order contribution to the energy
difference between different spin states is the so-called quadratic Zeeman effect [89, 247],
which is proportional to the square of the magnetizations and the magnetic field as

E2(m1,m2, B) = − 23µ2
B

93Ahfs
(m2

1 +m2
2)B2 = −q(m2

1 +m2
2)B2 . (6.17)
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Here, the abbreviation q=
23µ2

B
93Ahfs

is introduced. The value of (6.17) is not conserved in a spin-
changing collision and thus must be included in the spin-changing dynamics Hamiltonian. The
Zeeman energies of all spin mixtures withM = 0 are shown in Fig. 6.3 in the relevant magnetic
field region for spin-changing collisions, calculated using (2.1) and (6.17), which shows that
the latter is an excellent approximation.

The Hamiltonian corresponding to the Zeeman energy of two particles can be most easily
written in terms of the |m1;m2〉 basis as

HB =
∑

m1,m2

(EBR(m1, B) + EBR(m2, B))|m1;m2〉〈m1;m2| (6.18)

≈
∑

m1,m2

−q(m2
1 +m2

2)B2 |m1;m2〉〈m1;m2| . (6.19)

In the following, the full Zeeman Hamiltonian (6.18) is used in all numerical calculations,
while the approximate form (6.19) is used for all analytical results to illustrates the important
physical dependencies.

6.2.2 SPINOR-HUBBARD HAMILTONIAN

In the experiments presented in this chapter, the high-spin fermionic 40K atoms are confined to
a deep optical lattice. This situation can be most conveniently described by a Hubbard model
similar as for the two-component case (3.15) in section 3.2. As usual, the kinetic and the lattice
potential lead to a spin-independent tunneling term

HJ = −J
∑

m

∑
<ij>

a†i,maj,m . (6.20)

The interaction includes all spin-dependent scattering lengths, translating into spin-dependent
interaction parameters

Um1m2m3m4 =
4π~2

m
am1m2m3m4

∫
dx|wx(x)|4

∫
dy|wy(y)|4

∫
dz|wz(z)|4 , (6.21)

where particles on the same lattice site occupy the same spatial wave function, resulting in
a genuinely symmetric spatial and antisymmetric spinor part. The interaction Hamiltonian
becomes

HS =
∑

m1+m2=m3+m4

∑
i

Um1m2m3m4a
†
i,m3

a†i,m4
ai,m2ai,m1 , (6.22)

accordingly. The Zeeman energy takes the form of a single-particle operator

HB = −qB2
∑

m

m2
∑
i

a†i,mai,m , (6.23)

resulting in a spin-dependent energy offset. The full Hamiltonian is given by

HSHM = HJ +HS +HB . (6.24)

For all measurements presented in this chapter, a lattice depth of 20−30Er is used, pro-
viding a tunneling energy in the order of J/h≈ 2−12 Hz. This is much smaller than both, the
spin-conserving and the typical spin-changing scattering rates Um1m2m3m4/h, which are about
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Figure 6.4: Sketch of the experimental sequence to study spin-changing dynamics.

3−4 kHz and 300−400 Hz, for these parameters. Therefore, a vanishing tunneling rate (J = 0)
can be assumed to understand the most relevant interaction processes involved.

For singly occupied sites, this approximation removes all possible couplings in the Hamil-
tonian (6.24). For doubly occupied site, the internal Zeeman energy and the spin-dependent
interaction energy dominate the system properties [87, 228, 248]. These can be split into
three important contributions. First, the Zeeman energy introduces a spin-dependent energy
shift. Second, a similar shift is introduced by the spin-conserving interaction channels, which
change up to 20% for different spin configurations. Third, the spin-changing collisions couples
different spin configurations.

At large magnetic fields, the Zeeman energy offset dominates all other energy scales. Due
to energy conservation, the spin-changing collisions are suppressed in this regime and the initial
two-particle state |m1;m2〉 is stable. At low magnetic fields, where the Zeeman energy offset
is in the same order as the spin-conserving interaction offsets, an energy transfer between
these two quantities is possible, when a spin-changing collision leads to a transfer between two
different spin configurations. In this regime, complex spin dynamics are possible.

6.2.3 EXPERIMENTAL REALIZATION OF SPIN-CHANGING COLLISIONS WITH TWO
PARTICLES

The experimental sequence to study the two-particle spin dynamics is sketched in Fig. 6.4.
First, an ultracold mixture of two spin components in the optical dipole trap is prepared, as
described in section 2.1. After the evaporation, the atoms are held at a large magnetic field, such
that the spin-changing collisions are suppressed. An optical lattice is switched on adiabatically,
creating a band insulator with two atoms per site in the center of the trap. The initial preparation
of a two-component mixture ensures a maximal double occupancy of two particles per site,
realizing the band insulating ground state at large particle numbers. This is a clear advantage
compared to the bosonic systems, where a Mott insulator can be used to create doubly occupied
sites for the study of two-particle spin-changing collisions [228]. However, due to the absence
of Pauli blocking, an increase in the particle number leads to triple occupancy or even higher
values, which distort the global signal [231] .

After the preparation of the band insulator, the spin-changing dynamics are initialized by a
quench of the magnetic field to a lower value, where the difference in quadratic Zeeman energy
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Two-particle states coupled M Number of scattering lengths
via spin-changing collisions levels involved

|9/2; 7/2〉 8 1 a8

|9/2; 5/2〉 7 1 a8

|9/2; 3/2〉, |7/2; 5/2〉 6 2 a6, a8

|9/2; 1/2〉, |7/2; 3/2〉 5 2 a6, a8

|9/2;−1/2〉, |7/2; 1/2〉, |5/2; 3/2〉 4 3 a4, a6, a8

|9/2;−3/2〉, |7/2;−1/2〉, |5/2; 1/2〉 3 3 a4, a6, a8

|9/2;−5/2〉, |7/2;−3/2〉, |5/2;−1/2〉, |3/2; 1/2〉 2 4 a2, a4, a6, a8

|9/2;−7/2〉, |7/2;−5/2〉, |5/2;−3/2〉, |3/2;−1/2〉 1 4 a2, a4, a6, a8

|9/2;−9/2〉, |7/2;−7/2〉,
|5/2;−5/2〉, |3/2;−3/2〉, |1/2;−1/2〉 0 5 a0, a2, a4, a6, a8

Table 6.4: Spin-changing collision subspaces for two interacting 40K atoms. Only subspaces with
positive or zero magnetization are shown. Equivalent subspaces with negative magnetization exist,
where all single-particle magnetizations are negative compared to the displayed cases.

and the difference of spin-conserving interactions are in the same order of magnitude.
After the quench, the system is not in an eigenstate of the Hamiltonian, but in a combination

of the new eigenstates. The quench leads to oscillatory dynamics with frequencies correspond-
ing to the energy differences between the occupied eigenstates. Since all doubly occupied sites
have the same initial state, which is a direct consequence of the initial band insulator, all atom
pairs show the same time evolution, allowing for a detection of the individual dynamics using a
global measurement. In this case, the relevant observable is the occupation of the two-particle
states |m1;m2〉, which can be directly inferred from the occupation of all single-particle mag-
netization states |m〉. This spin composition is probed using a 500µs band-mapping procedure,
followed by a Stern-Gerlach separation of the spin components during time-of-flight, and ab-
sorption imaging. The band mapping is advantageous, since it reduces the size of the single
spin distributions to the size of the first Brillouin zone. In this way, the spin states can be
separated more easily by the Stern-Gerlach procedure during TOF.

The described procedure allows for the preparation and study of the spin dynamics of
an array of completely equal atom pairs. The total number of interacting two-particle states
|m1;m2〉 in the f = 9/2 hyperfine manifold is 45. However, the restrictions by magnetiza-
tion conservation and Pauli blocking limit the number of two-particle states coupled via spin-
changing collisions considerably. Table 6.4 shows all subspaces in which two 40K atoms can
evolve under the influence of spin-changing collisions. As displayed, the largest possible sub-
space is the M = 0 manifold with five two-particle states involved in the dynamics. The scat-
tering lengths for this subspace can be calculated from the theoretical values for all five aF and
are given by 

145.77 11.18 −6.48 4.50 −3.69
11.18 154.12 10.19 −6.99 5.83
−6.48 10.19 156.23 10.86 −8.78
4.50 −6.99 10.86 155.66 13.40
−3.69 5.83 −8.78 13.40 151.62

 aB , (6.25)

where the top row and first column denote the two-particle state |9/2;−9/2〉 and the bottom
row and last column the two-particle state |1/2;−1/2〉. This scattering matrix shows, that
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the M = 0 subspace is particularly suited for the investigation of involved spin-changing dy-
namics. All states are strongly coupled. Especially the scattering lengths for collisions with
magnetization transfer of ∆m≥ 2 are in the same order as the usual ∆m= 1 collisions. There
is no simple analytical solution for the five-level system, where all states are strongly coupled.
However, the numerical diagonalization of such a five-level system is very simple and can be
performed numerically exact.

For the particular investigation of theM = 0 subspace, a band insulator of a binary |1/2〉|−
1/2〉 mixture is prepared at about 45 G. The experimental parameters for the preparation are
as follows (see section 2.1 for a general description of the quantum gas preparation). A single-
component Fermi gas of about 2×106 spin polarized fermions in the state |9/2, 9/2〉 is trans-
ferred to the dipole trap. Using the dipole trap setup 2, the trapping frequencies are about
2π×(50, 100, 200) Hz and the trap depths are about 200hkHz (vertical) to 300hkHz (hori-
zontally). Using a 10 ms Landau-Zener sweep at about 45 G, a single component gas in the
state |9/2, 1/2〉 is produced. A subsequent rf-pulse creates an equal superposition of the states
|9/2, 1/2〉 and |9/2,−1/2〉 (from here on, these states are simply called |1/2〉 and |−1/2〉).
By lowering the trap depth, the mixture is evaporatively cooled to quantum degeneracy within
2 s, ending up with 4×105 atoms at 0.15−0.25TF. To increase the double occupancy in the
afterwards created band insulator, the trapping frequencies are typically increased to about
2π×(125, 41, 32) Hz by increasing the dipole trap power.

During the evaporation in the dipole trap losses due to Feshbach resonances prevent an
efficient evaporation for many magnetic fields. For the |1/2〉|−1/2〉 mixture, in particular
magnetic fields around 45 G and below 15 G allow for a stable evaporation. A details analysis
of the evaporation process for this initial state, as well as further initial states will be presented
in the thesis of Jasper Krauser [114]. The particular observed Feshbach resonances for the
|1/2〉|−1/2〉mixture can also be found in the diploma thesis by Nick Fläschner [116], prepared
at the BFM setup, and co-supervised by me.

Finally, a three-dimensional optical lattice is ramped up linearly over 100 ms to typically
s= 20− 30. During this ramp, the magnetic field was fixed to about 7 G, effectively pre-
venting any spin-changing collisions during the lattice ramp. In the ramp process, the atoms
adiabatically follow in the ground state of the system. Thus, every pair of atoms ends up in an
antisymmetrized two-particle spin state |1/2;−1/2〉.

Typical measurements at two different magnetic fields after a quench from 7 G are shown
in Fig. 6.5. Both measurements clearly show coherent oscillatory dynamics of the spin popu-
lations, coupling all spin states available. These measurements demonstrate the possibility of
spin-changing collisions with fermionic atoms for the first time. At the high magnetic field,
basically one single frequency is observed within the experimental resolution, indicating the
contribution of only two eigenstates. At the small magnetic field, the time evolution shows
pronounced beat notes in the oscillatory signal. The beat notes are a clear signature of multiple
frequencies and therefore of multiple eigenstates involved in the spin-changing dynamics, in
contrast to the single frequency at large magnetic fields. Especially the large occupation of the
m=±9/2 components is remarkable.

In order to compare the experimental data with the developed two-particle theory, using
the calculated scattering lengths (6.25) and the Zeeman energy, the five-dimensional Hamilto-
nian HS + HB is solved numerically. The resulting eigenenergies and eigenstates are used to
calculate the spin-changing dynamics of two particles from the initial state |1/2;−1/2〉. The
two-particle calculations of the spin-oscillation dynamics are depicted in Fig. 6.6, using the ex-
act parameters as for the measurements shown in Fig. 6.5 The results show a good agreement
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Figure 6.5: Measurement of coherent spin oscillations with five two-particle states involved. Plotted are
the observed sums of the relative populations n(m) + n(−m) of different spin states |m〉 as a function
of time, corresponding to the populations of the two-particle states |m;−m〉. Solid lines are fits with
the sum of several damped cosine oscillations and serve as guides to the eye. (a) The lattice depth is
25Er and the magnetic field is B= 1.01 G. All five two-particle states are involved in the oscillations,
which have only one common frequency anyway. This indicates the coupling of mainly two eigenstates
of the full two-particle Hamiltonian. (b) Data for the same parameters as in (a), except for the magnetic
field, which is B= 0.10 G. Pronounced beat notes appear in the signal, indicating the contribution of
multiple eigenstates.

with the experimental data.
Finite deviations between both results can be attributed to the following effects. First,

the absolute amplitude in the calculation is much larger than the observed amplitude. Recall,
that the band insulator is only realized in the center of the system due to the inhomogeneous
filling in the trap. The remaining atoms are distributed on singly occupied sites at the edge
of the system, and do not exhibit any spin-changing dynamics. Hence, they lead to a constant
background of |1/2〉 and |−1/2〉 atoms. Second, there is a slow damping of the experimentally
observed oscillations. This results from the finite tunneling amplitude of 5 Hz. Finally, there
is a deviation due to the magnetic field switching procedure. Since the quench of the magnetic
field is not instantaneous, finite phase changes between the different spin states are introduced.

Despite these small deviations, the similarity between the experimental and theoretical re-
sults is quite astounding, confirming a very precise determination of the F -depended scattering
lengths in the preceding section. Especially the agreement at low magnetic fields is remark-
able, where all five levels, and therefore many different interaction parameters, are involved. In
this regime, the large rates for spin-changing collisions with ∆m≥ 2 are expected to contribute
significantly. To verify this, the same calculations have been performed as for the results shown
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Figure 6.6: Theoretical calculations for the two-particle spin-changing dynamics in the five-level sys-
tem. (a) Calculation for the same parameters as in the experiment of Fig. 6.5(a). (b) Calculation for the
same parameters as in the experiment of Fig. 6.5(b).

in Fig. 6.6, now excluding scattering lengths that lead to the higher-magnetization exchanges.
Figure 6.7 shows the results, where different numbers of processes are neglected. The calcu-
lations reveal that the dynamics at the larger magnetic fields does not change its fundamental
behavior, if higher-order spin-changing collisions are neglected. The oscillation still includes
mainly one frequency component, but only the absolute frequency changes. This difference
could in principle also be a result of slightly wrong scattering lengths or an inaccurate magnetic
field calibration. Therefore, the large field dynamics does not allow for a clear identification of
higher-order spin-changing collisions.

In contrast, at the low magnetic fields the results without collisions corresponding to ∆m ≥
2 are also qualitatively different from the experimental data and the full calculation. The dy-
namics of m=±9/2 shows especially pronounced beating dynamics, which are very well
reproduced by the full simulation. Neglecting more and more scattering channels changes
this beat feature considerably. The combination of both observations, the good agreement be-
tween the full calculation and the change of the qualitative behavior, if higher-order scattering
processes are neglected, gives strong evidence for the influence of ∆m≥ 2 collisions on the
observed dynamics. This is in contrast to results for f = 2 in 87Rb, where such processes can
safely be neglected to explain the experimental results [92, 242]. Moreover, to my best knowl-
edge no experimentally evidence for spin-changing collisions with ∆m≥ 2 has been reported
elsewhere [230].
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Figure 6.7: Theoretical calculation of the spin-changing dynamics neglecting different spin-changing
channels in comparison with exemplary experimental data. Oscillation dynamics for (a) the higher
and (b) the lower magnetic field. Shown are exemplary spin states | ± 3/2〉 and | ± 9/2〉 from the
measurements shown in Fig. 6.5. The first row shows a comparison between the experimental and
numerical results using the full scattering lengths matrix (6.25) in the calculation. The numerically
calculated amplitudes are scaled by a factor of 0.2 to fit the experimental amplitudes, according for
the number of doubly occupied sites in the experiment. In the second to fourth row, different higher-
order spin-changing processes are neglected in the calculations. These results are depicted by the black
solid lines, while the colored lines depicts the result for the full scattering matrix from the first row
for comparison. Going downwards from the second row, the channels with ∆m= 4, ∆m= 3, 4, and
∆m= 2, 3, 4 are neglected.

6.3 DETECTION OF DOUBLE OCCUPANCY VIA SPIN-CHANGING

COLLISIONS

In the measurements presented above, a two-component band insulator is prepared initially. At
this stage, the system is described by the conventional s= 1/2 Hubbard model (3.15), whose
ground state phases are the band insulator (unity filling), the Mott insulator (half filling), and a
metallic phase (inconsumerate filling) [154]. To distinguish these different phases, the number
of doubly occupied sites is an especially useful observable [25], which is also a useful quantity
in many other contexts [38, 61, 188, 231, 232, 249].

In the literature, several approaches to measure double occupancy are reported, [25, 188,
231, 250]. Among them are spin-changing collisions in a deep optical lattice, which has been
used for bosons to distinguish different Mott shells [231]. An alternative approach are f -
changing collisions, where one or both components are transferred to the f = 7/2 manifold.
Any interacting pair is subsequently lost from the sample, since the internal excitation energy
of 1.3 GHz is inelastically converted to kinetic energy.

6.3.1 m-CHANGING COLLISIONS

In deep optical lattices all sites evolve independently, such that the total amplitude of coherent
spin-changing collisions is proportional to the double occupancy of the system. This observ-
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Figure 6.8: Double-occupancy measurement in a three dimensional lattice for different particle numbers
and lattice depths using spin-changing collisions. Experimental data is connected by solid lines as a
guide to the eye. (a) Shown is the amplitude of the spin-changing collisions in dependence of the particle
number for different evaporation procedures. The signal is proportional to the double occupancy in the
system. The lattice depth is s= 20. (b) Same signal as in (a), now in dependence of the lattice depth
after a linear 100 ms lattice ramp, followed by a 5 ms lattice ramp to a depth of s= 20. The final ramp
ensures equal conditions for the spin-changing collisions, but does not induce any change the double
occupancy or the band population. The particle number in (b) is 2.4×105. The trapping frequencies
without the lattice are about 2π×(125, 41, 32) Hz for both measurements.

able allows for a very precise determination of the relative change of the double occupancy
[231]. Therefore, a vanishing double occupancy can be effectively detected. Comparing the
observed oscillation amplitude to the theoretically calculated amplitude, as shown in Fig. 6.7,
allows in principle also for a detection of the absolute double occupancy. However, since this
method includes the assumption that all experimental parameters are known precisely for the
calculation, this determination of the absolute double occupancy is prone to systematical errors.

Figure 6.8(a) shows a measurement of the spin-changing collision amplitude in dependence
on the initial particle number. The lattice depth is 20Er, corresponding to a value of about
J/h= 12Hz andU/J ≈ 250, where the system is either in a Mott insulating or a band insulating
ground state, depending on the total particle number. At large particle numbers, a finite double
occupancy is observed, which indicates a band insulating core in the center of the trap. At the
lowest particle number, the double occupancy drops to nearly zero, indicating a Mott insulting
state in the center [154], where only singly occupied sites exist. The absolute double occupancy
at the largest particle numbers can be estimated to be about 20 %, if the absolute spin-changing
collision amplitude is compared to the theoretical expectation. Combining this with the relative
values reported in Fig. 6.8(a), the lowest detected double occupancy is below 2 %, which is the
detection threshold in the reported measurement. To unambiguously determine the state of the
system additional measurements of the excitation spectrum [25] or of the compressibility [26]
of the system are required, but the vanishing double occupancy is already a very promising
sign, that the Mott insulating state has been reached. Using lower initial trapping frequencies
would allow for an even larger regime of particle numbers in the Mott insulating state.

To investigate the influence of the lattice parameters on the double occupancy, a further
measurement was performed as shown in Fig. 6.8(b). Here, the relative double occupancy was
measured in dependence on the final lattice depth. A rise of the double occupancy with in-
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Figure 6.9: Sketch of f -changing collisions in 40K. If one atom is excited to the f = 7/2 hyperfine
manifold, collisions can lead to an inelastic decay to the energetically lower f = 9/2 manifold. The
released kinetic energy is much larger than any other energy scale in the system. Thereby, the two
colliding atoms are lost from the sample.

creasing lattice depth is observed for small absolute lattice depths. This is due to the increased
harmonic confinement introduced by the lattice beams. For lattice depths beyond s= 10 the
double occupancy reaches a plateau, while the harmonic confinement is still getting stronger.
This can be explained by a combination of multiple effects. First, at large lattice depths the
tunneling energy J becomes very small, which prevents an adiabatic redistribution during the
lattice ramp [251]. Second, around the band insulating core a Mott insulating ring develops
at large lattice depths [154], which is expected to appear above 10Er. This ring suppresses
further redistribution towards doubly occupied sites in the center by slowing down mass trans-
port considerably [252]. An increase of the total double occupancy could be achieved by a
further increase of the trapping frequency before ramping up the optical lattice, or by using
Feshbach resonances to reduce the interparticle interaction, which shifts the appearance of the
Mott insulating ring to higher lattice depths.

6.3.2 f -CHANGING COLLISIONS

An alternative method for the detection of double occupancy are inelastic f -changing colli-
sions, which lead to fast losses of all doubly occupied sites. A sketch of the basic process
in 40K is shown in Fig. 6.9. During a collision of two atoms with at least one in the excited
f = 7/2 manifold, this atom can change its spin to f = 9/2, while the total spin F of both
atoms is conserved. This process releases an energy of about 1.3 GHz, corresponding to the
splitting between the two hyperfine manifolds. The energy is converted to kinetic energy in
the process, leading to inelastic collisions. Since the converted energy is much larger than any
other energy scale in the system, such a collision leads to an instantaneous loss of the colliding
atoms.
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Figure 6.10: Double-occupancy measurement using losses due to f -changing collisions from the state
|9/2, 7/2〉|7/2, 3/2〉. The experimental data shows the particle number in the state |9/2, 7/2〉 for dif-
ferent times after the preparation of the |7/2, 3/2〉 atoms using a mw pulse. The solid line is an expo-
nentially decaying fit to the data, allowing for a constant offset in the particle number. The difference
between the initial and the offset particle number determines the double occupancy of the system, as
described in the text.

Confining the atoms to a deep optical lattice, collisions are only possible between atoms
on initially doubly occupied sites for times shorter than the typical tunneling time h/J . In this
regime, the inelastic f -changing collisions lead to a fast loss of all atoms on doubly occupied
sites. This provides a direct measure of the total double occupancy of the system, by measuring
the total particle number loss. For this, the atoms are prepared in two interacting states in the
f = 9/2 manifold. After their transfer to the deep optical lattice one or both components are
excited to the f = 7/2 manifold using microwave radiation, as described in section 2.2.

Figure 6.10 shows a typical measurement starting from the initial state |9/2, 7/2〉|9/2, 3/2〉,
where the |9/2, 3/2〉 component is transferred to |7/2, 3/2〉. The initial state is prepared very
similar to the |9/2, 1/2〉|9/2,−1/2〉 mixture in section 6.2, again requiring to take care of
losses due to Feshbach resonances in the evaporation [114]. The final magnetic field in the
optical lattice is 3 G and the lattice depth is 30Er. The trapping frequencies without the lat-
tice are about 2π×(125, 41, 32) Hz. The data shows a fast decrease of the atom number dur-
ing the first 5 ms. Fitting an exponential decay to the data gives a lifetime of about 1.3 ms,
corresponding to a loss rate of Γ≈ 2π×770 Hz, equivalent to a two-body loss coefficient
γ≈ 2π×4.8×10−18 m3/s. Comparing this to a typical interaction energy of U/~≈ 2π×4 kHz
the loss rate is a factor of about five smaller. This shows, that the decay is in the same order
as the typical f -conserving but m-changing collisions (see (6.25)). This is actually expected,
since both processes arise from the same underlying scattering processes [151]. Note here,
that the exact background for the collisions with mixed f cannot be calculated directly from
the reported aF. However, the data for other alkali atoms, such as 87Rb [155], shows that the
typical scattering lengths for such mixed-f collisions are very similar to the equal-f collisions
(see section 6.1). Therefore, using a typical value from the f = 9/2 manifold is well justified
as an approximation for the elastic scattering rate.

The lattice depth in the data from Fig. 6.10 is s= 30, resulting in a tunneling rate of about
J/h= 2 Hz, much slower than the observed particle decay time. This allows to assume in-
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dependent lattice sites during the observation time for the data shown in Fig. 6.10. Hence,
the double occupancy can be directly determined from the particle number decrease. This is
supported by the observed plateau of remaining atoms after the fast initial particle loss. The
plateau corresponds to all atoms on singly occupied sites, which need to tunnel before being
lost from the sample due to inelastic collisions. The timescales for this is the tunneling time
h/J = 500 ms, being much longer than the observed decay time.

Using the number of lost atoms, a double occupancy of about 26 % is observed for the initial
particle number of about 5.2×105. The presented method can in principle overestimate the total
double occupancy, since other processes that potentially lead to atom loss could increase the
double occupancy signal. Further, fluctuations of the total particle number lead to noisy signals,
which requires repeated measurements for averaging. In the data reported in Fig. 6.10, three
individual measurements were performed and averaged for each time step. A quick estimate of
the double occupancy can be obtained by measuring only the loss after 5 ms, which coincides
with the fitted value within the uncertainty. The maximal double occupancy measured with
the presented method was 40 %, at a total particle number of 6.4×105 and otherwise identical
parameters as for the measurement shown in Fig. 6.10.

In addition to the above mentioned loss channel |9/2, 7/2〉|7/2, 3/2〉, also the loss rates
for |7/2, 7/2〉|9/2, 3/2〉 and |7/2, 7/2〉|7/2, 3/2〉 have been measured, resulting in 64 Hz and
1.8 kHz, respectively. These values are equivalent to two-body loss coefficients γ≈ 2π×4.0×
10−19 m3/s and 2π×1.1 × 10−17 m3/s. This shows a clear stabilization for the |9/2, 3/2〉
|7/2, 7/2〉 mixture by an order of magnitude. The strength of the inelastic collisions is only in
the order of about 1−2 % of the usual background interaction for this mixture. While this is
still an order of magnitude larger than the very small loss rate for mixtures of f = 1 and f = 2
in 87Rb [120, 253], the possibility of such small loss rates might already enable an efficient
production and investigation of such mixed-f mixtures in 40K for future applications. Since
the observed loss rates strongly depend on the precise mixture, varying almost about two orders
of magnitude already for the three reported mixtures, a more detailed investigation might reveal
even lower loss rates for other mixtures.

Finally, let me point out that the detection of double occupancy using f -changing collisions
can be extended to investigate spinor gases with more than two components. In particular, it
allows for a spin-resolved detection of double occupancy in these systems. Each spin state can
be transferred to the excited f = 7/2 manifold independently. Measuring the relative loss in all
other spin states gives a direct measure for the number of doubly occupied sites containing the
transferred state and each of the other states. Repeating this measurement for each spin state,
the full distribution of different doubly occupancies can be obtained. This might have potential
applications in the detection of unconventional phases or superexchange dynamics in high-spin
Fermi gases [2, 111, 113, 233].

6.4 PHASE CROSSOVER FROM A MOTT TO A QUANTUM ZENO IN-
SULATOR

In the preceding section, I discussed losses due to inelastic two-body collisions in an optical
lattice. Assuming collisions exclusively between atoms on doubly occupied sites and includ-
ing only short-time dynamics, this gives an estimate for the double occupancy in the initial
state. However, for longer times, also inelastic collisions between atoms from initially singly
occupied sites must be included. For this, at least one of the atoms needs to tunnel to the
neighboring well. This happens in the order of the tunneling time h/J .
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If the system has additionally strong elastic collisions with U� J , being in the Mott insu-
lating phase, the tunneling is further suppressed by the interaction gap. In this regime superex-
change processes dominate the tunneling, which have an amplitude of 2J2/U�J [15]. This is
the case for all measurements described in section 6.3. Consequently, the effective loss rate for
atoms that are initially prepared on singly occupied sites is further reduced by this interaction
blockade.

In the following, I discuss the effective decay rate in optical lattice systems with inelas-
tic and elastic interactions. A thorough theoretical description of this situation can be found
in [234, 235], and the following discussion is meant as a short review of the most important
concepts and results. As a central result, the effective loss rate is decreased in both, the regime
of dominating elastic interactions (U� ~Γ) and in the regime of dominating inelastic interac-
tions (U� ~Γ). The latter has been attributed to the quantum Zeno effect [54, 254–256] and
has already been observed for molecular quantum gases [31, 54, 234]. However, the transition
between both regimes has not been observed experimentally, so far.

Such a study would allow for the observation of a novel crossover from the strongly cor-
related Mott insulating state [25, 26] to the strongly correlated quantum Zeno induced state
[31, 54]. This constitutes a completely novel approach on the investigation of strongly corre-
lated systems. In particular, since the particle number is not conserved, the system is an open
quantum system, which have gained a lot of interest in the context of ultracold atoms in recent
years (see, e.g., [257] and citations therein).

I propose here, how to use ultracold 40K atoms for the experimental study of this crossover,
from the usual Mott insulating regime with suppressed losses, to the quantum-Zeno regime. For
this, a novel Feshbach resonance of 40K can be applied that provides strong inelastic two-body
losses in combination with very small elastic interactions.

The effective loss rate Γeff from an initially purely singly occupied lattice can be calculated
by introducing the bare inelastic collision rate Γ as an imaginary term in the total scattering
amplitude

Ut = U + i
~Γ

2
= υ

(
g + i

~γ
2

)
. (6.26)

Here, υ is the total integral over the Wannier functions in the definition (3.14) of U . Assuming
a tunneling rate much lower than both U and Γ, the existence of a doubly occupied site can be
integrated out of the Hilbert space, as sketched in Fig. 6.11. For the interaction term U , this
corresponds to the usual description of superexchange in the hardcore limit, where no doubly
occupied sites can be dynamically created [15]. For the loss term Γ, the tunneling induced
realization of a doubly occupied site leads to a fast loss of both particles, such that the double
occupancy can be regarded as a transitory state between two singly occupied sites and two
empty sites.

In a double-well, as sketched in Fig. 6.11, the resulting Hilbert space has only two states.
The corresponding Hamiltonian

H =

(
0 J
J U − i~Γ/2

)
(6.27)

is not hermitian, however, which is due to the imaginary interaction term. Nevertheless, the
Hamiltonian 6.27 allows for a calculation of the effective decay rate. In the regime of strong
interactions [(~Γ, U )� J] the effective loss rate can be evaluated as [235]

Γeff =
8J2

~2Γ

(
1

1 + (2U/~Γ)2

)
. (6.28)
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Figure 6.11: Sketch of the Hilbert space reduction for strong inelastic interactions. (a) Bare states |1〉,
|2〉 and |3〉 for a double well system with half filling. |1〉 and |3〉 are coupled via a tunneling event, while
|2〉 and |3〉 are coupled via a loss process. (b) Effective two-level system after the integration over state
|3〉. The imaginary interaction term drives a system initially prepared in the state |1〉 slowly into the
vacuum state |2〉 with an effective rate Γeff.

Figure 6.12 shows the effective loss rate (6.28) as a function of the ratio ~Γ/U . At small
and large ~Γ/U , the loss is suppressed, while it is maximal for similar interaction strengths
~Γ/U ≈ 2. To understand the peculiar behavior of (6.28), a closer examination of the limiting
cases is very instructive.

First, in the usual case of small losses and strong elastic interactions (U� ~Γ), corre-
sponding to a Mott insulator, the effective loss rate simplifies to [235]

ΓU�~Γ
eff =

2J2

~U
~Γ

U
. (6.29)

This result reveals the interaction induced tunneling blockade, as discussed at the beginning
of the section. Inelastic collisions between the atoms are inhibited by the correlations created
by the dominating elastic interactions. Therefore, the loss rate is basically multiplied by the
typical tunneling amplitude 2J2/U of the dominating superexchange collisions.

The second relevant limit is the opposite situation with strong losses ~Γ�U . Here, the
effective loss rate becomes [235]

Γ~Γ�U
eff =

8J2

~2Γ
, (6.30)

which is inversely proportional to the bare loss rate Γ. This intriguing result shows, that the
physical loss of particles is indeed reduced for an increased strength of inelastic interactions.
This suppression of losses due to a dissipative channel is in fact a realization of the quantum
Zeno effect [54], where the repeated measurement of a system hinders its time evolution and
stabilizes the system in its present state [254–256]. Whether or not the two atoms are lost from
the system can be regarded as a measurement, since the system is projected onto different states
for both results. Thus, the mere possibility of this loss suppresses the actual tunneling process
that would induce the inelastic collisions [54]. Therefore, the system stabilizes in a configu-
ration of maximally one particle per site. This can only be achieved by information exchange
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Figure 6.12: Effective loss rate with strong inelastic and elastic interactions as calculated with (6.28).
For both limiting cases U� ~Γ and ~Γ�U , the effective loss rate is reduced, while at similar strengths
~Γ/U = 2 there is a maximum. The dashed line is the approximate result of (6.29), demonstrating the
linear behavior of Γeff at small Γ. The dotted line is the approximate result of (6.30), showing a clear
Γeff∝ 1/Γ behavior at large Γ.

between the different lattice sites, realized through virtual exchange processes. Therefore, the
configuration with suppressed losses corresponds to a highly correlated state. In the previous
realizations of this regime [31, 54] the loss rate behavior has been measured as a function of
the tunneling energy and the inelastic interaction strength, in both cases, however, with a fixed
ratio ~Γ/U .

To investigate the crossover between the limiting cases discussed above, a degenerate quan-
tum system with tunable elastic and inelastic interactions is required, where the ratio ~Γ/U can
be freely adjusted. This can be achieved using a novel Feshbach resonance in a two-component
mixture of 40K atoms, which has been identified during this thesis. It allows for the very con-
trolled tuning of ~Γ/U over many orders of magnitude with high precision and covers the full
parameter regime from (6.29) to (6.30). Figure 6.13 shows a loss measurement for the rele-
vant mixture of the spin states |9/2, 9/2〉 and |9/2,−5/2〉. In comparison, the results for the
inelastic and elastic collisions from a coupled channel calculation are shown, kindly provided
by T. Hanna and L. Cook [237]. Both, experiment and theory show two clear maxima of the
particle loss rate within the investigated magnetic field range. Inspecting the calculations of
the s-wave scattering length, the loss maxima can be attributed to s-wave Feshbach resonances
[237].

For the presented resonances the elastic scattering rate does not reach negative values, but is
only reduced by about two orders of magnitude. Since the resonance at 63 G is much broader, it
is easier to control the scattering length in this region. Therefore I concentrate on this resonance
in the following. Quantifying the interaction strength in terms of scattering lengths, the lowest
value at 66 G is about 1.5 aB, while the maximal value is about 230 aB at about 60 G. The
background scattering length is about 161 aB. Since small scattering lengths around a≈ 1.5 aB
are reached at the minimum of the elastic scattering rate in dependence on the magnetic field,
a very controlled preparation of this regime should be possible. Note, that in this regime the
inelastic scattering rate is up to two orders of magnitude higher than the elastic scattering rate.
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Figure 6.13: Loss measurement of an s-wave Feshbach resonance in the states |9/2, 9/2〉 and
|9/2,−5/2〉. (a) The system is initially prepared in the mixture |9/2, 9/2〉|9/2, 7/2〉 in the optical
dipole trap. The |9/2, 7/2〉 state is then transferred to |9/2,−5/2〉 using rf-sweeps at about 45 G. Sub-
sequently, the magnetic field is ramped to its final value and after a waiting time of 100 ms, the magnetic
field and all trapping potentials are switched off and the remaining particle number is detected after
TOF. The data shows two clear loss features, where especially the second at approximately 63 G is very
strong and broad. (b) Theoretical calculation of the scattering parameter U/~ and the two-body loss rate
Γ (see (6.26) for the definition of ν). The calculations show two Feshbach resonances in accordance
with the experimentally observed loss maxima. They additionally reveal, that the loss rate strongly
exceeds the elastic interaction in these regions. The theoretical calculations have been performed and
kindly provided by T. Hanna and L. Cook.

For the region between 64 G and 92 G, the ratio ~Γ/U can be tuned over several orders of
magnitude from approximately 0.05 to 182. The corresponding effective loss rates as calculated
from (6.28) are shown in Fig. 6.14. These results show, that the full regime from the very stable
Mott insulator to the quantum Zeno induced regime can be reached, allowing for a investigation
of the full crossover. Choosing suitable lattice parameters, the reduction of losses with increas-
ing inelastic collisions can be unambiguously connected to the quantum Zeno effect-induced
localization. Using a tunneling energy, such that a Mott insulator is realized for the background
scattering length of 161 aB, but not around the reduced scattering length of 1−20 aB, which are
conveniently realized from 65−69 G, the loss reduction in this regime cannot be attributed to
the Mott insulating state. Reducing the lattice depth even further, or switching of the lattice
entirely should realize a strongly correlated gas of “fermionized” two-component fermions
[258, 259], created by the strong inelastic collisions [31, 234, 236]

The loss rates for the different ratios ~Γ/U serve as a direct measure for the system behav-
ior. Additional probes of the transition at different interaction ratios are the excitation spectrum
[25] and the compressibility [26] of the system, which allow for a direct determination of its
insulating properties.
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Figure 6.14: Tuning the effective loss rate using a lossy Feshbach resonance in the states |9/2, 9/2〉
and |9/2,−5/2〉. (a) Ratio ~Γ/U in dependence on the magnetic field from the same numerical data
as in Fig. 6.13(b). The dashed line shows ~Γ/U = 2, where the effective loss rate is maximal. For all
higher values of ~Γ/U , the effective loss rate should be suppressed due to the quantum Zeno effect. (b)
Effective loss rate Γeff and U in dependence on Γ for the region between 64 G and 92 G. The resolution
of the calculation is 1 G, and the individual values are depicted by circles. The solid lines connect the
numerical results as a guide to the eye. A clear reduction of the effective loss rate at strong inelastic
and weak elastic collisions, as well as at low inelastic and strong elastic interactions is observed for the
investigated Feshbach resonance. This demonstrates the possibility to tune between the quantum Zeno
regime and the conventional Mott insulating regime over a broad range of parameters and with high
resolution.

6.5 SUMMARY AND OUTLOOK

In this chapter, I discussed the interaction properties of unconventional fermionic lattice sys-
tems. I started with the discussion of the full background scattering properties of 40K in the
lowest ground state manifold. Together with 6Li, 40K is the working horse for the investigation
of ultracold Fermi gases. An important difference between the two species is the high spin of
the latter, which allows for the realization of completely novel spinor-many-body systems [98–
102]. The excitation properties in these novel systems strongly depend on the exact scattering
properties, which makes a detailed knowledge inevitable for the investigation.

A proof-of-principle experiment is presented, realizing the coherent spin-changing colli-
sions in a fermionic high-spin system, using independent pairs of atoms prepared in a deep
optical lattice. These results constitute the first study of the spin-excitation properties of high-
spin Fermi gases. A comparison with a full quantum mechanical model, using the theoretically
determined scattering lengths, reveals, that these spinor dynamics strongly depend on higher-
order spin-changing processes with ∆m≥ 2. Such processes have not been observed so far
in other high-spin quantum gases [230, 242] and constitute a new class of magnetic exchange
interactions, strongly affecting the system properties.

In addition, a spin-resolved measurement technique for the double occupancy in ultracold
Fermi gases has been presented. The double occupancy is one of the most important observ-
ables for the characterization of strongly correlated ground state phases [25, 51]. Therefore, its
spin-resolve detection will be a powerful tool in future studies of high-spin lattice systems.

The presented results allow for a deep insight into the interaction properties of high-spin
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Fermi gases and pave the way for the investigation of novel quantum phases of ultracold
fermions in optical lattice [51, 101, 104–113], including spatial degrees of freedom. Indeed, a
first result in this direction has already been presented in the original publication [5], where a
new form of melting of a band insulator has been observed, using spin-changing collisions.

A different direction to investigate high-spin Fermi gases are harmonically trapped systems
without any lattice potential. First results concerning spin waves in this regime are presented
in chapter 7 and a corresponding outlook on the related topics will be given there.

Finally, the realization of a novel phase crossover was discussed, connecting two strongly
correlated states, driven by elastic collisions (Mott insulator, [25, 26]) or inelastic collisions
(quantum Zeno insulator, [31, 54, 234, 235]). This allows for a completely novel approach on
the investigation of the strongly correlated regime. In particular, the crossover takes place in
an open quantum system, where the particle number is not conserved. The study of such open
quantum systems with ultracold atoms has gained a lot of interest in recent years (see, e.g.,
[257] and citations therein).

Beyond that, the properties in the quantum Zeno regime can be used to measure the two-
particle correlation function of the particular quantum state [31, 54, 234]. Therefore, a quench
from the Mott to the quantum Zeno regime should allow for the measurement of the correlation
function for the Mott insulating state. This is only possible in tunable system as discussed here.
By that, particle ordering in strongly correlated many-body systems, like antiferromagnetism
[260–263] or frustration in triangular lattices [264, 265], could be investigated.



CHAPTER 7

SPIN WAVES IN SPINOR FERMI GASES

Spinor quantum gases with f > 1/2 are a very vital field in ultracold atom research. Many
theoretical and experimental studies have been performed on this topic since the advent of
Bose-Einstein condensation, revealing novel magnetic properties, collective spinor excitations,
spontaneous pattern formation, and many more fascinating results [67, 86–97, 226, 227]. The
systems under investigation have been mainly limited to bosonic quantum gases, however.
This changed in recent years, where an increasing number of theory proposals explores the
rich physics of fermionic high-spin systems [98–102], going hand in hand with a growing, but
still limited, number of experimental realizations of these complex systems [50, 73, 74]. A very
intriguing prospect of fermionic high-spin systems are collective excitations, which are rare in
fermionic systems because of Pauli blocking, but benefit from the additional internal degrees
of freedom.

In this chapter, I concentrate on the novel properties of high-spin Fermi gases in spin-
independent harmonic traps. There, the fermionic atoms are only weakly interacting and the
typical interaction energy is much smaller than the average kinetic energy. For conventional
two-component gases, it has been demonstrated that spin waves are the dominating low energy
excitations in this regime [266–274]. They are characterized by a periodic counterflow spin cur-
rent at constant total density. At stronger interactions, spin waves are suppressed and domain
formation dominates [91, 275], which corresponds to itinerant ferromagnetism for fermionic
quantum gases [276–279].

Concentrating on the weakly interacting regime, the goal of this chapter is to investigate
the influence of the high spin on the spin-wave excitations. In order to identify the most fun-
damental high-spin effects, a four-component subspace of the full f = 9/2 hyperfine manifold
of 40K is used. This realizes an effective spin 3/2 quantum gas. Since f = 3/2 is the simplest
possible realization of a high-spin Fermi gas, this case is heavily studied in theory (see, e.g.,
[280] and references therein) and constitutes a model system for all higher spins.

The physical origin of spin waves in cold gases is the so-called identical spin rotation effect
(ISRE), which results from an interference effect in the scattering of indistinguishable particles
[281]. The ISRE was first described in the context of seminal experiments studying collective
spin-wave excitation in hydrogen and helium [281–285], which are closely related to the spin
waves observed in the ultracold regime [268]. The system can be equivalently described using
a semiclassical mean-field theory (SMFT) [268]. Two-component systems can be conveniently
described in this approach using the well known spin vector description [269, 273]. For higher
spins, this is not sufficient and an extended description must be employed using higher-order
irreducible spherical tensors [286]. These novel degrees of freedom contain the additional
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effects introduced by the high spin.
The multicomponent spin waves have been investigated for a large set of parameters, rang-

ing from the linear to the nonlinear regime, and also for different initial states. For a comparison
with the experimental results the SMFT has been extended to Fermi gases with high spins by
Ulrich Ebling, supervised by Andre Eckardt and Maciej Lewenstein, and the results have been
kindly provided (for results on spin waves in bosonic atoms with high spin, see [286, 287]).
An excellent agreement is found between theory and experiment, demonstrating the compre-
hensive understanding and control of high-spin Fermi gases, which paves the way for further
studies of these system.

All experimental data presented this chapter was taken and analyzed together with Jasper
S. Krauser. The semiclassical model has been worked out by Ulrich Ebling, who kindly pro-
vided the numerical data based thereon. The representation of the results in the irreducible
spherical tensor representation and the linearized description have been worked out and imple-
mented together with Ulrich Ebling.

The results of this chapter have been partly published in [3].

7.1 IDENTICAL SPIN ROTATION EFFECT

The investigation of weakly interacting dilute gases requires a reconsideration of the basic
two-body interaction process, discussed in section 6.1 for Fermi gases with arbitrary spin. As
discussed in the following, the leading-order interaction term in the weakly interacting regime
is the ISRE. It affects only indistinguishable particles with internal spin [281]. While scattering
theory usually treats the interaction of particles in the basis set of orthogonal spin states |m〉,
|m′〉 with 〈m′|m〉= 0, the ISRE is related to coherent superpositions of different spin states,
allowing for interference effects. The full derivation of the ISRE is beyond the scope of this
thesis and can be found in [268, 281]. In the following, I give only a short review of the results
therein.

The main statement of the discussion in [268, 281] is best introduced in terms of the single-
particle density matrix (SPDM), which is a generalized description of quantum mechanical
states containing all single-particle information. Consider for simplicity one atom with two
internal spin degrees of freedom, |1/2〉 and |−1/2〉. The most general state of such an atom is

|ϕ〉 = c+|1/2〉+ c−|−1/2〉 = |c+|eiθ+ |1/2〉+ |c−|eiθ− |−1/2〉 . (7.1)

Such states are called pure states, where the atom is in a coherent superposition of both spins.
The SPDM of the most general state (7.1) is defined as

ρφ = |ϕ〉〈ϕ| =
(
|c+|2 c+c

∗
−

c∗+c− |c−|2
)

=

(
n+ n+−
n∗+− n−

)
. (7.2)

Equation (7.2) shows, that the diagonal elements of the density matrix contain the populations
n± of the spin states |±1/2〉. The trace of ρφ is always unity, reflecting the normalization
of the wave function (7.1). The offdiagonal elements n+− contain the relative phase of the
superposition and are therefore called coherences. For a pure state as in (7.2), the absolute
value of the coherences is directly related to the occupations, leading to the relation

n+− =
√
|c+c−|ei(θ+−θ−) . (7.3)
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This shows, that the SPDM (7.2) contains all information of the state (7.1).1

However, not every SPDM can be written in the form (7.2). The SPDM representation
rather allows for the description of a different class of physical systems, that cannot be repre-
sented by a pure state as (7.1). For these states the relation (7.3) is not fulfilled and it serves
only as an upper bound for the coherence amplitude. The most prominent example is the state

ρinc =

(
0.5 0
0 0.5

)
, (7.4)

which exhibits no coherences between the two magnetizations |±1/2〉. Such a state is called
an incoherent state and corresponds to a classical mixture, where no interference is possible.
Note, that the concept of a density matrix is equally valid for external degrees of freedom or for
many-body systems, where the latter can be described by a density matrix using many-body
Fock states as a basis set.

For the derivation of the ISRE, I consider here two indistinguishable fermionic atoms with
two internal degrees of freedom, following reference [268, 281]. The initial state is taken to be
completely uncorrelated. The particles have the spin density matrices ρ1 and ρ2 and opposite
momentum states |~p〉1 and | − ~p〉2. In the SPDM representation this relates to the two-particle
state

ρΦ = A{|~p〉〈~p|1ρ1 ⊗ | − ~p〉〈−~p|2ρ2} , (7.5)

where the brackets A{. . . } indicate a proper antisymmetrization incooperating the fermionic
character of the atoms.

The ISRE is an interaction phenomenon. Therefore, one needs to inspect the scattering
process of the two atoms in (7.5). For a two-component Fermi gas the spin is conserved during
a collision process. Therefore, the interaction does only influence the external degrees of free-
dom and a spin exchange is only possible via interference due to the indistinguishability of the
atoms. A scattering process is usually analyzed in scattering theory by the so-called S-matrix,
which describes a process, where the two scattering particles are initially far away from each
and are detected again far away from each other after the scattering process. For a scattering of
two identical fermions the spatial part of the S-matrix takes the form

〈~q|〈−~q|S|~p〉| − ~p〉 = δ(~p− ~q)− iπ
m

~2k
T (~q, ~p) , (7.6)

where |~p|= |~q| is required by energy conservation and k= |~p|/~. The T -matrix is used here,
which contains the scattered part of the particles [129].

In this context of ultracold atoms, using a pseudo-potential approach with scattering length
a, the T -matrix becomes independent of the scattering direction and can be calculated in the
Born approximation [129, 151] as

T (~q, ~p) = T (k) =
4π~2

m

(
a− a2

ik +O(a3)
)

(7.7)

up to second order in the scattering length. It is necessary to include the imaginary second-
order term here, in order to comply to first order with the optical theorem [129, 268], which is
used below.

Using the s-matrix, scattering processes in the state (7.5), are described by

ρscat = S†ρΦS . (7.8)
1The SPDM (7.2) does not contain the global phase of (7.1), which is irrelevant for the quantum mechanical

description and contains no additional information about the state.
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This process includes scattering in all three spatial dimensions. A distinguished direction is
given by forward scattering, where the atoms do not change their momentum. For distinguish-
able particles, without any antisymmetrization, the forward scattering (~q= ~p) leads to a change
in the density matrix given by

ρdis ∝
8π3m

~2k
= (T (k)) ρ1 , (7.9)

where = (T (k)) denotes the imaginary part of the T -matrix in the forward direction. Any par-
ticle, which is scattered, is removed from the forward direction, leaving the unscattered atoms
as the remaining fraction. In accordance with the optical theorem [288], the total scattering
crosssection σdis of (7.9) is proportional to the imaginary part of the T -matrix. Inserting the
Born approximation (7.7) yields the well known result σdis = 4πa2. Note here again, that this
result is only obtained consistently, keeping the second order of the Born approximation in
(7.7).

For indistinguishable fermions the result is modified and the ISRE shows up in this process.
The total scattering amplitude for this case is given by

ρind ∝
8π3m

~2k

(
= (T (k)) ρ1 −

1

2
= (T (k)) {ρ1, ρ2} − i

1

2
< (T (k)) [ρ1, ρ2]

)
. (7.10)

The additional terms in (7.10) account for interference effects between unscattered and backscat-
tered atoms in the scattering process, resulting from the indistinguishability of the particles.
The backscattered atoms result from collision processes, where the atoms exchange exactly
their momenta and subsequently move opposite to their original direction ~q= − ~p. When the
particles are indistinguishable, this process cannot be distinguished from the original forward
scattering in (7.9). The corrections due to the interference contains products of the SPDMs of
the two colliding particles, where one term depends on their anticommutator and one term on
their commutator.

The total crosssections of the interference terms depend on the imaginary part and on the
real part of the T -matrix, respectively. They can be calculated to be σind = 4πa2 for the anti-
commutator term and τind = 4πa/k for the commutator term. As the latter depends on the real
part of the T -matrix, it arises in lower order than the other terms and should therefore play a
dominant role in the scattering process, especially at small scattering lengths, where the lowest
order Born approximation is the leading term. Its inverse dependence on the scattering mo-
mentum also reveals, that the commutator term is especially dominant for low densities, where
small relative scattering momenta are typical. The commutator term in (7.10) is called the
ISRE [281] and according to the above discussion dominates the interaction in the low density
(small momenta) and weak interaction (small scattering length) regime.

Finally, it is very instructive to evaluate the spin dependence of the correction terms more
closely, to understand which kind of initial states (7.5) are subject to them. Inspecting these
terms in detail shows the following. First, if both fermions have the same spin state, the commu-
tator vanishes, while the anticommutator cancels exactly the original scattering term (7.9). Due
to Pauli blocking no interactions are possible at all, resulting from the indistinguishability of
the atoms. Second, if both fermions have orthogonal spin states, both the anticommutator and
the commutator vanish. This shows, that indistinguishable atoms in orthogonal polarizations
scatter in the same way as distinguishable particles. No interference is possible for orthogonal
states, similar to the case of orthogonally polarized photons. Third, for any completely inco-
herent state the commutator vanishes, since these states can be represented as a sum of pure
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orthogonal states. These special cases show, why no influence of the ISRE has been observed
on the spin dynamics in chapter 6, where only orthogonally polarized states have been used.

In summary, in order to realize a system, where the ISRE is present, it is necessary to create
particles with different, non-commuting SPDMs. For this, the introduction of coherences to
the system is necessary, since for all pure and mixed states the ISRE vanishes as discussed
above. The ISRE, while discussed here and in [281] only for two-component systems, should
equally well dominate the physics of spinor Fermi gases in the weakly interacting regime. In
this case, the interactions also include spin-dependent processes leading to, e.g., spin-changing
collisions and require to include higher-order spin tensors for a complete description. Still, the
fundamental excitations introduced by the ISRE should be spin waves, as in the two-component
case.

7.2 HARMONICALLY CONFINED SPINOR FERMIONS

In this section, I discuss the physical system examined and the experimental procedure for
spin waves in spinor Fermi gases. The system consists of an ultracold gas of 40K atoms in
the f = 9/2 hyperfine manifold, confined to a spin-independent optical dipole trap. Trapping
frequencies are approximately ω(x,y,z) = 2π × (70, 74, 12) Hz with an aspect ratio of about 6.
The corresponding trap depths are around 6hkHz (vertically) and 90hkHz (horizontally). The
full system is described by the many-body Hamiltonian [289]

H =

∫
dr3

∑
ij

ψ†i (~r)hij(~r)ψj(~r) +
∑
ijkl

gijkl

2
ψ†i (~r)ψ†k(~r)ψl(~r)ψj(~r)

 , (7.11)

where the kinetic energy and the external harmonic potential are included in the single-particle
part

hij(~r) =

[
− ~2

2m

(
∂2
x + ∂2

y + ∂2
z

)
+
m

2

(
ω2

xx
2 + ω2

yy
2 + ω2

z z
2
)]
δij . (7.12)

The Hamiltonian (7.11) includes an interaction term, which is characterized by the parameter
gijkl = 4π~2

m aijkl using the spin-dependent s-wave scattering lengths as derived in section 6.1 for
40K. The Hamiltonian is written in terms of the fermionic field operators ψi (x) (ψ†i (x)), which
annihilate (create) a fermion at position x with magnetization i and obey the usual fermionic
anticommutation relations.

In the elongated dipole trap, the interacting two-component mixture of the spin states |1/2〉
and |−1/2〉 is evaporatively cooled to temperatures of approximately 0.25TF and total particle
numbers of aboutN = 3.5×105. For the preparation of the initial |1/2〉|−1/2〉mixture prior to
the evaporation see chapter 6. Recall, that in such a mixture of two orthogonal spin states, the
ISRE vanishes. It is very instructive for the following, to discuss, how this situation of many
particles can be described in a SPDM picture. The realized fermionic quantum gas is a genuine
many-body system. Assuming the system initially in the quantum mechanical ground state
|Ψ〉, it can alternatively be described by the many-body density matrix ρΨ = |Ψ〉〈Ψ|, which
contains all many-body correlations. However, as shown in the previous section, the only
information necessary for the description of the ISRE are of single-particle nature, not relying
on any many-body correlations in the initial state apart from the indistinguishability of the
atoms. All single-particle information is encoded in the SPDM, as discussed in the preceding
section.
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Figure 7.1: Single-particle density matrix in spin space. The shading represents the amplitude of the
entries. The phase of the coherences is not captured in this representation. (a) Incoherent state for two
internal degrees of freedom (f = 1/2). (b) Same state as in (a), if the system has four spin degrees
of freedom (f = 3/2). (c) Rf rotation of (b), as discussed in appendix A.3, representing a coherent
admixture of the states | ± 3/2〉.

For a many-body system as described here, the SPDM can obviously not be defined as
in (7.2). Instead, it is defined as the expectation value of all single-particle operators in a
given representation with respect to the state of the system [273]. Using the field operator
representation, the SPDM becomes

nij(~r, ~r
′) =

〈
ψ†i (~r)ψj(~r

′)
〉

Ψ
, (7.13)

where the parentheses 〈. . . 〉Ψ denote the expectation value using the current many-body density
matrix ρΨ of the system. Equation (7.13) yields the definition (7.2), if |Ψ〉 describes only a
single particle, and is therefore a reasonable generalization of the SPDM.

Applying (7.13) to the initial interacting two-component mixture, one obtains the SPDM

n(~r, ~r′) = ñ(~r, ~r′)

(
0.5 0
0 0.5

)
, (7.14)

where ñ(~r, ~r′) is the spatial density matrix of the gas including the spatial distribution n(~r) =
ñ(~r, ~r) and the spatial correlations ñ(~r, ~r′ 6=~r). The spin degrees of freedom are in a mixed
state, corresponding to an incoherent superposition with respect to the single-particle degrees
of freedom. As discussed in section 7.1, such a state is not subject to the ISRE, since it can be
written as a superposition of orthogonal spin states. For a visualization of the SPDM in spin
space, see Fig. 7.1(a).

To investigate spin waves in the spinor Fermi gas, which are driven by the ISRE, it is
necessary to introduce single-particle spin coherences to the system. In addition, it is necessary
that different particles have SPDMs that do not commute, such that the ISRE term acquires a
finite value. To achieve this, a procedure was used, similar to earlier investigations of spin
wave phenomena in s= 1/2 [266, 269, 274]. The initially incoherent mixture is rotated in spin
space using an rf pulse at low magnetic field, leading to an equal coupling between all pairs
of spin states (see section 2.2). As shown in Fig. 2.6, this leads to a coherent admixture of the
additional spin components | ± 3/2〉, | ± 5/2〉 and so forth. For the measurements presented in
this chapter, the pulse area is chosen typically below 0.2π, corresponding to the regime where
only the states | ± 1/2〉 and | ± 3/2〉 are populated. For this reason, the SDPM is restricted
to this subspace in the following, corresponding to a pseudo f = 3/2 spinor system. Figures
7.1(b) and (c) show the initial and the rotated SPDM for the typical initial state used in most of
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Figure 7.2: Sketch of the initial phase spiral for different magnetic field gradients. Shown is the relative
phase θij of the superposition of different spin states. Exemplary pictures of the phase change across
the atomic cloud for (a) a small gradient of about 0.5 G and (b) a large gradient of about 5.0 G for the
typical experimental parameters.

the following experiments. The pulse area for this state is about 0.145π, leading to populations
of about ρ± 1

2
= 0.37, ρ± 3

2
= 0.12, and below 0.01 for all the higher spin states that are excluded

from the discussion in the following. Another preparation scheme at larger magnetic fields has
also been employed to investigate spin waves in imbalanced mixtures. This scheme is discussed
below in direct connection with the corresponding measurements.

The rf pulse is homogeneous over the whole sample, such that the SPDMs of all particles
commute. Hence, the state is still not subject to the ISRE. Therefore, in the second step, a
spatially varying phase must be created in the coherences over the atomic cloud, such that
the SPDMs for different positions do not commute anymore. In combination with the trap
dynamics, which mixes particles from different positions, this leads to a non-vanishing ISRE
and induces the spin waves [266, 269, 274]. The phase profile is imprinted using a magnetic
gradient field switched on for a short time. In general a finite magnetic field strength B leads
to a rotation of the phase of the coherences between different hyperfine states in the density
matrix, due to the difference in internal Zeeman energy of both states. To first order this phase
difference is proportional to the magnetic field strength and to the magnetization difference.
The phase evolution follows the linear Zeeman energy as in (6.15)

nij(~r, ~r
′) = |nij(~r, ~r

′)|e−igJµB(i−j)Bt/9~ . (7.15)

For a homogeneous magnetic field, the SPDM changes homogeneous over the whole sample
and therefore the system stays in the same overall spin configuration, where the phase change
can be gauged out.

By applying a magnetic field gradient to the sample for a finite time T , a spatially varying
phase can be imprinted on the atomic distribution (see Fig. 7.2). Assuming a weak linear gra-
dient field BG(z) = ∆Bz in the linear Zeeman regime, the phase change also depends linearly
on the position:

θij(z) = θi(z)− θj(z) ∝ (i− j)∆BzT . (7.16)

This process creates different SPDMs at different positions in the trap, which do not commute
with each other. As mentioned above, the following trap dynamics lead to mixing of particles
from different positions, allowing the ISRE to influence the system and to induce the sought-for
spin waves.

Since the spin waves constitute counterflow spin oscillations of the different spin states,
they must be recorded spin-resolved. As discussed in section 2.1, the low trapping frequency
in z-direction together with the Stern-Gerlach separation do not allow for a sufficient TOF to



118 SPIN WAVES IN SPINOR FERMI GASES

po
si

tio
n

(c)
3/2

1/2

-1/2

-3/2

de
ns

ity
 (a

rb
.u

ni
ts

)

0

1

0 50 100 150

(a)

po
si

tio
n

time (ms)

z-direction

(b)

0 50 100 150
time (ms)

0 50 100 150

x-direction

time (ms)

time (ms)

(d)
total

density
0 50 100 150

Figure 7.3: In situ measurement of spin waves in a pseudo f = 3/2 Fermi gas. (a) depicts the time evo-
lution of the |3/2〉 to the |−3/2〉 component after a 10 ms magnetic field gradient pulse of ∆B= 3.4 G/m
along the z-direction. The particle number is N = 1.8×105 and the temperature is 0.3TF. Shown are
the column densities along the z-direction at different times after the excitation. All four components
oscillate in the excitation direction with a common frequency. The common oscillation frequency of all
four components is about 10 Hz. (b) shows the total density of the system in the x-direction, remaining
constant for all times, indicating the counterflow character of the spin wave. (c) and (d) show the corre-
sponding results for the perpendicular x-direction. No oscillations of the different spin components are
observable at all, proving the effective one-dimensional character of the excitation.

detect the momentum distribution properly, but rather a mixture of spatial and momentum de-
grees of freedom. As dipole oscillations are invariant under the Fourier transformation, which
is introduced by the TOF, this method still allows for the detection of spin waves in the spa-
tial dipole mode, while all higher spatial modes effectively average out. As shown below, the
dipole oscillations, corresponding to oscillations of the atomic cloud in the trap, are the domi-
nating spatial dynamics in the presented experiments and therefore the TOF method conserves
the most important information faithfully.

An alternative detection method is in-situ absorption imaging, as also discussed in section
2.1. This allows for the direct detection of the spatial dynamics of all spin components. Since
each component must be detected separately in a single experimental run this method increases
the measurement time by a factor of 4 and even more for larger spins. Therefore, most of
the measurements have been performed using a 18.5 ms TOF, revealing only the dominating
spatial dipole oscillations, and only few measurements were performed using in-situ imaging
to study certain aspects in the high-spin regime.

A typical in situ measurement of a spin wave in a four component, i.e. pseudo f = 3/2, sys-
tem is shown in Fig. 7.3. The preparation of the coherent superposition is performed at 1.01 G,
where the maximal difference between the transitions in the f = 9/2 manifold is 1.23 kHz. The
rf pulse has a length of 20µs, corresponding to a width of about 50 kHz, much broader than
the transition differences, allowing for the simultaneous coupling of all spin states. As men-
tioned above, the pulse area is about 0.145π, creating population in the m= ± 3/2 states only,
resulting in an effective pseudo-spin 3/2 system.
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Figure 7.4: Typical spin wave observed after TOF of 18.5 ms for a magnetic field gradient of 3 G/m, a
particle number of N = 3.8×105 and a temperature of 0.25TF. (a) Momentum resolved data for all four
spin components. (b) Oscillation of the center-of-mass of all four components versus time. Solid lines
connect the data as a guide to the eye.

The magnetic field gradient is aligned with the weak trapping direction, where ωz =
2π× 12 Hz. The results clearly show an oscillatory behavior in the z-direction, while the
perpendicular directions are not affected. The observed oscillation frequency is about 10 Hz,
which is in the order of the trapping frequency. This results in an energetical detuning of ex-
citations in the different directions that prevents the coupling of the spin-wave excitation to
the perpendicular directions. Starting from a directed magnetic field gradient in one direction,
the system develops an effectively one-dimensional spin-wave excitation. The measurement
presented in Fig. 7.3 also confirms the counterflow character of the spin-wave excitation, since
the total density is constant during the whole evolution time. An indication of the complex
spinor structure of the observed spin wave is given by the alternating oscillation direction of
neighboring spin components. This behavior is a clear evidence for novel tensorial degrees of
freedom, not present in conventional two-component systems as explained in section 7.4.

A typical data set for the detection after TOF is shown in Fig. 7.4. The preparation is
completely identical to the in situ detection measurement. The results show, that the inversed
oscillation direction is clearly observable also after TOF. The inverted oscillation directions are
a result of an inverted magnetic field gradient in both measurements, effectively reversing the
spin wave amplitude for each component.

7.3 MEAN-FIELD APPROXIMATION

Before turning to a detailed investigation of the spin-wave properties in dependence of the
the excitation amplitude and the initial state, I discuss here a theoretical description for these
systems, which allows for a deeper understanding of the spin wave dynamics.

Since the experiments are performed in a weakly interacting, low-density regime, a mean-
field description of the system is a natural choice. In previous investigation of spin waves
and related phenomena, the experimental results could be well described in a semiclassical
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mean-field theory (SMFT) based on a collisionless Boltzmann-equation [267, 268, 281]. In
particular, the SMFT has been successfully applied to weakly interacting bosonic and fermionic
systems with two-components [267, 268, 271, 272] and has been extended to f = 1 spinor
bosons recently [286, 287]. In the spirit of this previous work, Ulrich Ebling, Andre Eckardt,
and Maciej Lewenstein extended the SMFT to spinor Fermi gases [3]. In the following I give
a short review of the derivation of this model. Later, I concentrate on its interpretation in terms
of spherical tensor operators and discuss a linearized description. Finally, a comparison of
experimental results with numerical calculations using this model, kindly provided by Ulrich
Ebling, reveals an excellent agreement.

Recall, that the experiments have been carried out in an elongated dipole trap with an as-
pect ratio of about 6. For a fermionic quantum gas, this geometry does not allow for a complete
one-dimensional description in general. However, since the spin-wave energy is in the order
of the trapping frequency the coupling to transverse modes is strongly energetically inhibited,
already for an aspect ration of 6, as evident from Fig. 7.3. Therefore, the transverse dimen-
sions can be integrated out in the mean-field description, leading to effective one-dimensional
equations of motion. These are the same as obtained from a pure one-dimensional treatment
with appropriately normalized interaction parameters [289]. In the following, I discuss only
the one-dimensional system for simplicity, while the normalized parameters have been used
for all numerical calculations presented in this chapter.

The development of the SMFT contains several approximations [268, 273]:

I Heisenberg equation of motion: first, the time evolution of the SPDM must be defined in
terms of the Heisenberg equation of motion.

II Single-particle description: the set of equations is reduced to a single-particle level, where
all many-body correlations are neglected in the interaction part.

III Wigner transformation: a Wigner transformation is applied, creating a description in a
semiclassical phase space of position z and momentum p.

IV Truncated gradient expansion: the equations of motion are simplified using a truncated
gradient expansion to linear order.

I discuss these points step by step, following [268, 273]. The SPDM has been introduced
above in (7.13). Following step I its Heisenberg equations of motion are given by [273]

i~∂tnij(z, z
′) =

〈[
ψ†i (z)ψj(z

′), H
]〉

(7.17)

with a one-dimensional version of the Hamiltonian (7.11). This equation contains the full
quantum dynamics of the system, which is reflected in the fact, that the right hand side of
(7.17) contains terms of the form〈

ψ†i (z)ψ†j (z)ψk(z)ψl(z)
〉
. (7.18)

These terms are not part of the SPDM, but are rather included in the two-particle density matrix.
Via these terms, (7.17) describes the influence of many-particle correlations onto the dynamics
of the SPDM.

To obtain a full single-particle description as stated in step II, it is necessary to approximate
the full equations of motion further, by reducing terms of the form (7.18) to products of SPDM
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elements as 〈
ψ†i ψ

†
j ψkψl

〉
≈
〈
ψ†i ψl

〉〈
ψ†j ψk

〉
︸ ︷︷ ︸

nilnjk

−
〈
ψ†i ψk

〉〈
ψ†j ψl

〉
︸ ︷︷ ︸

niknjl

, (7.19)

where the minus sign reflects the fermionic anticommutator relations of the field operators.
This substitution is a Hartree-Fock approximation, which is suitable for weak interactions and
corresponds to neglecting many-particle correlations entirely [268, 273]. From the point of
view of section 7.1, this approximation corresponds to a consideration of only forward scatter-
ing events described by (7.10) [268].

Inserting the decomposition (7.19) into (7.17) leads to equations of motion for the nij(z, z
′),

which only depend on themselves. This creates a fully self-consistent single-particle descrip-
tion2

i~∂tn(z, z′) =
[
n(z, z′), h(z)

]
+
[
n(z, z′), hmf(x)

]
, (7.20)

where the single-particle Hamiltonian h(z) is only defined in one dimension, similar to the
three-dimensional (7.12) and the mean-field potential resulting from the decomposed interac-
tion term is given as

hmf
ij (z) =

∑
kl

(
gklji − gkijl

)
nkl(z, z) . (7.21)

In the effective single-particle equations of motion (7.20), the SPDM enters quadratically in
the interaction term. Therefore, the self-consistent dynamics are governed by a nonlinear set
of differential equations.

Inspecting equation (7.20), it appears to be highly nonlocal, since the SPDM is defined at
two different positions simultaneously, including spatial correlations in this way. This unusual
behavior can be elucidated by performing a Wigner transformation, as noted in step III, which
leads to a description in a phase space of independent spatial and momentum variables z and
p, similar to the description of particle and hole dynamics in chapter 5. The transformation is
performed by applying [273]

Wij(z, p) =
1

2π~

∫
dye−iz′p/~nij(z − z′/2, z + z′/2) , (7.22)

on the SPDM, projecting the spatial correlations onto the momentum variable p.
Applying the transformation onto the mean-field potential results in

V mf
ij (z) =

∫
dp
∑

kl

(
gklji − gkijl

)
Wkl(z, p) , (7.23)

which depends only on the spatial distribution of the Wigner distribution, while an integral is
performed to average over the momentum direction.

The equations of motion (7.21) transform to a complicated infinite series of gradient terms,
acting on the potential and the mean-field term [273]. Truncating this series at a finite gradient
order is a semiclassical approximation, excluding highly oscillating Wigner functions, and
simplifies the equations of motion considerably. The truncation is performed to linear order,
according to step IV. This describes the harmonic trapping exactly but neglects higher-order

2Note, that the commutators have to be applied with care in (7.20). They correctly describe the spin indices,
however, since h(z) is a differential operator, it always needs to be applied from the left onto n(z, z′).
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Figure 7.5: Comparison of theory and experiment for an in situ spin wave in a pseudo f = 3/2 Fermi
gas. (a) and (b) depict the same data as (a) and (b) in Fig. 7.3. (c) and (d) show the corresponding
results from the numerical calculation using (7.24), revealing an excellent agreement between theory
and experiment. The calculations have been performed and the results were kindly provided by Ulrich
Ebling.

mean-field terms. The truncated equations of motion read [273]

∂tW (z, p) =
(
− p

m
∂z +mω2

z z∂p

)
W (z, p)

+
1

i~
[W (z, p), V mf(z)]

+
1

2

{
∂pW (z, p), ∂xV

mf(z)
}
.

(7.24)

The first line of the right hand side in (7.24) corresponds to the single-particle part h(z) of
the Hamiltonian H . The commutator in the second line denotes the lowest-order interaction
term from the gradient expansion, which is equivalent to the ISRE discussed in section 7.1,
and is also given by the commutator term in (7.10) [268]. It dominates the interaction, if
single-particle coherences allow for interference effects in the interaction process. The third
line contains the first order interaction term from the gradient expansion and corresponds to the
sum of the distinguishable interaction term (7.9) and the anticommutator in (7.10). Comparing
the absolute values of the different terms for the typical parameter used in the presented exper-
iments, the anticommutator is an order of magnitude smaller than the ISRE term. However, it
is the dominating interaction term, if orthogonal states are prepared, such that no interference
is possible.

The semiclassical equations of motion (7.24) describe the dynamics of the spinor Fermi
gas. For a simulation of the observed spin waves, it is additionally necessary to define the initial
state properly. Note, that the initial state prior the magnetic field gradient can be separated into
spatial and spin degrees of freedom asW (z, p) = f(z, p)ρ. The spin part of the Wigner function
can is described by a SPDM ρ, as discussed in section 7.2. The spatial part is a distribution
function on the semiclassical phase space. For weak interactions, it can be approximated by
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Figure 7.6: Phase space dynamics of the initial phase spiral. (a) Semiclassical phase space for a harmon-
ically confined system. The quadratic momentum and position dependence of the kinetic and potential
energy lead to concentric circles representing equal energy trajectories. (b) The initial state at T = 0 can
be represented by a flat distribution with unity filling up to the Fermi energy. (c) The magnetic field gra-
dient breaks the rotational symmetry of the initial state on the semiclassical phase space, by introducing
a phase spiral along the spatial direction. The green shading depicts the integral of the momentum in
the calculation of the mean-field potential. (d) The trap dynamics rotate the phase-space distribution.
Thereby, the phase spiral is rotated with respect to the position axis and the mean-field potential acquires
information about the phase distribution at neighboring positions.

the Thomas-Fermi distribution fTF(~r, ~p) of a non-interacting Fermi gas (see, e.g., [10, 118] and
appendix A.2). At a total atom number N , each component consists of N/2 atoms and forms
an independent Thomas-Fermi distribution. Therefore, the total density is given by twice the
density nTF(~r) =

∫
d3pfTF(~r, ~p) of a Thomas-Fermi distribution with N/2 atoms. Integrating

over the two perpendicular spatial dimensions gives the correct initial Wigner functionW (z, p)
in the one-dimensional description with a density n(z) =

∫
dpf(z, p).

Using this initial state together with the proper SPDM in spin space, the experimentally ob-
served dynamics, presented in Fig. 7.3, can be numerically simulated. The resulting dynamics
are shown in Fig. 7.5, in comparison with the experimental data, demonstrating an excellent
agreement.

The numerical calculations show, that the anticommutator term in the third row of the
equations of motion (7.24) has only a very weak influence on the observed dynamics. The
leading terms creating the observed spin waves are the ISRE term and the harmonic trap. This
is expected, since the anticommutator term is much weaker than the ISRE for the parameter
regime used in the experiment. While the anitcommutator term is kept in all further numerical
results, it is neglected in the following for clarity in all analytical calculations.

The description of the Fermi gas in the Wigner function representation developed above is
strongly connected to the semiclassical description of the harmonically confined lattice system
in chapter 5. For the non-mean field terms, a similar phase space can be introduced using
the variables z and p. Since no optical lattice is used in the present case, the equal energy
trajectories in the harmonically confined system are simply concentric circles as depicted in
Fig. 7.6 [273]. The initial state can be described as for the lattice system simply by a unity
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occupation up to the equal energy trajectory, corresponding to the Fermi energy. For this state,
the commutator in (7.24) simply vanishes, since the mean-field interaction V mf(z), which is
obtained by integrating over the Wigner function in momentum space, is simply proportional
to the local Wigner function W (z, p), which has no relevant momentum structure.

If the magnetic field gradient is applied on the system, the resulting phase spiral breaks the
position-momentum symmetry of the initial state. However, also in this state the commutator
vanishes, since no momentum structure is present in the Wigner function and the mean field
is still proportional to it at each position. Only the subsequent trap dynamics changes this
situation, where the phase spiral is rotated with respect to the integration axis, breaking the
direct proportionality between V mf(z) andW (z, p) for all momenta and positions. Thereby, the
commutator in (7.24) becomes non-vanishing and the ISRE interactions affect the dynamics.
The subsequent influence of the interaction leads to the spatial separation of the different spin
states, creating a spin wave in the occupations of the density matrix.

7.4 SPIN-WAVE PROPERTIES

Figure 7.5 demonstrates, that the mean-field description introduced in the preceding section
allows for a quantitative description of spinor Fermi gases. In this section, I compare experi-
mental and theoretical results on spin waves in these systems for a wide range of parameters,
from the linear to the nonlinear regime and for different initial states. To obtain an intuitive
understanding of the underlying processes I introduce an alternative basis set, which conserves
the rotational symmetry of the interaction.

7.4.1 THE SPHERICAL TENSOR DESCRIPTION AND NONLINEAR MODE COUPLING

While the mean-field equations of motion allow for a quantitatively correct description of the
observed spin waves shown in Fig. 7.5, their representation in the form of (7.24) does not allow
for an intuitive understanding of the novel features generated by the high spin of f = 3/2 in
the experiments. For this, it is beneficial to introduce another basis set for the description of
the spin degree of freedom, which captures the intrinsic symmetries of the Hamiltonian (7.11)
and therefore of the equations of motion (7.24). This should simplify the equations of motion
(7.24) by emphasizing the dominating processes and couplings.

As discussed in section 6.1, the interaction of high spin-Fermi gases is rotationally sym-
metric in spin space. The same is true for the kinetic energy and the dipole trap potential in
(7.11). Therefore, the minimal symmetry of the equations of motion (7.24) is this rotational
symmetry. The natural basis for rotationally symmetric systems are the irreducible spherical
tensors Tm

l [129]. They are ordered by a total spin index l= 0, 1, 2, . . . , and a magnetization
index m= − l, . . . , l. Under rotation only tensors with the same total spin l and different m
are mixed with each other, while there is no coupling between tensors with different l. The
most well known examples of irreducible spherical tensors are the spherical harmonics Y m

l for
spatial degrees of freedom. For internal spins, the unity matrix corresponds to the scalar tensor
T 0

0 . Another common example are the Pauli matrices for f = 1/2, which constitute the spin
vector S= (σx, σy, σz) that corresponds to the three components of the l= 1 tensor Tm

1 .
A particle with spin 1/2 is described by a two-by-two SPDM. The four operators T 0

0 and
Tm

1 are sufficient to describe all possible spin configurations in the form

ρ1/2 =

(
c0 + cz cx − icy
cx + icy c0 − cz

)
= c01︸︷︷︸

scalar

+ cxσx + cyσy + czσz︸ ︷︷ ︸
vector

. (7.25)
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Figure 7.7: Irreducible spherical tensors for f = 3/2. (a) shows the tensors T 0
l for l= 0, 1, 2, 3 in a

f = 3/2 spin system. For comparison, (b) shows the spherical harmonics Y 0
l depicted by equal potential

orbits for positive (red) and negative (blue) values. The similar structure of both representations is
clearly visible, being a direct consequence of the identical rotational properties.

The representation of the full density matrix with only the identity and the spin vector is no
longer possible for systems with higher spins, which are discussed in this thesis. For these
systems, higher-order tensors are required [129, 290]. For the particular case of f = 3/2, which
is described by a four-by-four SPDM, the five nematic tensors Tm

2 and the seven octupole
tensors Tm

3 must be included in the description. This results in a total of 16 basis elements and
a decomposition of the SPDM in the form

ρ3/2 = c0T
0
0︸︷︷︸

scalar

+

1∑
m=−1

cm
1 T

m
1︸ ︷︷ ︸

vector

+

2∑
m=−2

cm
2 T

m
2︸ ︷︷ ︸

nematic

+

3∑
m=−3

cm
3 T

m
3︸ ︷︷ ︸

octupole

, (7.26)

where the spherical tensors are normalized as

Tr (Tm
l T

n
k ) = δlkδmn . (7.27)

Figure 7.7 shows the m= 0 components of the tensor basis for f = 3/2, corresponding to
the diagonal terms of the SPDM and thus to the observable densities of the four spin compo-
nents. A list of all tensors can be found in appendix A.5. In particular, the tensor T 0

0 accounts
for the total density of the system and the tensor T 0

1 is proportional to the total magnetization.
The tensors T 0

2 and T 0
3 are measures for the extended spin degrees of freedom imposed by the

high spin. These nematic and octupole tensors are not present in conventional spin 1/2 sys-
tems, as shown by (7.25). The tensors components with m 6= 0 correspond to the offdiagonal
terms of the SPDM, that is, to the coherences.

The in situ measurements and numerical simulations in the spin-component basis, pre-
sented originally in Figs. 7.3 and 7.5, can be translated to the irreducible spherical tensor-basis.
For given column density distributions nm(z) the spatial distribution of the T 0

l tensors can be
calculated as 〈

T 0
l (z)

〉
=

3/2∑
m=−3/2

nm(z)
(
T 0

l
)

mm (7.28)
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Figure 7.8: In situ spin-wave dynamics in the irreducible spherical tensor representation. (a) depicts
the absolute variation of the tensors T 0

0 to T 0
3 from the initial state for the same data as in Fig. 7.3(a).

T 0
0 corresponds to the total density, which is basically constant within the experimental resolution and

shows no variations over time. T 0
1 and T 0

3 show clear dipole oscillations in the trap, while T 0
2 exhibits

dominantly breathing dynamics. (b) shows the corresponding tensors from the numerical calculation
already shown in Fig. 7.3(c), in very good agreement with the experiment. The projection amplitude is
reported relative to the maximum of the total density of the system.

for each time step. Starting at t= 0 the initial state is exclusively composed of scalar and
nematic components. This can be seen as follows: The initial incoherent superposition of
|1/2〉 and |−1/2〉 is a pure superposition of T 0

0 and T 0
2 as

0 0 0 0
0 0.5 0 0
0 0 0.5 0
0 0 0 0

 =
1

2


0.5 0 0 0
0 0.5 0 0
0 0 0.5 0
0 0 0 0.5


︸ ︷︷ ︸

T 0
0

+
1

2


−0.5 0 0 0

0 0.5 0 0
0 0 0.5 0
0 0 0 −0.5


︸ ︷︷ ︸

T 0
2

, (7.29)

while the initial density n(z), which is the same for both spin states, gives a smooth spatial
envelope. This state is subsequently rotated in spin space using a resonant rf pulse. By def-
inition, tensor components with different l do not mix during such a rotation. Therefore, the
resulting state with single-particle coherences does also contain only the unique l= 0 tensor,
describing the total density, and tensor components with l= 2. Since the rf-pulse is much faster
than all spatial dynamics, the spatial envelope of the rotated state is the same common density
distribution n(z) as initially.

Figure 7.8 shows the dynamics of the initial nematic state in the irreducible spherical tensor
basis. It is again visible, that the total density described by T 0

0 is constant for all times. The
situation for the other three tensors is more complicated. The vector and the octupole compo-
nent show essentially a dipole mode behavior, consistent with the oscillatory dynamics of the
center-of-mass for all four spin components, shown in Fig. 7.3. In contrast, the nematic com-
ponent shows clear breathing mode dynamics. This behavior is hidden in the spin component
representation used in section 7.3. The complete absence of dipole oscillations in this compo-
nent combined with the dominating coupling to the next higher spatial mode is very peculiar
and suggests the presence of nonlinear mode coupling.

The numerical results evaluated in irreducible spherical tensor-basis show exactly the same
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Spin index l Combinations (l′, l′′)

0
1 (1, 1), (2, 2), (3, 3)
2 (1, 2), (2, 1), (2, 3), (3, 2)
3 (1, 3), (3, 1), (2, 2), (3, 3)

Table 7.1: Spin combinations (l′, l′′) that contribute directly to the time derivative of l in the semiclas-
sical equations of motion (7.33).

behavior as the experimental data (see Fig. 7.8). Therefore, the intriguing difference of the
spatial dynamics for different tensor components should be intuitively explainable within the
equations of motion (7.24). For this, the spin parts of the Wigner function Wij(z, p) and of
the mean-field potential Vij(z) must be rewritten in terms of the tensor basis. For the Wigner
function this corresponds to a simple basis transformation

Wm
l (z, p) = Tr (Tm

l W (z, p)) , (7.30)

and the total Wigner function is given by

W (z, p) =
3∑

l=0

l∑
m=−l

Wm
l (z, p)Tm

l . (7.31)

To transform the mean-field potential, the representation (7.30) must be inserted into (7.23),
where the interaction tensor is applied onto the Wigner function. Remember, that the interac-
tion is rotationally symmetric and therefore does not mix any tensors with different l, such that
the mean-field components take the form

V m
l (z, p) = αl

∫
dpWm

l (z, p) , (7.32)

with l-dependent scattering parameters αl. As for the full two-particle interaction in section
6.1, the rotationally invariant interaction cannot depend on the magnetization of the state and
therefore, the αl cannot depend on the index m.

Inserting (7.30) and (7.32) into the mean-field equations of motion (7.24) and taking the
equations of motion for each tensor component leads to3

∂tW
m
l (z, p) =

(
− p

m
∂z +mω2

z z∂p

)
Wm
l (z, p)

+
1

i~
∑
l′l′′

∑
m′m′′

αl′′

∫
dqWm′′

l′′ (z, q)Wm′
l′ (z, p)Tr

(
Tml

[
Tm

′
l′ , T

m′′
l′′

])
.

(7.33)

The symmetry properties of the interaction are encoded in the trace operation over three tensors
in (7.33). Omitting the m-index, all combinations of total spins l′ and l′′, that contribute to the
time evolution of the different l-components, are depicted in Tab. 7.1.

Certain combinations are forbidden by the addition rules for tensor operators, such as l= 3
and l′= l′′= 1. This is due to the Wigner-Eckart theorem [129] and corresponds to the usual

3Note, that the anticommutator term is neglected here, as discussed above, since it does not induce any qualita-
tive and only very small quantitative changes.



128 SPIN WAVES IN SPINOR FERMI GASES

addition rule for spins, that |l′− l′′| ≤ l ≤ |l′+ l′′|. Other combinations are forbidden by time-
reversal symmetry. As a general statement, irreducible spherical operators with even (odd) l
also have an even (odd) parity under time reversal. In addition, the time derivative on the left
hand side of (7.33) has an odd parity under time reversal. Since both sides of the equations of
motion must have the same time-reversal parity, this restrict the possible scattering channels.
Applying both restrictions on the scattering term in (7.33) leads to the same results as calculated
from the trace in (7.33).

Inserting the results of Tab. 7.1 into (7.33), still omitting the m-index for simplicity, leads
to the symbolic equations of motion

∂tW0
∼= ∂0W0 ,

∂tW1
∼= ∂0W1 +

1

i~
(
[W1, V1] + [W2, V2] + [W3, V3]

)
,

∂tW2
∼= ∂0W2 +

1

i~
(
[W2, V1 + V3] + [W1 +W3, V2]

)
,

∂tW3
∼= ∂0W3 +

1

i~
(
[W3, V1] + [W1, V3] + [W2, V2] + [W3, V3]

)
,

(7.34)

with the abbreviation ∂0 = (−p/m∂z +mω2
z z∂p).

From (7.34) one can easily understand the different behavior of the spin tensors in the
dynamics shown in Fig. 7.8. Bear in mind, that the initial state for the observed dynamics is
composed only of scalar l= 0 and nematic l= 2 components.

The time evolution of the scalar component in (7.34) depends only on itself. As the scalar
component, representing the total density of the system, is given by the identity matrix and has
no additional components, representing coherences, it is not affected by the phase spiral im-
printed by the magnetic field. Therefore, the scalar component should not show any dynamics
due to the spin-wave preparation as performed in the experiment. Note here, that the anticom-
mutator term in (7.24) couples the l= 0 component to the other components, possibly leading
to small breathing dynamics of the total density in principle. Weak breathing dynamics in the
l= 0 component are indeed observable in the theoretical data shown in Fig. 7.8, however, the
experimental resolution does not allow for a clear verification of the effect.

The equations of motion (7.34) also show, that the scalar component does not influence the
dynamics of any other component via the commutator term of the interaction. As a result of this
decoupling of the W0 component, the dynamics are initially driven by the nematic component
W2 only. This results in a completely nematic mean-field V2, due to the rotation symmetry of
the interaction [see (7.32)]. Inspecting (7.34), the time derivative of the vector and octupole
componentsW1 andW3 depend on a commutator of the form [W2, V2] and therefore spin waves
in these components are driven by the initial spin configuration. Since the excitation procedure
via the magnetic field gradient creates a linear phase twist, this leads to dipole oscillations as
visible in Fig. 7.8.

The equation of motion of the nematic component W2 itself does not include a term of the
form [W2, V2], as would be necessary to support spin waves with the employed initial state.
The absence of this term is a result of the time-reversal symmetry in the equations of motion.
The observed spin-wave amplitude in the nematic component are therefore a higher-order ef-
fect, induced by interactions between the lowest-order spin waves in the vector and octupole
components with the background. This nonlinear mode coupling leads to the breathing mode
of the dynamics in the l= 2 component.

Higher spatial modes can also be excited in two-component spin waves, using quadratic
magnetic fields [266] or via nonlinear excitations as in the present case [291]. For the latter
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Figure 7.9: (a) Frequency and (b) oscillation amplitude of spin waves excited with different magnetic
field gradients, recorded after a TOF of 18.5 ms. The particle numbers are N = 3.8×105 and the tem-
perature is 0.25TF. Negative amplitudes denote an inverted initial direction. Experimental values are
obtained as in Fig. 7.4 by fitting an exponentially damped cosine oscillation to the center-of-mass of
each component. All error bars solely correspond to fit errors, representing one standard deviation.
Solid lines are numerical data for each component showing the maximum of the first oscillation period,
kindly provided by Ulrich Ebling. Since the experimental amplitudes are taken after TOF and the nu-
merical amplitudes have been calculated in situ, both are rescaled onto each other by a global factor.
(c) Sketch of the phase windings across the atom cloud for different gradient pulses, as indicated by the
labels (i)-(iii) in (a) and (b).

case, the nonlinear mode coupling has only been observed indirectly via an amplitude depen-
dence of the spin wave frequency. The direct observation of the higher spatial modes is difficult
in this case, since all spatial modes have the same spin tensor l= 1. The linear decoupling of
the nematic component in the presented high-spin system circumvents this and enables the
direct observation of the mode coupling (Fig. 7.8).

7.4.2 NONLINEAR SPIN WAVES: DENSITY DEPENDENCE AND LINEARIZED DE-
SCRIPTION

In the preceding section, I addressed the effect of nonlinear mode coupling on the spin-wave
decomposition at large excitation amplitudes. In a different set of experiments, the amplitude
and frequency behavior of the system was investigated in dependence on the initial phase gra-
dient and on the density of the Fermi gas. The dynamics have been recorded after TOF for
these measurements.

Figure 7.9 shows the results for multiple measurements similar to the data shown in Fig. 7.4,
tuning the initial magnetic field gradient strength. This corresponds to a change of the ini-
tial phases θij in the SPDM, while the initial coherence amplitudes |Wij| are kept constant.
The center-of-mass oscillations, as shown in Fig. 7.4, are fitted by exponentially decaying
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cosines, allowing for a determination of the oscillation amplitude and frequency. The numer-
ical calculations reported in Fig. 7.9 are in good agreement with the experimental results. For
small gradients, the frequency is amplitude independent and the amplitude rises approximately
linearly with the gradient strength. At intermediate gradients, the system shows a strongly
nonlinear behavior, driven by nonlinear mode coupling, as discussed above, which results in
an amplitude-dependent oscillation frequency. This behavior has also been observed for spin
waves in f = 1/2 Bose gases [291]. For large gradients, the frequency approaches the trapping
frequency and is again only weakly dependent on the excitation amplitude.

The limiting regimes of small and large gradients can be understood on different grounds. I
start here with the regime of small gradients. It corresponds to a weakly excited system, where
only small spin-wave amplitudes are present and nonlinear mode coupling can be neglected.
Consequently, the equations of motion can be linearized to describe the spin-wave dynamics in
this regime. This ansatz is consistent with the observation, that the spin-wave amplitude rises
linearly with the gradient field strength. It also matches with the amplitude independence of
the frequency, which is expected in the linear regime. The resulting linearized spin waves are
the fundamental low energy excitations of the system.

The linearization has been performed together with Ulrich Ebling using the method of
moments [267], taking into account only spatial dipole oscillations, and is discussed in more
detail in [3]. It results in an equation for the spin composition of the dipole spin-wave excitation
given by

(ω2 − ω2
z)δρ = 2ωωmf [ρ, δρ] , (7.35)

where ω is the spin-wave frequency, determined by this equation, and ωmf corresponds to the
mean-field interaction strength given by

ωmf =
g

2~〈p2〉

∫
dz

∫
dp p2f(z, p)n(z) (7.36)

with

〈p2〉 =

∫
dz

∫
dp p2f(z, p) . (7.37)

For simplicity it is assumed in (7.35), that all scattering lengths a0, a2, . . . , a8 in 40K are equal,
taking their mean value 152 aB, which leads to a mean scattering parameter g in (7.36). The
SPDM ρ is given by the initial state without any magnetic field gradient applied. The small
perturbation δρ is the sought-after spin configuration, which constitutes the linearized spin-
wave excitation. Solving (7.35) for δρ and ω corresponds to calculating an eigenvector of the
commutator with the initial density matrix ρ according to

[ρ, δρ] = λδρ (7.38)

with the eigenvalue λ.
For the initial state used in the experiment the trivial eigenvalue λ= 0 and the eigenvalue

λ= 0.5 are found. In the trivial case of λ= 0, the excitation is not influenced by the interaction
and commutes with the mean-field term. The total oscillation frequency from (7.35) is in this
case the trapping frequency ω=ωz. In the other case, the excitation is interaction driven, and
solving (7.35) leads to an oscillation frequency of

ω = −ωmf +
√
ω2

mf + ω2
z . (7.39)
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Figure 7.10: Spin-wave frequency for small magnetic field gradients in comparison with the linearized
description (solid line) at different particle numbers. The calculation was performed using (7.39) with
(7.36) for the different particle numbers. The errorbars show the standard deviation for the average over
all four spin components.

The eigenvector solution corresponding to the frequency (7.39) is given by linear combination
of the vector and octupole tensor only. This directly confirms the linear decoupling as discussed
in connection with (7.34).

The spin-wave frequency in the low-gradient regime has been extracted for two measure-
ments at different densities and is compare to the theoretical prediction in Fig. 7.10. The exper-
imental results differ from the calculated results in the absolute value, but show the same trend
as the calculation. Two main sources could lead to the disagreement between experiment and
theory: First, the mean scattering parameter g used in (7.36) might change the result. However,
the relative error introduced by this does not exceed 5% of the total interaction stength and is
therefore considerably smaller than the observed shift. Second, the assumption of completely
linear spin waves might not be correct. Possibly, the total interaction is already strong enough
to excite higher spatial modes also at low gradients. Since the full theory reproduces the exci-
tation frequency at small gradients very well, all other sources, like errors in the extraction of
experimental parameters, can be excluded.

For large gradients, the frequency slowly approaches the trapping frequency. Numerical
simulations show, that in this regime the phase spiral is averaged out dynamically on timescales
much shorter than 2π/ωz [273], such that the mean-field potential no longer affects the sub-
sequent oscillation. The interactions are so strong, that the original rotating phase spiral is
destroyed quickly and the following random phase distribution averages the integral in the
mean-field definition to zero for all later times.

7.4.3 CONTROLLING THE SPIN-WAVE DECOMPOSITION

Until here, all presented measurements have been performed with the same initial state prior
to the application of the magnetic field gradient, which initializes the spin-wave dynamics.
However, the versatile state preparation techniques for high-spin Fermi gases developed in this
thesis allow for a full control over the SPDM, both for the occupations and the coherences.
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Figure 7.11: Sketch of the coherence preparation in the SPDM. The preparation for two different initial
states with equal spin state occupations is shown. (a)-(c) show the preparation from an initially fully
balanced incoherent state, while (d)-(g) show the preparation from an initially imbalanced incoherent
state.

Therefore, also the multipole decomposition of the initial state can be fully controlled, which
in turn affects the spin-wave characteristics via the l-dependent scattering processes in (7.34).
In order to investigate the initial state dependence, a further set of experiments has been per-
formed, where the initial state has been engineered, such that the population of all four spin
components |Wii| remains the same as in all experiments above, but the initial coherence ampli-
tudes |Wij| are changed. This investigation is complementary to the results shown in Fig. 7.9,
where the phase θij of the coherence was changed by using different gradient strengths, while
the coherence amplitudes were kept constant.

A sketch of the preparation procedure is shown in Fig. 7.11. Note here, that the following
experiments have been performed at larger magnetic fields of 11.8 G, where the minimal tran-
sition difference between two pairs of states in the f = 9/2 manifold is about 20 kHz. Using
200µs rf pulses, corresponding to pulse widths of about 5 kHz, all transitions between pairs of
states {|m〉|m′〉} can be addressed individually in this regime.

In a first step, a two-component mixture of the magnetization states |1/2〉 and |−1/2〉 is
evaporatively prepared, corresponding to an incoherent superposition as before. In contrast to
the measurements above, however, this incoherent mixture is not necessarily balanced. This
allows the tuning of the coherences of the initial state for the spin-wave dynamics.

The preparation of coherences in an initially balanced mixture is shown in Fig. 7.11(a)
to (c). After the incoherent mixture is created via evaporation, two rf pulses are performed,
coupling the transitions from |1/2〉 to |3/2〉 and from |−1/2〉 and |−3/2〉 individually. The
complete symmetry of the final state, as depicted in Fig. 7.11(c), shows, that the resulting state
does not depend on the order of the pulses. The state created via this procedure is chosen such,
that the relative occupations of the |±1/2〉 to the |±3/2〉 states is identical to the measurements
performed at lower magnetic fields, presented earlier in this chapter.

To tune the spin waves, this preparation scheme is extended by one step. For this, instead
of a completely balanced mixture, imbalanced mixtures of |±1/2〉 are evaporatively cooled
initially. The particle numbers and temperatures achieved in this procedure are about the same
as for the balanced mixture.

To end up with the same occupations after the full preparation procedure, an additional rf
pulse is applied to the imbalanced mixture before the two other preparation pulses, as shown in
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Figure 7.12: (a) Spatial oscillation amplitude of spin-wave excitations for different initial coherences
at ∆B= 3.6 G/m. The particle number is 3.6×105 and the typical temperature is about 0.2TF. Solid
lines show the initial spin-wave amplitude extracted from numerical calculations, kindly provided by
Ulrich Ebling. The experimental amplitudes, which are taken after TOF, and the numerical amplitudes,
calculated in situ, are rescaled onto each other by a global factor. (b) Typical SPDMs for different
coherences c, as indicate by the labels (i)-(iii) in (a).

Fig. 7.11(d)-(g). The resulting state has equal populations in |±1/2〉, but also a finite coherence
amplitude

∣∣∣ρ′1
2
− 1

2

∣∣∣ between them. The value of this coherence depends on the initial imbalance.
For a completely balanced mixture, it is zero, while for an initial single-component gas, it
reaches its maximal value of 0.5.

More quantitatively, the size of the coherence ρ′1
2
− 1

2

after the first rotation is proportional
to the initial imbalance as ∣∣∣ρ′1

2
− 1

2

∣∣∣ =
1

2

(
ρI

1
2

1
2

− ρI
− 1

2
− 1

2

)
, (7.40)

where ρI
m,m are the initial populations directly after the evaporation. The two additional rota-

tions now do not only couple the occupations of the | ± 1/2〉 states to the | ± 3/2〉 states, but
also their coherence amplitude, creating mutual coherences between all four states.

The coherence ρ1/2−1/2 on the resulting state is a measure for the change of the spin-wave
parameters due to the different preparation procedure. The ratio between this coherence and
the occupation of the | ± 1/2〉 states is an especially suggestive quantity, since it is strongly
connected to the preparation scheme. Indeed, it is identical to the initial imbalance

c =

∣∣∣∣∣ρ 1
2
− 1

2

ρ 1
2

1
2

∣∣∣∣∣ = ρI
1
2

1
2

− ρI
− 1

2
− 1

2

. (7.41)

Thus, the coherence amplitude can be easily changed in the presented preparation scheme, by
tuning the initial imbalance in the evaporation. This procedure further extends the control over
the multicomponent quantum gases, beyond the case of balanced mixtures. It demonstrates
once again the unprecedented control achieved over the internal degrees of freedom of spinor
Fermi gases in this work.

Figure 7.12 shows the experimentally determined oscillation amplitudes for different initial
coherences in the spin-component representation. A comparison of experimental and numerical
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Figure 7.13: Vector and octupole fraction of spin-wave excitations for different initial coherences for
the same data as in Fig. 7.12. Results are obtained as described in the text. Solid lines show the initial
spin-wave amplitude extracted from numerical calculations, kindly provided by Ulrich Ebling. The
experimental amplitudes, which are taken after TOF, and the numerical amplitudes, calculated in situ,
are rescaled onto each other by a global factor. All error bars solely correspond to fit errors, representing
one standard deviation.

data shows a very good agreement. An inspection of the oscillation amplitude reveals, that at
the normalized coherence c≈ 0.5 the system changes its qualitative behavior, where the |1/2〉
and |−1/2〉 components interchange their oscillation direction. For large coherences c, the
different spin states oscillate proportional to their magnetization sign, where the positive spins
|1/2〉 and |3/2〉 have a positive and |−1/2〉 and |−3/2〉 have an initially negative oscillations
direction. For c< 0.5, neighboring spin states have opposite oscillation directions.

The observed behavior in the spin-component representation can be recast into the irre-
ducible tensor notation. Using this basis set, the dynamical properties at small and large coher-
ences are easily elucidated. The magnetization dependent oscillation direction, as observed at
large c, clearly indicates a spin-vector dominated spin-wave dynamics. For the opposite case
of staggered oscillation amplitudes, realized at small c, the dominating spin-wave constituent
is the octupole tensor T 0

3 . Figure 7.13 shows an evaluation of the vector and octupole fraction
for the same measurements as in Fig. 7.12. The results clearly support the above statement,
that the spin wave changes its characteristic from octupole to vector dominated with increasing
coherence c. Again the numerical calculations describe the engineered spin waves well.

From the above considerations, the octupole component shows a surprising behavior. While
it behaves as expected for small and intermediate coherences, it shows an anew increase at large
coherences, which is also captured by the numerical calculations, however. This apparently
contradicts the increased vector character of the oscillations as observed in the spin compo-
nent basis in Fig. 7.12. To resolve this contradiction, it is necessary to discuss the extraction
procedure for the vector and octupole fraction in more detail.

The vector and octupole dynamics are obtained in the same way as for the in situ measure-
ments [see (7.28)]. The only difference is that in the present measurements the Stern-Gerlach
separation leads to displacement of the four spin components. This is compensated by an inde-
pendent measurement of the positions of the atomic clouds at rest. By this, similar images as in
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Fig. 7.8 are obtained for the different tensor components. To obtain a measure for the relative
strength of the different tensor components, the absolute value of the tensor distributions for
each time step is taken and the sum over the spatial coordinate leads to a single amplitude for
each spin component for each time step. The resulting oscillatory dynamics of this value are
fitted by an exponentially damped cosine to extract the oscillation amplitude for each tensor
component, which is reported in Fig. 7.13.

Using this definition of the tensor fraction, the anew increase of the octupole amplitude at
large c can be explained, as the spatial sum over the absolute value of the tensor distribution
does not distinguish between different spatial excitations. The integral ads up all structures
induced by higher-order spatial modes in the wave function, which can eventually dominate
the results for the tensor fraction. In contrast, the center-of-mass oscillation amplitude can be
unaffected from such structures in the density distribution resulting. Therefore, the observed
increase is a result of the nonlinear mode coupling, as discussed above.

7.5 SUMMARY AND OUTLOOK

In conclusion, I have presented a thorough investigation of collective spin-wave excitations in
a weakly interacting spinor Fermi gas. These results constitute the first experimental investi-
gation of collective many-body dynamics of high-spin fermions. They also demonstrate the
excellent control obtained on these systems, including the preparation and study of imbalanced
Fermi gases.

The spin-wave dynamics is studied for a large set of parameters, ranging from the linear to
the nonlinear regime. An intuitive description of the multicomponent spin waves on the basis
of irreducible spherical tensors is worked out. Together with an especially adapted in-situ de-
tection for multiple spin components, it allowed for the direct observation of nonlinear mode
coupling at large excitation amplitudes. Beyond that, the excellent control over the initial spin
composition achieved in this thesis allowed for a tuning of the spin-wave decomposition in a
wide range of parameters. The experimental results are compared to numerical calculations
using a semiclassical mean-field theory for high-spin Fermi gases, developed by Ulrich Ebling.
The experimental results are very accurately described by this method for all investigated pa-
rameters, validating the theoretical approach for the description of the quantum degenerate
regime.

The presented results pave the way towards novel schemes for spintronics in ultracold
atomic gases, using the intrinsic high spin as a valuable resource [270]. The unprecedented
control over the spinor Fermi gas also enables the study of different collective excitations,
driven, e.g., by spin-changing collisions, as extensively studied in bosonic gases [89, 90, 92,
93, 292]. However, the existence and nature of such collective excitations purely in spin space
is not a priori obvious for fermionic atoms and has not been observed until now. Studies of
this topic are performed as of this writing at the BFM setup and will be discussed in [1, 114].
For the investigation of ground states in such high-spin systems, the tensor basis is especially
suited, since it preserves the rotational symmetry of the interaction. In particular, for s= 3/2
systems, an extended interaction symmetry has been predicted [101, 280], which should result
in a degeneracy of the vector and the octupole tensor interaction, which should be observable
in this representation.

Many theoretical investigations on multicomponent systems aim for pairing in attractively
interacting Fermi gases [98–102]. This is not directly possible in 40K, using multiple compo-
nents. However, using an optical lattice, an effectively attractive interaction for all spin com-
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ponents could be realized [293], using negative temperatures, recently observed for bosonic
atoms [294]. In combination with the excellent control over the 40K spinor gas, this might give
access to intriguing regimes of paired states with high spin.



APPENDIX A

ADDITIONAL CALCULATIONS

This appendix contains some additional detailed information on calculations performed in the
main part of the thesis.

A.1 FUNDAMENTAL CONSTANTS

common name abbreviation value

Speed of light c 2.99792458×108 m · s−1

Vacuum permittivity ε0 8.8541878×10−12 F ·m−1

Elementary charge e 1.6021773×10−19 C
Planck constant h 6.6260755×10−34 J · s
Planck constant (reduced) ~ 1.0545887×10−34 J · s
Electron mass me 9.1093897×10−31 kg
Boltzmann constant kB 1.380658×10−23 J · K−1

Atomic mass unit u 1.6605387×10−27 kg
Gravity of Earth (Hamburg) g 9.813749 m · s−2

Bohr radius aB 5.2917721×10−11 m
Bohr magneton µB 9.27400915×10−24 J · T−1

Table A.1: Fundamental constants in the International System of Units [295], as used in this thesis. The
atomic properties of 87Rb and 40K as used in all calculations can be found in [126] and [134] and in the
references therein.

A.2 HARMONICALLY TRAPPED FERMI GASES

The Fermi energy of a harmonically trapped Fermi gas is [10, 124]

EF = ~(6ωxωyωzN)1/3 , (A.1)

where N is the particle number. With the Fermi energy, the Fermi temperature is given by
TF =EF/kB.
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The Thomas-Fermi distribution of a trapped Fermi gas in a general potential V at finite tem-
perature T is [10, 124]

fTF(~r, ~p) =
1

(2π~)3

(
Exp

[
1

kBT

{
p2

x + p2
y + p2

z

2m
+ V (~r)− µ

}]
+ 1

)−1

, (A.2)

with the chemical potential µ, which coincides with the Fermi energy at zero temperature.

A.3 MULTICOMPONENT SPIN TRANSFER

As shown in chapter 2, very short rf pulses can be used to couple all spin states of a single
hyperfine manifold with spin f , if the magnetic field is sufficiently low. For the theoretical
description of this situation it is important, that rf radiation can only couple states with a mag-
netization difference ∆m= 1. Since all spin states are coupled equally, the resulting transfor-
mation in spin space must be rotationally symmetric. Otherwise, different spin states would be
distinguished by the process. The operators, which exactly induces this, a rotationally invariant
change of the magnetization by ±1, are the well known angular momentum operators S± for
a given spin f . Together with S0, they form the usual angular momentum algebra [129]. Since
the rf pulse couples transitions in both directions, ∆m= ± 1, the correct operator acting on
the atomic spin configuration must be given by

H = S+ + eiφS− , (A.3)

where the phase φ is in general unknown, but also irrelevant, due tot he total rotation symmetry
of the system. Therefore, it can be chosen without loss of generality to be φ= 0 and the
resulting rotation operator is

H = S+ + S− = 2Sx , (A.4)

being the spin-operator in the x-direction. A finite rotation of the spin state |m〉 of a single
atom in the fully couped hyperfine manifold is therefore described by

|θ〉 = e−iSxθ/2|m〉 . (A.5)

Here the θ is the rotation angle shown in the abscissa in Fig. 2.6. The factor of two is required
in the exponent, such that a full rotation, coming back to the initial state, is obtained at an angle
θ= 2π.

As discussed in chapter 7, the initial state in Fig. 2.6 is not a pure state, but an incoherent
state, if only single-particle information are considered. This can be described by a SPDM ρ.
The generalization of (A.5) to SDPMs is straightforward and is obtained in the usual way by

ρθ = e−iSxθ/2ρeiSxθ/2 . (A.6)

A.4 MODELING OF PARTICLE AND HOLE EXCITATIONS

To model the observed dynamics in the photoconductivity measurements of chapter 5, it is
necessary to define a proper initial state for the dynamics. In the experiment, the ideal situation
of a single particle excitation with a sharp momentum is not perfectly realized. Instead, the
1 ms lattice amplitude modulation pulse has a finite energy resolution, which consequently
induces a finite momentum width of the excitations.
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Figure A.1: Energy-shape of the lattice amplitude modulation pulse. The pulse of 1 ms lattice amplitude
modulation induces a the usual sinc-response with additional maxima in the wings (red). A Gaussian
distribution is fitted to the main peak of the sinc, leading to a total width at e−1/2 amplitude of 729 Hz
(blue).

Since a full simulation of the time-dependent excitation process is beyond the scope of this
work, I follow a time-dependent perturbation theory approach. The excitation is created by a
1 ms square pulse of lattice amplitude modulation. The corresponding energy-shape is given
by the usual sinc response [129]

S(ν) ∝
(

1

ν0 − ν

)2

sin(ν0 − ν)2 (A.7)

This form is relatively complicated with additional peaks in the wings. To keep the simulations
as simple as possible, a Gaussian

G(ν) ∝ Exp

[
−1

2

(
ν0 − ν

∆ν

)2
]

(A.8)

is fitted to the energy response leading to a total width at e−1/2 amplitude of 2∆ν= 729 Hz.
The quality of this fit is depicted in Fig. A.1.

From the Gaussian energy distribution, the quasimomentum distribution of the excitation is
obtained. For this, the energy difference between the two coupled bands is calculated for a ho-
mogeneous lattice. Using the local slope at the center of the excitation, a linearly dependence
between quasimomentum and the excitation energy is assumed. This preserves the Gaussian
form of the distribution, and results in (5.3), as used to simulate the experiment. The assump-
tion of a linear slope does only work properly in the center of the band, between q= 0 and 1,
where the dispersion doe not become flat. This might be the reason, why the numerical simu-
lations do not properly work for very high and very low quasimomenta as noted in connection
with Fig. 5.11.

A.5 TENSOR COMPONENTS FOR THE DESCRIPTION OF f =3/2

In chapter 7, spin waves in an f = 3/2 Fermi gas are studied, using a basis set of irreducible
spherical tensor operators [129]. This basis set is in general very well suited for the description
of systems with rotationally invariant interactions, as realized in ultracold quantum gases.
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For the specific case of f = 3/2, the basis set contains 16 elements, which can be grouped
into four tensors with a effective spins l= 0, 1, 2, 3, each containing 2l + 1 components. They
are conveniently denoted by Tm

l . Under rotations, the different tensors do not mix, but only
their individual components.

In this appendix, I denote all 16 components as they are used throughout this thesis.
Thereby, the basis elements are assumed to be orthonormal with respect to the trace opera-
tion as

Tr (Tm
l T

n
k ) = δlkδmn . (A.9)

With this normalization, the scalar tensor component is given by [3]

T 0
0 =

1

2
1 =

1

2


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , (A.10)

the vector components are

T 0
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1
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3
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2 0
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2

 , (A.11)
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the quadrupole components are given by

T 0
2 = 1

2

(
S2
z − 5

41
)
, (A.14)
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2
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3
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T 2
2 = 1

2
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3
(SxSy + SySx) , (A.16)

T 3
2 = 1

2
√

3
(SzSx + SxSz) , (A.17)

T 4
2 = 1

2
√

3
(SySz + SzSy) , (A.18)
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and the octupole components are
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, (A.19)
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, (A.21)
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, (A.24)

T 6
3 = 1√

3
(SxSySz + SzSySx) , (A.25)

where {., .} denotes again the anticommutator.
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