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Abstract – Quantum effects in nonresonant x-ray scattering
Due to their versatile properties, x rays are a unique tool to investigate the structure and dynamics
of matter. X-ray scattering is the fundamental principle of many imaging techniques. Examples
are x-ray crystallography, which recently celebrated one hundred years and is currently the leading
method in structure determination of proteins, as well as X-ray phase contrast imaging (PCI),
which is an imaging technique with countless applications in biology, medicine, etc.

The technological development of X-ray free electron lasers (XFEL) has brought x-ray imaging
at the edge of a new scientific revolution. XFELs offer ultrashort x-ray pulses with unprecedented
high x-ray fluence and excellent spatial coherence properties. These properties make them an
outstanding radiation source for x-ray scattering experiments, providing ultrafast temporal reso-
lution as well as atomic spatial resolution. However, the radiation-matter interaction in XFEL
experiments also advances into a novel regime. This demands a sound theoretical fundament
to describe and explore the new experimental possibilities. This dissertation is dedicated to the
theoretical study of nonresonant x-ray scattering.

As the first topic, I consider the near-field imaging by propagation based x-ray phase con-
trast imaging (PCI). I devise a novel theory of PCI, in which radiation and matter are quantized.
Remarkably, the crucial interference term automatically excludes contributions from inelastic scat-
tering. This explains the success of the classical description thus far.

The second topic of the thesis is the x-ray imaging of coherent electronic motion, where quantum
effects become particularly apparent. The electron density of coherent electronic wave packets –
important in charge transfer and bond breaking – varies in time, typically on femto- or attosecond
time scales. In the near future, XFELs are envisaged to provide attosecond x-ray pulses, opening
the possibility for time-resolved ultrafast x-ray scattering experiments. In the quantum theory
it has however been revealed that x-ray scattering patterns of electronic motion are related to
complex spatio-temporal correlations, instead of the instantaneous electron density. I scrutinize
the time-resolved scattering pattern from coherent electronic wave packets. I show that time-
resolved PCI recovers the instantaneous electron density of electronic motion. For the far-field
diffraction scattering pattern, I analyze the influence of photon energy resolution of the detector.
Moreover, I demonstrate that x-ray scattering from a crystal of identical wave packets also recovers
the instantaneous electron density. I point out that a generalized electron density propagator of
the wave packet can be reconstructed from a scattering experiment. Finally, I propose time-
resolved Compton scattering of electronic wave packets. I show that x-ray scattering with large
energy transfer can be used to recover the instantaneous momentum space density of the target.

The third topic of this dissertation is Compton scattering in single molecule coherent diffractive
imaging (CDI). The structure determination of single macromolecules via CDI is one of the key
applications of XFELs. The structure of the molecule can be reconstructed from the elastic
diffraction pattern. Inelastic x-ray scattering generates a background signal, which I determine for
typical high-intensity imaging conditions. I find that at high x-ray fluence the background signal
becomes dominating, posing a problem for high resolution imaging. The strong ionization by the
x-ray pulse may ionize several electrons per atom. Scattering from these free electrons makes a
major contribution to the background signal. I present and discuss detailed numerical studies for
different x-ray fluence and photon energy.



Zusammenfassung – Quanteneffekte der nichtresonanten
Röntgenstreuung
Aufgrund ihrer vielseitigen Eigenschaften ist Röntgenstrahlung ein einzigartiges Werkzeug zur Un-
tersuchung der Struktur und Dynamik der Materie. Röntgenstreuung ist das grundlegende Prinzip
vieler Abbildungsverfahren, wie z.B. die Röntgenkristallographie, gerade einhundert Jahre alt und
gegenwärtig die führende Methode zur Strukturaufklärung von Proteinen, sowie die Phasenkon-
trastabbildung, ein Abbildungsverfahren mit vielen Anwendungen in der Biologie, Medizin, etc.

Die technische Entwicklung der Röntgen-Freie-Elektronen-Laser (XFEL) ermöglicht eine Re-
volution in der Röntgenbildgebung. XFELs erzeugen ultrakurze Röntgenpulse mit beispiellos hoher
Fluenz und exzellenter räumlicher Kohärenz. Diese Eigenschaften machen XFELs zu einer hervorra-
genden Lichtquelle für Röntgenstreuexperimente mit ultraschneller zeitlicher und atomarer räum-
licher Auflösung. Allerdings dringen die Licht-Materie-Wechselwirkung in XFEL-Experimenten in
ein völlig neues Regime vor. Zur Beschreibung und Erkundung neuer experimenteller Möglichkei-
ten wird daher ein tragfähiges theoretisches Fundament benötig. Diese Dissertation widmet sich
der theoretischen Untersuchung der nichtresonanten Röntgenstreuung.

Als erstes Thema betrachte ich die Nahfeld-Bildgebung mit propagationsbasierter Phasenkon-
trast-Röntgenabbildung. Ich entwickle eine neue Theorie für dieses Verfahren, in der Strahlung
und Materie quantisiert sind. Interessanterweise schließt der entscheidende Interferenzterm auto-
matisch inelastische Streuung aus. Dies erklärt den bisherigen Erfolg der klassischen Beschreibung.

Ein zweites Thema dieser Arbeit ist die Abbildung kohärenter elektronischer Bewegung, wo
Quanteneffekte besonders auffällig sind. Die Elektronendichte kohärenter elektronischer Wel-
lenpakete – wichtig im Ladungstransfer und dem Aufbrechen von Bindungen – variiert in der
Zeit, typischerweise auf Zeitskalen von Femto- oder Attosekunden. In naher Zukunft werden
XFELs Attosekunden-Röntgenpulse generieren können und damit die Möglichkeit zeitaufgelös-
ter ultraschneller Röntgenstreuung eröffnen. Allerdings hat die Quantentheorie gezeigt, dass das
Streubild elektronischer Wellenpakete von komplexen Korrelationen in Raum und Zeit abhängt und
nicht von der instantanen Elektronendichte. Ich untersuche das zeitabhängigen Streubild kohären-
ter elektronischer Wellenpakete eingehend. Ich zeige, dass mit zeitaufgelöster Phasenkontrastabbil-
dung die instantane Elektronendichte abbgebildet wird. Im Fall der Fernfeld-Abbildung analysiere
ich den Einfluss der Energieauflösung des Detektors. Zudem lege ich dar, dass Röntgenstreuung
an Kristalstrukturen von identischen Wellenpaketen die instantane Elektronendichte abbildet. Ich
zeige auf, dass man einen verallgemeinerten Elektronendichte-Propagator aus Streuexperimenten
rekonstruieren kann. Schließlich schlage ich zeitaufgelöste Comptonstreuung an elektronischen
Wellenpaketen vor. Ich zeige, dass Röntgestreuung mit großem Energieübertrag genutzt werden
kann, um die instantane Impulsdichte des Objekts abbzubilden.

Ein drittes Thema dieser Arbeit ist Comptonstreuung bei der kohärenten Diffraktionsabbildung
von einzelnen Molekülen. Die Strukturaufklärung von einzelnen Molekülen mittels kohärenter Dif-
fraktion ist eine der Schlüsselandwendungen von XFELs. Die Struktur von Molekülen kann aus
dem elastischen Streubild rekonstruiert werden. Inelastische Streuung trägt ein Hintergrundsignal
bei, dass ich für typische Bedingungen der Hochintesitäts-Abbildung bestimme. Ich beobachte,
dass bei großer Röntgenfluenz das Hintergrundsignal dominierend wird, was ein Problem für die
Abbildung mit hoher Auflösung darstellt. Die starke Ionisierung durch den Röntgenpuls kann
mehrere Elektronen pro Atom ionisieren. Die Streuung an diesen freien Elektronen macht einen
großteil des Hintergundsignal aus. Ich präsentiere und diskutiere detailierte numerische Studien
für verschiedene Röntgenfluenzen und Photonenenergien.
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Chapter 1.
Introduction

The Road goes ever on and on
Down from the door where it began.

Now far ahead the Road has gone,
And I must follow, if I can,

Pursuing it with eager feet,
Until it joins some larger way

Where many paths and errands meet.
And whither then? I cannot say.

(From J.R.R. Tolkien’s “The Lord of the Rings”)

1.1. X-ray free electron lasers and nonresonant x-ray
scattering

This dissertation uncovers fundamental and practical aspects of nonresonant x-ray
scattering with ultrashort, high-intensity x-ray pulses by means of a rigorous quan-
tum mechanical formulation.
X-ray free electron lasers (XFELs) have begun to influence many areas of sci-

ence in a revolutionary way. XFELs are an unprecedentedly bright source of co-
herent and ultrafast x-ray pulses. They offer new possibilities to explore atoms,
clusters, molecules, proteins, crystals, solids or plasmas. The ultrafast time resolu-
tion promises to glimpse into the microcosm through direct observation of nuclear
motion on the pico- to femtosecond time scale or even electronic motion on the
femto- to attosecond time scale. There is the ambition to shoot molecular movies,
i.e., to capture ultrafast physical processes and chemical reactions in real-time.
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Chapter 1. Introduction

Experiments at XFELs can exploit the ultrafast time-resolution as well as the
inherent properties of x rays: short wavelength, high penetration-depth, access to
core and valence electrons, element specificity up to orbital specificity, sensitivity to
chemical environment and molecular geometry, and sensitivity to orbital and spin
magnetic moment. The unprecedentedly high x-ray intensity offers novel opportu-
nities in x-ray imaging with atomic resolution. These properties make XFELs an
excellent tool to investigate the structure and dynamics of matter. The disciplines
with applications range from atomic and molecular physics, plasma physics, femto-
chemistry and chemical analysis to structural biology and biochemistry, etc. The
experimental methods to utilize XFEL radiation are manifold. To give a rough idea,
there are to name resonant, nonresonant and magnetic x-ray scattering, the mul-
tifaceted x-ray absorption and fluorescence spectroscopies, as well as photoelectron
and ion spectroscopies.
There are several XFELs in operation and some more under construction at

present [6–11]. In the hard x-ray regime LCLS (USA, since 2009) and SACLA
(Japan, since 2012) are in operation, while the European XFEL (Germany, ex-
pected 2017), the SwissFEL (Switzerland, expected 2017) and PAL-XFEL (South
Korea, expected 2015) are under construction. In the soft x-ray and VUV regime
FLASH (Germany, since 2005) and FERMI FEL (Italy, since 2010) are operational
with extensions in commissioning.
This dissertation focuses on imaging methods based on nonresonant x-ray scat-

tering. In the following, I introduce the three main topics of this dissertation.

Quantum theory of phase contrast imaging

In the recent past, the power of x-ray imaging has unfold with the emergence of
coherent synchrotron radiation at storage ring light sources. These third generation
light sources have spread globally and their number is still progressing. X-ray phase
contrast imaging (PCI) is among their outstanding scientific achievements. This
near-field imaging method has opened the road to image biological and medical
samples, which otherwise would be transparent to x rays. Organic matter mostly
consists of light elements which do not yield sufficient absorption contrast for x-
ray imaging. A quantum mechanical formulation of PCI has so far been missing.
A modern theoretical fundament is of interest on its own and it is indispensable to
fathom novel developments of this technique. Moreover, such a formulation provides
better understanding of the theoretical formalism itself. In this dissertation, I give
a rigorous quantum mechanical description of x-ray PCI.

2



1.1. X-ray free electron lasers and nonresonant x-ray scattering

Time-resolved imaging of coherent electronic motion

Since the technology of XFELs is rapidly evolving, XFELs are believed to produce
hard x-ray pulses with attosecond duration in the near future. The research field
of attosecond physics is still young and mostly taking place in the regime of optical
photon energies. Attosecond XFELs will make electron dynamics on the atomic scale
accessible to real-time and, possibly, real-space imaging. An imaginable application
is the direct investigation of electronic processes in chemical reactions, such as chem-
ical bonding. Unravelling the details of coherent electronic motion is scientifically
equally challenging and appealing, e.g., to understand the energy and charge trans-
port in light harvesting molecules. Because attosecond physics is a young research
field, technological and scientific progress are still two sides of the same coin. Thus,
theory is a valuable tool to gauge and steer upcoming scientific and technological
developments. As a consequence, the full potential of imaging methods should be
assessed from rigorous theoretical predictions. Recently, it was discovered by Dixit,
Vendrell and Santra that x-ray scattering of coherent electronic motion does not
recover instantaneous snapshots of the electron density. I analyze this surprising
effect in more detail. In this dissertation, methods for imaging coherent electronic
motion by nonresonant x-ray scattering are studied. Different methods to image co-
herent electronic wave packets in real-space and real-time are devised. For example,
time-resolved x-ray PCI of wave packets is explored. Moreover, I propose time-
resolved Compton scattering on electronic wave packets to obtain momentum-space
information in real-time.

Inelastic scattering in single molecule coherent diffractive imaging

The XFELs, that are already operational or under construction, offer new oppor-
tunities in nonresonant x-ray imaging. In particular, they facilitate imaging with
atomic spatial resolution. Nonresonant x-ray scattering is the basic principle of x-ray
crystallography and coherent diffractive imaging (CDI). X-ray crystallography, that
recently turned 100 years old, has been a tremendous scientific success so far. The
majority of known protein structures has been resolved by x-ray crystallography.
However, crystallography is suffering from a severe shortcoming: the unavailability
of crystals with sufficient quality for many interesting biomolecules. Serial femtosec-
ond crystallography (SFX) is a brand-new imaging method. SFX exploits the high
intensity of XFELs to image very small crystals that are easier to grow, but may
have only nanometer dimensions. Another key application of XFELs will be CDI
of single molecules. Imaging of single molecules promises to supersede the need
for crystals at all. These novel imaging methods are expected to have an enduring
impact on structural biology. It is commonly believed that from the knowledge of
molecular structures their function can be better understood and controlled. Hence,

3



Chapter 1. Introduction

the basic research on molecular structures may ultimately have a profound impact on
society, e.g., through novel drugs targeting these molecules or through novel energy
harvesting materials.
In this dissertation, potential challenges and limitations for single molecule CDI

with atomic resolution are investigated. Any target in the highly intense XFEL ra-
diation field underlies strong ionization leading ultimately to its destruction. Thus,
the high intensity regime of XFEL radiation plays a crucial role and has to be con-
sidered in the theoretical modelling of single molecule CDI experiments. Moreover,
it is well known that the quantum mechanical formulation of nonresonant x-ray scat-
tering includes inelastic x-ray scattering. I fathom the role of this inelastic scattering
in coherent diffractive imaging. In numerical studies the x-ray scattering pattern in
typical CDI conditions is estimated. The background signal from inelastic scatter-
ing on bound and free electrons is quantified. By varying x-ray fluence and photon
energy optimal machine parameters for CDI are assessed.

1.2. Outline of content and contributions
Content

This dissertation is organized in 9 chapters, which are grouped into 3 parts. The
main results can be found in Chapters 4, 5, 7, 8.

Part I is an introduction to the theoretical formalism. In Chapter 2 I recapitulate
the fundament of nonrelativistic quantum electrodynamics: the canonical quantiza-
tion of the coupled radiation matter system. Most importantly, the radiation-matter
interaction Hamiltonian is presented, which is used throughout the thesis. Moreover,
I summarize the treatment of dynamics, introducing the time evolution representa-
tions. In particular, the widely used perturbation theory in the interaction picture
is presented.

Part II deals with near field x-ray phase contrast imaging, it comprises Chap-
ters 3, 4, 5. More technically, I analyze in this part the (0,1) order terms of the
perturbation theory of the expectation value of intensity.
In Chapter 3 I present the classical theory of x-ray phase contrast. In this chapter
I put the classical theory on the basis of optical scattering. This approach is more
similar to the quantized theory than using diffraction or coherence theory. More-
over, I introduce the statistical properties of the x-ray pulse and anticipate some
calculations that are equal in the quantum theory.
In Chapter 4 I present the first1 quantum theory of x-ray phase contrast imaging.

1To the best of my knowledge.
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1.2. Outline of content and contributions

This chapter is based on my published article [1]. As a suitable observable I in-
troduce the Poynting operator. Then, I calculate the (0,1)-term of the expectation
value and demonstrate that it recovers the phase contrast effect.
Chapter 5 extends the theory of phase contrast imaging developed in Chap. 4 to
time-resolved imaging of coherent electronic wave packets. This chapter is based
on my co-authored article [2]. Here, I present the extension of the theory to the
time-dependent case. I illustrate this case with the examples of the 3d-4f and 3p-4p
wave packets of hydrogen.

Part III turns towards the far-field x-ray imaging, in the Chapters 6, 7, 8. In
technical terms, the far-field scattering pattern arises from the (1,1) order terms of
the expectation value.
In Chapter 6 I demonstrate that the (1,1) term of the expectation value of the
Poynting operator agrees with the more standard differential scattering probability
from Fermi’s golden rule. Moreover, I show that the (0,1) term is negligible in the
far-field. This chapter establishes the tie between Parts II and III in terms of differ-
ent order of perturbation theory.
Chapter 7 deals with the time-resolved x-ray imaging of coherent electronic motion.
The chapter starts with a short motivation in Sec. 7.1 and recapitulation of relevant
results in the literature in Section 7.2. Sections 7.3 and 7.4 are based on my co-
authored article [3]. In Section 7.3 the influence of photon energy resolution on the
time-resolved diffraction pattern is investigated. Moreover, I demonstrate that, us-
ing a crystal of identical wave packets, time-resolved crystallography can recover the
instantaneous electron density of a wave packet. In Section 7.4 I extend the recon-
struction of the electron density propagator à la Abbamonte to the time dependent
case. The relation to the linear response of scattering induced density fluctuations is
discussed. Finally, I explore in Section 7.5 the prospects of time-resolved Compton
scattering. These results have not yet been published elsewhere. I demonstrate that
one can recover the instantaneous electron momentum density of a wave packet. I
illustrate these findings with the help of the 3d-4f wave packet of hydrogen, for which
I calculated the electron momentum density and the resulting scattering patterns in
Q-space.
Chapter 8 deals with inelastic scattering in coherent diffractive imaging of single
molecules imaging with atomic resolution. This chapter is based on my article [4]. I
examine the coherent and incoherent scattering signal from carbon atoms, including
the electronic radiation damage. In this chapter, I present results of my calculations
of the scattered photon spectrum, number of scattered photons for single carbon
atoms. These results are used to estimate the scattering pattern of carbon clusters.

5



Chapter 1. Introduction

Contributions

[1] Slowik, Santra, J. Phys. B 46 164016 (2013):
I have performed the research and wrote the article under the supervision of Prof.
Robin Santra.

[2] Dixit, Slowik, Santra, Phys. Rev. Lett. 110, 137403 (2013):
This article is a joint work with Dr. Gopal Dixit and Prof. Robin Santra. I have
developed the theory for the article. Moreover, I have contributed to the writing of
the article.

[3] Dixit, Slowik, Santra, Phys. Rev. A 89, 043409 (2014):.
Another joint work with Dr. Gopal Dixit and Prof. Robin Santra. I have contributed
to formulate the theory in this article and I have contributed to the writing of the
article.

[4] Slowik, Son, Dixit, Jurek and Santra, New J. Phys. 16, 073042 (2014):
This work is a collaboration with Dr. Sang-Kil Son, Dr. Gopal Dixit, Dr. Zoltan
Jurek, and Prof. Robin Santra. I have programmed a compton scattering module
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Chapter 2.
Theoretical formalism

In this chapter I introduce the theoretical framework and the notation used through-
out the thesis. I do not present proofs and only some intermediate steps. The theo-
retical framework has been presented in [12, 13], more information can be found in
the textbooks [14–22].

2.1. Theory of radiation-matter interaction
The formalism of second quantization offers for our purposes an elegant and simple
approach to the electronic many-body problem. In this thesis matter and radiation
will be treated as fields. Particles, the electrons and photons, are represented as
excitations of the fields. In this way, the formalism is very flexible. It does not
depend on a fixed number of particles. Moreover, calculations are simplified by the
introduction of creation and annihilation operators.
In this dissertation only situations are encountered, where relativistic effects play

no role. This is the case, when the x-ray photon energy is much smaller than
the electron rest mass (511 keV) and all considered nuclei are sufficiently light to
neglect relativistic electronic structure effects. Furthermore, we will assume that the
radiation interacts with the electrons only. This assumption relies on the fact that
nuclei are about 1000 times heavier than electrons; heuristically, they are too inert
to react with the field. Additionally, nuclear resonance absorption can be neglected
for light elements in the considered photon energy range.
If not mentioned otherwise we will employ atomic units, i.e., electron massme = 1,

electron charge e = −1, reduced Planck constant ~ = 1, and speed of light in vacuum
c = α−1, with the fine-structure constant α ≈ 1

137 .

2.1.1. Canonical quantization
I sketch the quantization procedure for the combined system of charges and radiation
field. For a detailed account of the quantization procedure I refer the reader to the
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Chapter 2. Theoretical formalism

literature [e.g., 13, 14, 16, 18]. One starts from a classical system, where the charged
particles and the electromagnetic field are coupled by the Maxwell-Lorentz equations

∇ ·E = 4πρ , (2.1a)
∇ ·B = 0 , (2.1b)

∇×B = 4πα j + α
∂E
∂t

, (2.1c)

∇×E = −α∂B
∂t

, (2.1d)

mnq̈n = en
(
E + α q̇n ×B

)
, (2.1e)

where the last equation describes the Lorentz force acting on the particles, and the
first four equations are the Maxwell equations. Charge density ρ and current j are
given by

ρ(x, t) =
∑
n

en δ(x− qn(t)) , (2.1f)

j(x, t) =
∑
n

en q̇n(t) δ(x− qn(t)). (2.1g)

mn, en, qn, and q̇n denote the mass, charge, position, and velocity of the n-th
particle, respectively.
The quantization strategy is to determine the proper dynamical variables, then to

find a Langrangian such that the Euler-Lagrange equations reproduce the Maxwell-
Lorentz equations for the system. From this Lagrangian one obtains the so-called
minimal coupling Hamiltonian, to be quantized by promoting variables to operators
with a suitable set of commutation relations.
The dynamical variables of the system of charges are the particle positions qn and

velocities q̇n. The electromagnetic field is fixed by its vector potential A and scalar
potential U , which are required to satisfy

B = ∇×A , (2.2)

E = −∇U − α∂A
∂t

. (2.3)

In this way the electromagnetic potentials are defined uniquely only up to a gauge
transformation. Choosing a particular gauge is therefore necessary to obtain gauge
invariant results. Since we do not need a relativistically covariant theory, we will
from now on adopt the extremely useful Coulomb gauge

∇ ·A = 0. (2.4)
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2.1. Theory of radiation-matter interaction

This gauge makes the vector potential purely transverse. Moreover, A is the dy-
namical variable of the radiation field. Note that the scalar potential is a redundant
variable, according to Eqs. (2.1a) and (2.3), U can be expressed by Poisson’s equation

∇2U = −4πρ. (2.5)
This also shows that the scalar potential corresponds to the Coulomb potential
generated by the particles. Therefore, we can include the Coulomb interaction into
the potential of the particle system. The Lagrangian of the coupled system can be
written as

L({qn, q̇n}, t,A, Ȧ, {∂jAi}) = Lpart +
∫

d3xLrad +
∫

d3xLint . (2.6)

Lpart and Lrad depend only on particles and radiation, respectively,

Lpart =
∑
n

mn

2 q̇2
n − VCoul =

∑
n

mn

2 q̇2
n −

1
2
∑

k,l; k 6=l

ekel
|qk − ql|

, (2.7)

Lrad = 1
8π
(
α2Ȧ2 − (∇×A)2) . (2.8)

Lint determines the interaction of particle and field system, such that it reproduces
the equations of motion (2.1)

Lint = α j ·A . (2.9)

Note that we neglect the self interaction terms in the Coulomb interaction of the
particles. The conjugate momenta of the dynamical variables are

pn = mnq̇n + enαA(qn), Π = α2

4π Ȧ = − α

4πE⊥. (2.10)

From this Lagrangian one can construct the Hamiltonian

H =
∑
n

1
2mn

(pn − enαA(qn))2 + VCoul

+ 1
8π

∫
d3x

((
4π
α Π(x)

)2
+
(
∇×A(x)

)2)
.

(2.11)

Observe that one would obtain exactly this Hamiltonian by substituting pn → pn−
enαA(qn) in the uncoupled Hamiltonians of particles and radiation. This procedure
and the resulting Hamiltonian have been named the principle of minimal coupling
and the minimal coupling Hamiltonian, respectively. The Hamiltonian can now
easily be written as a sum of the uncoupled particle and radiation Hamiltonians
plus an interaction term, coupling particles and radiation,

H = Hpart +Hrad +Hint, (2.12)

11



Chapter 2. Theoretical formalism

with

Hpart =
∑
n

p2
n

2mn
+ VCoul , (2.13)

Hrad = 1
8π

∫
d3x

((
4π
α Π(x)

)2
+
(
∇×A(x)

)2) (2.14)

Hint = −
∑
n

enα

2mn

(
pn ·A(qn) + A(qn) · pn

)
+
∑
n

e2
nα

2

2mn
A2(qn) . (2.15)

From the classical Hamiltonian we obtain the quantum theory by promoting
variables to operators and introducing canonical commutation relations between
the variables and the canonical momenta. This procedure yields time-independent
Schrödinger picture operators. For the particles we introduce the well known quan-
tization relations [

(q̂n)i, (q̂m)j
]

= 0 =
[
(p̂n)i, (p̂m)j

]
, (2.16a)[

(q̂n)i, (p̂m)j
]

= iδmnδij . (2.16b)

Before writing down the commutation relations for the radiation field we note that
because of the Coulomb gauge condition in Eq. (2.4) the three components of the
vector potential are not independent. Therefore, instead of a delta function the
transverse delta dyadic δ⊥(x−x′) appears in the commutation relations. The com-
mutation relations read[

Âi(x), Âj(x′)
]

= 0 =
[
Π̂i(x), Π̂j(x′)

]
, (2.17a)[

Âi(x), Π̂j(x′)
]

= iδ⊥ij(x− x′) . (2.17b)

Like the classical Hamiltonian the Hamilton operator can be separated into Ĥ =
Ĥpart + Ĥrad + Ĥint. In the following, we analyze these three terms in more detail.

2.1.2. Quantized electronic system
Atoms and molecules consist of electrons and nuclei, which are charged particles
that interact via the Coulomb interaction. We will treat the electronic many-body
problem in the formalism of second quantization [13, 19, 20]. This has several
advantages, e.g., the number of electrons enters only in the state of the system, not
in the formalism. Moreover, the antisymmetry of fermionic wave functions can be
introduced via the anticommutation relations in the formalism and no additional
(anti)symmetry conditions for the states are required.
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2.1. Theory of radiation-matter interaction

The particle Hamiltonian can be written as the sum of the nuclear kinetic energy
T̂N , the nucleus-nucleus repulsion V̂NN and the electronic Hamiltonian Ĥel

Ĥpart = T̂N + V̂NN + Ĥel , (2.18)

where

T̂N = −1
2
∑
n

∇2
n

Mn
(2.19)

V̂NN =
∑
n<n′

ZnZn′

|Rn −Rn′ |
. (2.20)

Here, Rn,Mn, Zn are the position, mass and charge of the nth nucleus, respectively.
The kinetic energy of the electrons, the Coulomb attraction of electrons and nuclei
and the electron-electron repulsion are included in the electronic Hamiltonian

Ĥel =
∫

d3x ψ̂†(x)
[
−1

2∇
2 −

∑
n

Zn
|x−Rn|

]
ψ̂(x)

+ 1
2

∫∫
d3x d3x′ ψ̂†(x)ψ̂†(x′) 1

|x− x′| ψ̂(x′)ψ̂(x) .
(2.21)

The electron field operator has two-components

ψ̂(x) =
(
ψ̂+1/2(x)
ψ̂−1/2(x)

)
, (2.22)

with spinor-like behaviour under spin rotations. The operators ψ̂†σ(x)
[
ψ̂σ(x)

]
act on

the fermionic Fock-space and create [annihilate] an electron with spin σ at position x.
Since electrons are fermions, the field operators satisfy the anticommutation relations

{ψ̂σ(x), ψ̂σ′(x′)} = 0 = {ψ̂†σ(x), ψ̂†σ′(x
′)} , (2.23a)

{ψ̂σ(x), ψ̂†σ′(x
′)} = δσ,σ′δ(x− x′). (2.23b)

Often the field operators are expressed in terms of creation and annihilation op-
erators for a given spin-orbital basis. The spin-orbitals ϕp(x) form an orthonormal
basis of the one-particle Hilbert space, the index p comprises a complete set of
spatial and spin quantum numbers. For example p = (n, l,m, s) with (n, l,m) as
spatial quantum numbers and s the spin quantum number. The spin orbital and its
conjugate transpose then have the form

ϕp(x) = ϕ(n,l,m)(x)
(
δs,+1/2
δs,−1/2

)
and ϕ†p(x) = ϕ∗(n,l,m)(x)

(
δs,+1/2, δs,−1/2

)
.

(2.24)
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Chapter 2. Theoretical formalism

Here, we do not specify the nature of the spin-orbitals. Usually they are chosen
as eigenfunctions of a one-body operator, e.g., a mean-field operator such as the
Fock operator, to approximate the Nel-electron ground state. We can now define
the corresponding creation operator ĉ†p by its action on Slater determinants

ĉ†p|vacc〉 = |ϕp〉 , (2.25)
ĉ†p|ϕp1 · · ·ϕpN 〉 = |ϕpϕp1 · · ·ϕpN 〉 . (2.26)

The adjoint operator of the creation operator ĉp = (ĉ†p)† is called the annihilation
operator because

ĉp|ϕpϕp1 · · ·ϕpN 〉 = |ϕp1 · · ·ϕpN 〉 . (2.27)

Using the completeness relation
∫

d3x|x〉〈x| = 1 we obtain

ĉ†p|ϕp1 · · ·ϕpN 〉 = |ϕpϕp1 · · ·ϕpN 〉

= (N + 1)−1/2A
(∫

d3x |x〉〈x|ϕp〉 |ϕp1 · · ·ϕpN 〉
)

= (N + 1)−1/2
∫

d3x 〈x|ϕp〉A (|x〉|ϕp1 · · ·ϕpN 〉)

=
∫

d3xϕp(x) ψ̂†(x) |ϕp1 · · ·ϕpN 〉 ,

where A is the antisymmetrization operator. Because this is valid for arbitrary basis
states, we obtain

ĉ†p =
∫

d3x 〈x|ϕp〉ψ̂†(x) =
∫

d3xϕp(x)ψ̂†(x), (2.28a)

and for the adjoint

ĉp =
∫

d3x 〈ϕp|x〉ψ̂(x) =
∫

d3xϕ†p(x)ψ̂(x). (2.28b)

From the anticommutation relations of the field operators, one can now derive the
anticommutation relations of the creation and annihilation operators

{ĉp, ĉq} = 0 = {ĉ†p, ĉ†q} , (2.29a)
{ĉp, ĉ†q} = δp,q . (2.29b)

Using the completeness of the spin-orbital basis yields the expansion of field opera-
tors

ψ̂†(x) =
∑
p

ϕ†p(x) ĉ†p , (2.30a)

ψ̂(x) =
∑
p

ϕp(x) ĉp . (2.30b)
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2.1. Theory of radiation-matter interaction

2.1.3. Quantized radiation field
In Section 2.1.1 we have seen that the vector potential is the dynamical variable of
the radiation field. Recall that we have adopted the Coulomb gauge, see Eq. (2.4).
The Hamiltonian of the radiation field takes the form

Ĥrad = 1
8π

∫
d3x

((
4π
α Π̂(x)

)2
+
(
∇× Â(x)

)2)
. (2.31)

In order to quantize the radiation field, we consider the free Maxwell-field in a
box of volume V with imposed periodic boundary conditions. Then the classical
vector potential can be expanded in terms of plane wave modes (k, λ), called photon
modes. They are characterized by wave vector k and polarization vector εk,λ (λ = 1
or 2). The wave and polarization vectors satisfy the transversality and orthogonality
conditions k · εk,λ = 0, and ε∗k,1 · εk,2 = 0.
Promoting the Fourier coefficients of the plane waves to operators âk,λ and â†k,λ,

we can express the vector potential operator Â in the Schrödinger picture as

Â(x) =
∑
k,λ

√
2π

V ωkα2

{
âk,λεk,λ eik·x +â†k,λε

∗
k,λ e−ik·x

}
. (2.32)

These operators can be expressed in terms of the vector potential and its canonical
momentum as

âk,λ =
∫
V

d3x ε∗k,λ ·

√ωkα2

8πV Â(x) + i
√

2π
V ωkα2 Π̂(x)

 e−ik·x , (2.33)

â†k,λ =
∫
V

d3x εk,λ ·

√ωkα2

8πV Â(x)− i
√

2π
V ωkα2 Π̂(x)

 eik·x . (2.34)

The quantum analogue of the mode expansion of the classical fields E = −α∂A
∂t and

B = ∇×A are

Ê(x) = Ê+(x) + Ê−(x) = i
∑
k,λ

√
2πωk
V

{
âk,λεk,λ eik·x−â†k,λε

∗
k,λ e−ik·x

}
(2.35)

B̂(x) = B̂+(x) + B̂−(x)

= i
∑
k,λ

√
2π

V ωkα2

{
âk,λ(k× εk,λ) eik·x−â†k,λ(k× ε∗k,λ) e−ik·x

}
. (2.36)

where Ê±, B̂± denote the positive and negative frequency parts of the electric and the
magnetic field operator, respectively. The commutation relations of the operators
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âk,λ and â†k,λ follow from the commutation relations of the canonical variables in
Eq. (2.17) [

âk,λ, âl,µ
]

= 0 =
[
â†k,λ, â

†
l,µ

]
. (2.37a)[

âk,λ, â
†
l,µ

]
= δk,lδλ,µ . (2.37b)

These are the commutation relations for bosonic creation and annihilation operators.
In fact, one finds that the quantized Maxwell field can be represented as an infinite
collection of independent harmonic oscillators. The Hamiltonian can be expressed
as

Ĥrad =
∑
k,λ

ωk

(
â†k,λâk,λ + 1

2

)
. (2.38)

There is one harmonic oscillator per mode (k, λ), and â†k,λ [âk,λ] is the corresponding
creation [annihilation] operator. The excitations of the Maxwell field are the photons
with energy ωk. Usually we will neglect the last term in the Hamiltonian, which
gives the (infinite) vacuum energy.
The number operator of photons occupying a given mode (k, λ) is simply â†k,λâk,λ.

Its eigenstate |nk,λ〉 is a singlemode Fock state with nk,λ photons in the mode (k, λ).
We will often use the multimode Fock states as a basis for the photonic Fock space.
Let {n} = {nk1,1, nk1,2, nk2,1, nk2,2, . . . } be a sequence of occupation numbers for
all photon modes, with total photon number N =

∑
k,λ nk,λ. The corresponding

multimode Fock state is defined by

|{n}〉 =
∏
k,λ
|nk,λ〉. (2.39)

2.1.4. Radiation-matter interaction Hamiltonian
The interaction Hamiltonian of classical fields has been introduced in Eq. (2.15).
Before writing down the corresponding Hamilton operator, we observe that within
the Coulomb gauge

−i∇ ·
[
Â(x)ϕ(x)

]
= −iÂ(x) · ∇ϕ(x)− i

[
∇ · Â(x)

]
ϕ(x) = −iÂ(x) · ∇ϕ(x) ,

and consequently the particle momentum p̂ = −i∇ and the vector potential operator
commute [

p̂, Â
]

= 0 . (2.40)

Furthermore, recall that we neglect any interaction of the radiation with the nuclei.
Thus, we will only write down the Hamilton operator for the interaction of electrons
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2.1. Theory of radiation-matter interaction

(charge e = −1) and the radiation field. The interaction Hamilton operator has the
form

Ĥint = α

∫
d3x ψ̂†(x) ∇i · Â(x) ψ̂(x) + α2

2

∫
d3x ψ̂†(x) Â2(x) ψ̂(x) . (2.41)

We call the first term on the right hand side the “p ·A” Hamiltonian. To the second
term we refer as the “A2” Hamiltonian.
To develop some intuition of their physical consequences we have a closer look at

these terms. The “p ·A” Hamiltonian

Ĥp̂·Â = α

∫
d3x ψ̂†(x) ∇i · Â(x) ψ̂(x) (2.42)

is linear in the vector potential. The vector potential Â is a sum of a photon cre-
ation â†k,λ and an annihilation operator âk,λ (see Eq. (2.32)). In perturbation theory
(cf. Sec. 2.2.2) the first order is linear in the interaction Hamiltonian Ĥp̂·Â. Con-
sequently, there are terms proportional to ĉ†pĉqâ

†
k,λ and ĉ†pĉqâk,λ, i.e., one photon is

created or annihilated and one spin-orbital is changed. In fact, the “p ·A” interac-
tion in first order perturbation theory describes the x-ray absorption and emission
by bound electrons. The second order perturbation theory can be thought of as a
two-step process involving a (virtual) intermediate state. First, one photon from a
mode (k, λ) is absorbed and secondly a photon is emitted in the mode (l, µ). In this
way, the “p ·A” Hamiltonian induces x-ray scattering in second order perturbation
theory. Because an intermediate state is involved this kind of scattering is called
“resonant x-ray scattering” [21, 23–25].

The “A2” Hamiltonian

ĤÂ2 = α2

2

∫
d3x ψ̂†(x) Â2(x) ψ̂(x) = α2

2

∫
d3x Â2(x) n̂(x) (2.43)

is, in contrast, quadratic in Â. This Hamiltonian couples the radiation field directly
to the electron density operator n̂(x) = ψ̂†(x)ψ̂(x). In first order perturbation
theory there appear terms proportional to

ĉ†p

(
â†k,λ + âk,λ

)2
ĉq = ĉ†p

(
â†k,λâ

†
k,λ + âk,λâ

†
k,λ + â†k,λâk,λ + âk,λâk,λ

)
ĉq .

Terms where two photons are created or annihilated constitute nonlinear two-photon
contributions. More importantly, this Hamiltonian describes the processes where a
photon in the mode (k, λ) is created and a photon in the mode (l, µ) is annihilated.
Hence, this term describes x-ray scattering in first order perturbation theory. The
x-ray scattering may be elastic or inelastic because the electronic state may remain
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unchanged (p = q) or may change (p 6= q). The “A2 scattering” is also called “non-
resonant scattering”, because it is a first order process involving no intermediate (or
resonant) electronic states.

Finally, there remain some remarks on the interaction Hamiltonian. In quantum
optics it is usually convenient to make the long-wavelength approximation and, in-
troducing gauge transformations to velocity or length gauge (Göppert-Mayer gauge),
to obtain the electric dipole (or higher-order multipolar) Hamiltonian [14, 18, 26].
We avoid the long-wavelength approximation, because the wavelength of x rays is
on the order of atomic dimensions.
Moreover, there are no interaction terms involving the electron spin. The min-

imal coupling Hamiltonian considered here couples only charges to the radiation
field. Terms coupling spin and magnetic field, as well as terms involving spin-orbit
coupling can be derived from a fully relativistic treatment [21, 27, 28]. They give rise
to magnetic scattering, an interesting x-ray technique to investigate spin systems.
However, because these terms appear only in higher order perturbation theory, they
will not be considered in this dissertation.

2.2. Time evolution
2.2.1. Schrödinger and Interaction picture
In this section I discuss the dynamics of the system, for details I refer to Ref. [20].
So far, we have used the Schrödinger picture, where the time evolution of the system
is completely represented by the time dependence of the states. In the Schrödinger
picture the time evolution is governed by the Schrödinger equation

i ∂
∂t
|Ψ(t)〉 = Ĥ|Ψ(t)〉. (2.44)

For a time-independent Hamiltonian one readily defines a time evolution operator

ÛS(t, t0) = e−iĤ(t−t0) , (2.45)

such that ÛS(t, t0) evolves states from time t0 to time t:

|Ψ(t)〉 = ÛS(t, t0)|Ψ(t0)〉. (2.46)

This operator has several properties that are required to induce a physical time
evolution:

• It satisfies the initial condition ÛS(t0, t0) = 1.
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• It has the group property ÛS(t, t1)ÛS(t1, t0) = ÛS(t, t0), i.e., the time evolution
can be applied consecutively.

• It is a unitary operator Û †S(t, t0) = Û−1
S (t, t0) = ÛS(t0, t). Thus, it preserves

the norm of the states and the transition probabilities (scalar product) between
the states.

If the state of the system at time t is specified by a density matrix operator ρ̂(t0) =∑
i,j ρi,j |Ψj(t0)〉〈Ψi(t0)| the density matrix operator evolves in time according to

ρ̂(t) = ÛS(t, t0) ρ̂(t0) Û †S(t, t0) . (2.47)

In this thesis we will usually encounter the case that the Hamiltonian can be
separated into two parts

Ĥ = Ĥ0 + Ĥint , (2.48)

a simple Hamiltonian Ĥ0 that can be easily solved or has known solutions, usually
describing the free or unperturbed system, and an interaction Hamiltonian Ĥint that
induces a perturbation and causes the interesting time evolution. In this situation
the interaction picture turns out to be very useful. We define the interaction picture
state vector

|ΨI(t)〉 = eiĤ0t |Ψ(t)〉 , (2.49)

which results in the equation of motion

i ∂
∂t
|ΨI(t)〉 = − eiĤ0t Ĥ0|Ψ(t)〉+ eiĤ0t i ∂

∂t
|Ψ(t)〉 (2.50)

= eiĤ0t
[
− Ĥ0 + Ĥ

]
e−iĤ0t |ΨI(t)〉 (2.51)

= Ĥint(t)|ΨI(t)〉 . (2.52)

In the last equation we have introduced the time-dependent interaction Hamilto-
nian Ĥint(t) = eiĤ0t Ĥint e−iĤ0t. In general operators become time dependent in the
interaction picture

ÔI(t) = eiĤ0t Ô e−iĤ0t . (2.53)

This definition is made plausible by writing out an arbitrary matrix element in the
Schrödinger picture

〈Φ(t)|Ô|Ψ(t)〉 = 〈ΦI(t)| eiĤ0t Ô e−iĤ0t |ΨI(t)〉 (2.54)
= 〈ΦI(t)|ÔI(t)|ΨI(t)〉 . (2.55)
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Thus, states and operators depend on time in the interaction picture. The equation
of motion for operators in the interaction picture follows directly from Eq. (2.53)

i ∂
∂t
ÔI(t) =

[
ÔI(t), Ĥ0

]
. (2.56)

As in the Schrödinger picture, we introduce a time evolution operator that satisfies
the initial condition, group property and unitarity mentioned above. The time
evolution operator propagates vector states

ÛI(t, t0)|ΨI(t0)〉 = |ΨI(t)〉 , (2.57)

and density matrix operators

ρ̂I(t) = ÛI(t, t0) ρ̂I(t0) Û †I (t, t0) . (2.58)

From Eq. (2.52) follows the equation of motion

i ∂
∂t
ÛI(t, t0) = Ĥint(t)ÛI(t, t0) . (2.59)

There is a crucial difference to the Schrödinger picture: The Hamiltonian is time
dependent. The key advantage of the interaction picture is the separation of free time
evolution and interaction induced perturbations. The time evolution of operators
depends only on Ĥ0, whereas states are propagated with respect to the interaction
Hamiltonian Ĥint.
Typically, the interaction picture is used with an initial state that has been pre-

pared at t0 → −∞ without the influence of any interaction. To turn off the interac-
tion we introduce a switching function fε(t) in the Hamiltonian

Ĥ = Ĥ0 + fε(t)Ĥint . (2.60)

The switching function should be chosen such that fε → 0 for t→ ±∞, so that the
interaction part in the Hamiltonian vanishes. At time t = 0 we wish to have the
full interaction strength, thus we require fε(0) = 1. Finally, we need lim

ε→0
fε(t) = 1

because we want to obtain the original Hamiltonian. Of course, all physical quanti-
ties should be calculated in the limit ε→ 0. We will use the very common adiabatic
switching

fε(t) = e−ε|t| . (2.61)

In the limit that t0 approaches −∞ the Hamiltonian becomes simply Ĥ0. Assume
that we can choose the eigenstate |Φ〉 of the free Hamiltonian Ĥ0, with energy E0,
as the initial state. Then the initial state in the Schrödinger picture is

|Ψ(t0)〉 = e−iÊ0t0 |Φ〉 . (2.62)
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2.2. Time evolution

In the interaction picture this is simply the time-independent eigenstate of the free
Hamiltonian

|ΨI(t0)〉 = eiĤ0t0 |Ψ(t0)〉 = |Φ〉 . (2.63)
When the interaction is turned on the state evolves with respect to the interaction
fε(t)Ĥint. Since the previous steps also hold for time-dependent interactions one
only needs to solve the Eq. (2.59). The state at finite times is then obtained from

|ΨI(t)〉 = ÛI(t, t0)|Φ〉 . (2.64)

In the following we will assume that all states are well defined in the limit ε→ 0, a
problem that is accounted for by the Gell-Mann and Low theorem [20]. In the case
of x-ray pulses it is often not even necessary to introduce a switching function. The
electric field of the pulse is vanishing at infinite times at the position of the sample,
i.e., the interaction is automatically switched off.

2.2.2. Perturbation theory
In the previous section we have seen that the crucial problem in interaction picture
dynamics is to solve the equation of motion (2.59). We need a time evolution
operator1 that satisfies

i ∂
∂t
Ûε(t, t0) = fε(t)Ĥint(t)Ûε(t, t0) . (2.65)

Using the initial condition of Ûε, we can reformulate the last result as an integral
equation

Ûε(t, t0) = 1− i
∫ t

t0
dt′fε(t′)Ĥint(t′)Ûε(t′, t0) . (2.66)

Taking care of the operator ordering the integration can be iterated

Ûε(t, t0) = 1− i
∫ t

t0
dt′ fε(t′)Ĥint(t′) (2.67)

+ i2
∫ t

t0
dt′
∫ t′

t0
dt′′ f ′ε(t′)f ′′ε (t′′)Ĥint(t′)Ĥint(t′′) (2.68)

− i3
∫ t

t0
dt′
∫ t′

t0
dt′′
∫ t′′

t0
dt′′′ fε(t′)fε(t′′)fε(t′′′)Ĥint(t′)Ĥint(t′′)Ĥint(t′′′) (2.69)

+ . . .

Introducing the time-ordering symbol T the expansion can be written as [20]

Ûε(t, t0) = T exp
(
−i
∫ t

t0
dt′ fε(t′)Ĥint(t′)

)
. (2.70)

1From now on we work exclusively in the interaction picture. Thus, we drop using the index I.
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Chapter 2. Theoretical formalism

However, for our purposes it is sufficient to consider only the first order expansion
in Eq. (2.67).
We can now expand the expectation value of an observable in first order per-

turbation theory. The most general initial state at t0 → −∞ is a density matrix

ρ̂in =
∑
i,j

ρi,j |Φj〉〈Φi| , (2.71)

where Φi are eigenstates of Ĥ0. The expectation value of the (Schrödinger picture)
observable Ô at a time t is

〈Ô〉t = Tr
(
ρ̂(t)Ô(t)

)
(2.72)

= lim
ε→0

lim
t0→−∞

Tr
(
Ûε(t, t0)ρ̂inÛ

†
ε (t, t0) Ô(t)

)
. (2.73)

Inserting the first order expansion of the time evolution we obtain

〈Ô〉1st
t = lim

ε→0

[
Tr
(
ρ̂inÔ(t)

)
+ (2.74)

+ i
t∫

−∞

dt′ fε(t′)
{

Tr
(
ρ̂inĤint(t′) Ô(t)

)
− Tr

(
Ĥint(t′)ρ̂in Ô(t)

)}
(2.75)

+
t∫

−∞

dt′
t∫

−∞

dt′′ fε(t′)fε(t′′) Tr
(
Ĥint(t′)ρ̂inĤint(t′′) Ô(t)

) ]
. (2.76)

To simplify the second term on the right hand side, note the trace property
Tr(Âρ̂inB̂) =

∑
M

∑
i,j

ρi,j 〈ΦM |Â|Φj〉〈Φi|B̂|ΦM 〉

=
∑
i,j

ρi,j〈Φi|B̂Â|Φj〉 =
∑
i,j

ρi,j
(
〈Φj |Â†B̂†|Φi〉

)∗
=
(∑
i,j

ρj,i 〈ΦM |Φi〉〈Φj |Â†B̂†|ΦM 〉
)∗

= Tr(ρ̂inÂ
†B̂†)∗ ,

where the star denotes complex conjugation. Ĥint and Ô(t) are self-adjoint operators
enabling us to rewrite the second term in the fashion i{z − z∗} = 2 Re(iz). Then,
we get for the first order perturbation theory expression of the expectation value

〈Ô〉1st
t = lim

ε→0

[
Tr
(
ρ̂inÔ(t)

)
+ 2 Re

i
t∫

−∞

dt′ fε(t′) Tr
(
ρ̂inĤint(t′) Ô(t)

)
+

t∫
−∞

dt′
t∫

−∞

dt′′ fε(t′)fε(t′′) Tr
(
Ĥint(t′)ρ̂inĤint(t′′) Ô(t)

) ]
.

(2.77)
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2.2. Time evolution

We denote the terms on the right hand side by

〈Ô〉1st
t = 〈Ô〉(0,0)

t + 〈Ô〉(0,1)
t + 〈Ô〉(1,1)

t , (2.78)

and refer to them as the (0,0), (0,1), and (1,1) term, respectively. One immediately
sees that the (0,0) term represents the expectation value of Ô in the initial state,
without any interaction. The physical meaning of the (0,1) and (1,1) terms will be
discussed in the next chapters in the context of x-ray scattering.

2.2.3. Fermi’s golden rule
A quite generally used method to calculate transition rates between different states is
Fermi’s golden rule. Assume that initially (t0 → −∞) the system is in an eigenstate
of Ĥ0

lim
t0→−∞

|Ψ(t0)〉 = |ΦI〉 (2.79)

which is a stationary state. We are interested in transitions, where long after the
scattering t → ∞ the system is found in an eigenstate |ΦF 〉 of Ĥ0, that is different
from the initial state, i.e., 〈ΦF |ΦI〉 = 0. The probability amplitude for such a
transition is

SFI = lim
t→+∞

〈ΦF |Ψ(t)〉 = lim
t→+∞

〈ΦF |Û(t, t0)|ΦI〉 . (2.80)

Employing adiabatic switching and first order perturbation theory this expression
becomes

SFI = −i lim
ε→0

∞∫
−∞

dt ei(EF−EI)t e−ε|t|〈ΦF |Ĥint|ΦI〉 (2.81)

= −2πi δ(EF − EI)〈ΦF |Ĥint|ΦI〉 . (2.82)

Before we can obtain a probability |SFI |2 from this amplitude, we have to explain
how to handle the delta function. The delta function ensures that the total energy
in the transition is preserved. In all realistic experiments, however, the transitions
occur in a finite time interval T . Thus one may use the following trick[12, 29]

[
δ(EF − EI)

]2 = δ(EF − EI)
∫ T/2

−T/2

dt
2π ei(EF−EI)t = δ(EF − EI)

T

2π . (2.83)

Finally, we obtain a formula for the transition rate, known as Fermi’s golden rule,

ΓFI = |SFI |
2

T
= 2π δ(EF − EI)

∣∣∣〈ΦF |Ĥint|ΦI〉
∣∣∣2 . (2.84)
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Chapter 2. Theoretical formalism

We could also express the initial state as a density matrix ρ̂in = |ΦI〉〈ΦI | and
we can consider the projection onto the final state as an observable Ô = |ΦF 〉〈ΦF |.
Then the last expression becomes

ΓFI = 2π δ(EF − EI) Tr(Ĥintρ̂inĤintÔ) . (2.85)

Using Eq. (2.83) one finds that the transition rate ΓFI from Fermi’s golden rule
corresponds to the (1,1) term in first order perturbation theory for the projection
operator observable divided by the interaction time T

lim
t→∞
〈Ô〉(1,1)

t =
∫

dt′
∫

dt′′ Tr
(
Ĥint(t′)ρ̂inĤint(t′′) Ô

)
(2.86)

=
∫

dt′ ei(EF−EI)t′
∫

dt′′ e−i(EF−EI)t′′〈ΦF |Ĥint|ΦI〉〈ΦI |Ĥint|ΦF 〉 (2.87)

= ΓFI T . (2.88)
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Part II.
Near field imaging:
x-ray phase contrast
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Chapter 3.
About x-ray phase contrast imaging

In this chapter I introduce x-ray phase contrast imaging. The classical expressions
for propagation-based x-ray phase contrast imaging are derived for pulsed x-ray
sources. The derivation is based on an optical scattering scheme.

3.1. Introduction and applications
Several imaging methods exploit the phase variation of coherent radiation propa-
gating through an object. These phase contrast imaging (PCI) methods provide
images irrespective of the absorption properties of the target. Different concepts of
PCI have been established, such as propagation based PCI, Zernike PCI, differen-
tial PCI, interferometric PCI, etc. Different types of radiation may be used, e.g.,
x rays [30, 31], visible light [32–35], electrons [36, 37], and neutrons [38, 39]. The
invention of optical phase contrast microscopy earned F. Zernike the Nobel prize in
1953 [40, 41]. This technique has also been extended to electron [42] and soft x-ray
microscopy [43].
Microscopy techniques are, however, not easily transferable to hard x-ray imaging,

because of the difficulties in producing suitable x-ray focusing optics. For hard x rays
the propagation based PCI scheme is more convenient. The principle of this setup
is simple: The wavefront of an x-ray pulse will be distorted, when it propagates
through an object. After free propagation for some distance, these phase changes
may cause intensity variations of the wave field. Typically, Fresnel diffraction of
the radiation field describes this effect, see Fig. 3.1. Even completely transparent
(nonabsorbing) objects may be imaged.
Since its discovery in 1995 [45, 46] using synchrotron radiation, hard x-ray PCI has

seen a rapid development. Along with the advent of coherent x-ray sources, it has
spread into many areas of science and become an indispensable tool in nondestructive
imaging. Very soon after its discovery, it was also realized that spatial coherence is
crucial, opening the way to use conventional laboratory x-ray sources [47]. X-ray PCI
has been accomplished using synchrotron radiation [45–47], x-ray microscopes [43],
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Chapter 3. About x-ray phase contrast imaging

Figure 3.1.: Sketch of the principle of propagation based x-ray PCI. The Fresnel
diffraction pattern is shown after some propagation distance: directly behind the
object only absorbing samples show any contrast, after some propagation distance
the shape of the phase shifting objects become visible.
Simulations for fully absorbing and purely phase shifting disks with 5 µm diameter
and a monochromatic plane wave with 12.4 keV photon energy [44].
Images adapted from Timm Weitkamp (under CC BY 3.0 DE license).

and x-ray tubes [48]. Because organic materials often contain few heavy elements
and consequently are highly transparent to x rays, x-ray PCI has proven to be
particularly useful in the biological and medical sciences [30, 49]. The vast amount
of applications of x-ray PCI range from computed tomography of biological tissue
[50], mammography [51], imaging of lipid monolayers [52, 53], in vivo studies of
muscle complexes in insects [54], to studies of paleontological fish [55, 56], and
revealing letters in archaeological papyri from Herculaneum [57].

3.2. Classical theory of phase contrast imaging
The classical formulation of x-ray phase contrast imaging is commonly based on the
macroscopic index of refraction and scalar diffraction theory [31, 58], the propagation
of coherence functions [30], or the transport-of-intensity equation [59–61]. I present
a theory of propagation based PCI in terms of optical scattering. This approach
is closely related to the formalism of photon scattering in the next chapter. In
particular, the appearance and treatment of the correlation functions is revealed.
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3.2. Classical theory of phase contrast imaging

3.2.1. Classical scattering of a light pulse
The scattering of a classical electromagnetic field is treated in [31, 62]. The scat-
tering medium is described by a time-independent complex refractive index nω(x).
Moreover, it is assumed that: (i) the medium is non-magnetic; (ii) the electrical
permittivity, and therefore the index of refraction, is time-independent and slowly
varying over spatial lengths comparable to the wavelength of the field; (iii) we can
describe the radiation by a scalar field E(x, t).
Let the light pulse be described by the complex scalar function Ein(x, t). The

physical electric field is real. The function Ein(x, t) is the corresponding complex
analytic signal [15], which can be spectrally decomposed into its monochromatic
components

Ein(x, t) = 1√
2π

∞∫
0

Ein(x, ω) eiωt dω . (3.1)

Each monochromatic component satisfies the inhomogeneous Helmholtz equation
[31, 62] (

∇2 + k2
)
E(x, ω) = k2

(
1− n2

ω(x)
)
E(x, ω) , (3.2)

where k = αω. Within the first Born approximation, we find the solution to the
inhomogeneous Helmholtz equation

E(x, ω) = Ein(x, ω)− k2

4π

∫
d3x′

eik|x−x′|

|x− x′|

(
1− n2

ω(x′)
)
Ein(x′, ω) . (3.3)

Recall that the correlation function Γ(r1, r2, t1, t2) and the cross spectral density
W (r1, r2, ω1, ω2) of the light field are defined by [15]

Γ(r1, r2, t1, t2) = 〈E∗(r1, t1)E(r2, t2)〉 (3.4)

= 1
2π

∫∫
dω1dω2 〈E∗(r1, ω1)E(r2, ω2)〉 e−i(ω2t2−ω1t1) (3.5)

= 1
2π

∫∫
dω1dω2W (r1, r2, ω1, ω2) e−i(ω2t2−ω1t1), (3.6)

where 〈·〉 denotes an average over the ensemble of pulses. The intensity at position
r is

I(r, t) = Γ(r, r, t, t) = 〈E∗(r, t) E(r, t)〉 (3.7)

=
〈 1

2π

∫∫
dω1dω2E

∗(r, ω1)E(r, ω2) e−i(ω2−ω1)t
〉
. (3.8)

The target is assumed to scatter weakly and to absorb no radiation. In this case
the index of refraction is nω(x) = 1 − δω(x), where δω is typically very small for
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x rays [63]. Thus, only terms of first order in δω need to be considered. This means
1− n2

ω(x) ≈ 2δω(x), and

I(r, t) = 1
2π

∫∫
dω1dω2 〈E∗in(r, ω1)Ein(r, ω2)〉 e−i(ω2−ω1)t

− 2 Re
{

1
2π

∫∫
dω1dω2

k2
2

4π

∫
d3x′

eik2|r−x′|

|r− x′| 2δω2(x′)

×
〈
E∗in(r, ω1)Ein(x′, ω2)

〉
e−i(ω2−ω1)t

} (3.9)

= Iin(r, t)− 1
2π2 Re

{∫∫
dω1dω2

∫
d3x′ k2

2
eik2|r−x′|

|r− x′| δω2(x′)

×W (r,x′, ω1, ω2) e−i(ω2−ω1)t
}
,

(3.10)

where Iin(r, t) denotes the intensity of the unscattered pulse.

3.2.2. Quasi-stationary pulses
In the following, let us consider a plane-wave x-ray pulse and let us assume that
its intensity profile varies on a much longer timescale than its temporal coherence
properties. Then we can make the assumption that the statistical properties of the
x-ray pulse have a quasi-stationary form [64, 65]. For x1,x2 in the common plane
xz,1 = 0 = xz,2 (orthogonal to the propagation direction and at the origin), we
assume

Γ(x1,x2, t1, t2) = I( t1+t2
2 ) γsp(x1,x2) γtp(t1 − t2), (3.11)

where γsp describes the transversal and γtp the longitudinal correlations and I is an
intensity envelope. We will assume the following transversal (or spatial) correlation
function with the coherence length lc

γsp(x,x′) = e−|x⊥−x′⊥|
2/l2c , (3.12)

where x = (x⊥, 0).
Write t = t1+t2

2 and τ = t1 − t2, as well as ω = ω1+ω2
2 and ω̄ = ω1 − ω2. Then the

cross-spectral density becomes [64]

W (x1,x2, ω, ω̄) = γsp(x1,x2)W1(ω)W2(ω̄) , (3.13)

where we have introduced the Fourier transforms

W1(ω) = 1√
2π

∫
γtp(τ) eiωτ dτ , (3.14a)

W2(ω̄) = 1√
2π

∫
I(t) eiω̄t dt . (3.14b)
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From these equations we see, that for very long pulses

W2(ω̄)→ δ(ω̄) , for T →∞ , (3.15)

i.e., for long pulse duration T we recover the case of a stationary field, where the
frequency components are uncorrelated. We assume a Gaussian shape of the longi-
tudinal (or temporal) coherence function

γtp(τ) = 1√
2π

e−
τ2

τ2
c e−iωinτ , (3.16)

where the width τc of the temporal coherence function is called the coherence time.
From the Fourier relationship in Eq. (3.14a) follows that the spectral bandwidth of
the radiation field is ∆ω = 1/τc. For sufficiently long coherence time τc one recovers
the (quasi)monochromatic case (∆ω � ωin)

W1(ω)→ δ(ω − ωin) , for τc →∞ . (3.17)

In the following we will always assume the pulse duration T to be much larger than
the coherence time τc

τc � T . (3.18)

3.2.3. Propagation and intensity in the Fresnel regime
When the field E(x, ω) is known in the plane xz = 0, the field can be calculated at
position r by the Rayleigh-Sommerfeld diffraction integral [31, 62]

E(r, ω) = −1
2π

∫
xz=0

d2xE(x, ω) ∂
∂z

[
eik|r−x|

|r− x|

]
. (3.19)

Consequently, there is also a propagation equation for the cross-spectral density
[15]. This is particularly helpful because the correlation function and cross-spectral
density are typically known only in the interaction region. Combining this with the
definition of the cross-spectral density, it follows that W can be propagated from
the plane xz = 0 to the point r

W (r,x′, ω, ω̄) = − 1
2π

∫
xz=0

d2xW (x,x′, ω, ω̄) ∂
∂z

[
e−iα(ω+ω̄/2)|r−x|

|r− x|

]
. (3.20)

Now, inserting the last result into in Eq. (3.10), the term in braces becomes

1
2π

∫∫
dωdω̄ α

2(ω − ω̄/2)2

4π

∫
d3x′

eiα(ω−ω̄/2)|r−x′|

|r− x′| δ(ω−ω̄/2)(x′)

× −1
2π

∫
xz=0

d2xW (x,x′, ω, ω̄) ∂
∂z

[
e−iα(ω+ω̄/2)|r−x|

|r− x|

]
eiω̄t .

(3.21)
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At this point, we have to introduce the essential requirement for phase-contrast
imaging. The detector at r = (r⊥, z) must be placed in the near field, also called
the Fresnel regime. We introduce the Fresnel approximation

e−ik|r−x′|

|r− x′| ≈
e−ik

(
z−x′z+

|r⊥−x′⊥|
2

2z

)
z

, (3.22)

where x′ = (x′⊥, x′z) is a point in the target. As a rule of thumb, the Fresnel regime
is characterized by the Fresnel number

F & 1 , where F = D2

zλ
,

with D the characteristic size of the object, λ the wavelength.
Moreover, we will use the projection approximation. This means we assume that

the sample is so thin that the field propagating through the sample is not deviated
much from the path of a plane wave. Thus, we will consider the cross-spectral
density only in a single plane. Let the plane z = 0 be directly behind the sample.
For all points x′ of the sample and x = (x⊥, 0), we set

W (x,x′, ω, ω̄) ≈W (x⊥,x′⊥, ω, ω̄) eiα(ω−ω̄/2)x′z . (3.23)

With these approximations and inserting the cross-spectral density W (x,x′, ω, ω̄)
from Eq. (3.13), the term in (3.21) becomes

iα3

8π3z2

∫∫
dωdω̄ (ω − ω̄

2 )2 (ω + ω̄
2 )
∫

d3x′ eiα(ω− ω̄2 )
(
z+
|r⊥−x′⊥|

2

2z

)
δ(ω−ω̄/2)(x′)

×
∫

xz=0

d2x γsp(x,x′)W1(ω)W2(ω̄) e−iα(ω+ ω̄
2 )
(
z+ |r⊥−x⊥|

2

2z

)
eiω̄t .

For long pulse duration W2(ω̄) → δ(ω̄). Thus, we consider only terms with ω̄ ≈ 0,
when performing the ω̄ integral,

i
4π2z2 I(t− αz)

∫
d3x′

∫
xz=0

d2x γsp(x,x′)

× 1√
2π

∫
dω α3ω3W1(ω) δω(x′) eiαω

( |r⊥−x′⊥|
2

2z − |r⊥−x⊥|
2

2z

)
.

I(t) is the intensity envelope of the pulse. Finally, we have to perform the ω integral.
The phase factor can be regarded as constant, due to the small bandwidth of a quasi-
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monochromatic pulse. Hence, we obtain

I(r, t) = Iin(r, t)− I(t− αz)
(
kin
2πz

)2
2 Re

{
i
∫

d3x′ kin δωin(x′)

×
∫

xz=0

d2x γsp(x,x′) e
ikin
2z (|r⊥−x′⊥|

2−|r⊥−x⊥|2)
}
.

(3.24)

The intensity of the beam without any scattering can be calculated analogously,
yielding the intensity envelope at the retarded time t− αz

Iin(r, t) = I(t− αz) =: Iin(t) . (3.25)

The spatial coherence function from Eq. (3.12) is independent of x′z. The intensity
in Eq. (3.24) depends only on the projection

∫
dx′z δωin(x′) of δωin . We can introduce

the phase shift function ϕ (cp. Eq. (2.40) in Ref. [31])

ϕ(x′⊥) = −kin

∫
dx′z δωin(x′) . (3.26)

The expression for the intensity at the detector simplifies to

I(r, t) = Iin(t)
(

1 +
(
kin
2πz

)2
2 Re

{
i
∫

d2x⊥
∫

d2x′⊥ ϕ(x′⊥)

× γsp(x⊥ − x′⊥) e
ikin
2z (|r⊥−x′⊥|

2−|r⊥−x⊥|2)
})

.

(3.27)

3.2.4. Phase contrast
The phase contrast effect is not obvious from the final expression for the intensity in
the Fresnel regime. This subsection presents a derivation (based on [30]) that results
in an expression that makes this effect more obvious. We define new variables

a := 1
2(x′⊥ + x⊥) b := x⊥ − x′⊥ , (3.28)

that have the useful property

|r⊥ − x′⊥|2 − |r⊥ − x⊥|2 = x′
2
⊥ − x2

⊥ − 2r⊥ · (x′⊥ − x⊥) = −2(a − r⊥) · b . (3.29)

Inserting the the new variables into Eq. (3.27) we obtain

I(r, t) = Iin(t)
(

1 +
(
kin
2πz

)2 ∫
d2b γsp(b)

× i
∫

d2a
[
ϕ(a − 1

2b) e−i kin
z

(a−r⊥)·b−ϕ(a − 1
2b) ei kin

z
(a−r⊥)·b

])
.

(3.30)
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This can be significantly simplified by redefining the variable a := a − 1
2b, and by

subsequently redefining b := −b in the first summand only

I(r, t) = Iin(t)
(

1 +
(
kin
2πz

)2 ∫
d2b γsp(b) e−i kin

z
r⊥·b

× (−2) sin(kin
2z b

2)
∫

d2a ϕ(a) ei kin
z

a·b
)
. (3.31)

Evaluating the last integral yields an expression depending on the Fourier transform
Fϕ(k) of the phase function

I(r, t) = Iin(t)
(

1− 4π
(
kin
2πz

)2
×

×
∫

d2b γsp(b) sin(kin
2z b

2)Fϕ(kin
z b) e−i kin

z
r⊥·b

)
. (3.32)

We linearize the sine to simplify the previous expressions

I(r, t) = Iin(t)
(

1− k3
in

2πz3

∫
d2b e−b2/l2c b2Fϕ(kin

z b) e−i kin
z

r⊥·b
)
. (3.33)

The linearization is justified because for a given pixel size p of the detector one can
only image spatial frequencies up to π/p in reciprocal space. ϕ̃ will then only be
measured up to a maximal spatial frequency |b| 6 πz

kinp
. The argument of the sine

has then a maximal value of π2
zλin
p2 . The resolution for imaging in the Fresnel regime

is limited by the pixel size. Requiring the smallest resolvable feature D ≈ p to be in
the Fresnel regime D2/zλin & 1, yields that the argument of the sine is less than π

2 .
The last equation can then be expressed as

I(r, t) = Iin(t)
(

1− z

2πkin

∫
d2b e−z2b2/k2

inl
2
c F(∇2ϕ )(b) e−ir⊥·b

)
(3.34)

and since the Fourier transform takes products into convolutions the last integral
evaluates to

I(r, t) = Iin(t)
(

1− z

πkin

∫
d2y e−y2 ∇2ϕ

(
r⊥ −

2z
kinlc

y
))

. (3.35)

The intensity depends on a convolution of the Laplacian of the phase function and a
rapidly decaying Gaussian. In order for the convolution to be constrained to a single
pixel of size p, the spatial coherence length lc of the pulse has to be sufficiently large( 2z

kinp

)2
� l2c . (3.36)
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3.2. Classical theory of phase contrast imaging

When the convolution evaluates the Laplacian of the phase shift ∆ϕ only within a
single pixel, we can set the Laplacian of the phase function constant within the pixel∫

d2y e−y2 ∇2ϕ(r⊥ − 2z
kinlc

y) ≈ ∇2ϕ(r⊥)
∫

d2y e−y2 = π∇2ϕ(r⊥). (3.37)

The final result for the intensity in the Fresnel regime is

I(r, t) = Iin(t)
(

1− z

kin
∇2ϕ(r⊥)

)
. (3.38)

We have obtained the common expression for the intensity in the Fresnel regime [30,
31]. The intensity is time-dependent but otherwise the result is equal for stationary
radiation. We encounter the phase contrast effect, because the Laplacian highlights
edges in the phase shift function. There is an intensity pattern, that reflects the
shape of the target, although x-ray absorption by the target has been completely
neglected. The distance of the detector to the target is important, because the
contrast vanishes for z → 0, when the propagation distance is too small.

35





Chapter 4.
Quantum theory

of x-ray phase contrast imaging

In this chapter, I present the quantum theory of PCI published in the article [1]:
Slowik, Santra J. Phys. B 46 164016 (2013).

4.1. Motivation
The tremendous scientific impact of x-ray PCI has been presented in the last chapter.
Despite its success there has been no quantum formulation of PCI available. In the
last chapter a theoretical formalism for a pulsed x-ray source based on optical scat-
tering was presented. The classical formalism incorporates the matter through the
macroscopic index of refraction, disregarding its quantum nature. The interactions
of radiation and matter are often subsumed in a phase shift function. The classical
formulations of PCI [30, 31, 58–61] have been quite successful so far. However, they
completely neglect physical effects like inelastic x-ray scattering. A thorough com-
prehension of all physical effects certainly makes a modern theoretical fundament
of x-ray PCI highly desirable. Only within a formalism without internal contradic-
tions, all possibilities and limitations of the technique may be explored. However,
the classical and the semiclassical description of radiation-matter interaction cannot
properly account for all physical effects [66, 67]. Most notably, the semiclassical
theory cannot correctly describe inelastic Compton scattering [68, 69]. On the other
hand, at first thought one might wonder whether the quantum formalism requires a
phase operator. From quantum optics it is, however, well known that an observable
phase operator is not trivially defined [15, 17].
In this chapter, the theoretical description of PCI is based on a full quantum theory

of matter and radiation. The full quantum theory yields an elegant and rigorous
formulation of PCI. Thus, the subject whether a semiclassical description may suffice
is not touched on. Treating imaging in the near-field (Fresnel) regime by photon
scattering is in itself conceptually interesting. The standard approach for x-ray
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Chapter 4. Quantum theory of x-ray phase contrast imaging

scattering uses Fermi’s golden rule. In this way, the correct scattering probabilities
are obtained, but no distinction between near-field and far-field observation is made.
How to distinguish between near-field and far-field regime? Why do the transition
probabilities from Fermi’s golden rule work very well for far-field scattering? A
careful analysis of the formalism will clarify these questions. In particular, the
crucial role of the observable will be revealed. In the process we will identify suitable
observables to describe x-ray PCI.

4.2. Formalism and intensity observable
The theoretical formalism introduced in Chapter 2 is used [12, 13]. Before defining
the observable, I recall the major points for the reader’s convenience.
The electrons of the system are governed by the electronic Hamiltonian Ĥel, see

Eq. (2.21). Ĥel comprises the kinetic energy of the electrons, the electron-nucleus
attraction and the electron-electron repulsion. In second quantization the electrons
are excitations of the quantum field ψ̂. The nuclei are assumed to be fixed in space
and we exclusively focus on electron-photon interactions. The Hamiltonian of the
free radiation field is Ĥrad, see Eq. (2.38). The radiation field is described by the
vector potential operator Â, which can be expressed in terms of photon creation
and annihilation operators as

Â(x) =
∑
k,λ

√
2π

V ωkα2

{
âk,λεk,λ eik·x +â†k,λε

∗
k,λ e−ik·x

}
. (4.1)

The radiation-matter interaction is governed by the minimal coupling Hamiltonian,
see Eq. (2.41). At hard x-ray photon energies the scattering is dominated by the A2

term. Therefore, we consider the interaction Hamiltonian

Ĥint = α2

2

∫
d3x ψ̂†(x)Â2(x)ψ̂(x) . (4.2)

Because in a scattering process the number of photons is conserved we take only
the photon-number-conserving parts of A2 into account. We may neglect the p ·A
term, since in first-order perturbation theory it describes photon absorption, but
phase contrast imaging is usually utilized with weakly absorbing samples. As was
discussed in Sec. 2.1.4, in second order perturbation theory the p ·A term gives rise
to resonant scattering or dispersive corrections. However, at sufficiently high photon
energy, away from inner-shell absorption edges, resonant effects are negligible [12].

We describe the evolution of the system in the interaction picture, introduced in
Sec. 2.2. We describe the state of the radiation-matter system by a density matrix
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4.2. Formalism and intensity observable

ρ̂, which follows the interaction picture time evolution

ρ̂(t) = lim
t0→−∞

Û(t, t0)ρ̂inÛ
†(t, t0) . (4.3)

The radiation and matter systems are prepared independently long before the scat-
tering at t0 → −∞ in the initial state

ρ̂in = ρ̂Xin ⊗ ρ̂el
in . (4.4)

Take the initial state of the electronic system to be a pure state |Ψel〉

ρ̂el
in = |Ψel〉〈Ψel| . (4.5)

This may either be a stationary state (e.g. the molecular ground state) or a non-
stationary state (e.g. an electronic wave packet). The generalization to mixed
states (e.g. thermal equilibrium states) is straightforward. The density operator of
the incoming x-ray pulse is [12, 17, 70]

ρ̂Xin =
∑
{n},{n̄}

ρX{n},{n̄}|{n}〉〈{n̄}| , (4.6)

where |{n}〉 =
∏

k,λ |nk,λ〉 denotes the basis of multimode Fock states. {n} =
(nk1,1, nk1,2, nk2,1, nk2,2, . . . ) is the set of occupation numbers of all photon modes.
The total photon number is N =

∑
k,λ nk,λ. The basis of multimode Fock states is a

basis of energy eigenstates Ĥrad|{n}〉 = E{n}|{n}〉. At this point it is not necessary
to specify the exact form of the density operator for the x-ray pulse. The statistical
properties of the x-ray pulse will be specified by the first-order correlation function.

As mentioned in the introduction the choice of the observable is essential for de-
scribing x-ray PCI. In a typical experimental situation of PCI a Pixel array detector
is placed in the x-ray beam. The detector measures incoming intensity or the ra-
diation energy that irradiates each detector pixel. The Poynting operator measures
the incident energy per unit area and unit time. The quantum-mechanical Poynting
operator is defined by the Hermitian operator [17]

Ŝ(x) = 1
4πα ·

1
2
(
Ê−(x)× B̂+(x)− B̂−(x)× Ê+(x)

)
, (4.7)

where Ê± and B̂± are the the positive and negative frequency parts of the electric
and the magnetic field operator as defined in Eqs. (2.35), (2.36). In terms of creation
and annihilation operators the Poynting operator may be written as

Ŝ(x) = 1
4V α

∑
k,λ

∑
l,µ

√
ωkωl â

†
k,λâl,µ (el + ek) (ε∗k,λ · εl,µ) e−i(k−l)·x , (4.8)
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where ek = k
|k| . The energy flux through the surface of a detector pixel is a well-

motivated choice for an observable. To describe the effective area of the pixel in the
incoming radiation beam, let the unit vector d be a normal vector to an infinitesimal
pixel on the detector. We describe intensity measurements of the detector at position
r by the observable

Ô = Ŝ(r) · d . (4.9)

This observables evolves in time according to Ô(t) = eiĤradt Ô e−iĤradt. The expec-
tation value at time t is

〈Ô〉t = Tr
(
ρ̂(t)Ô(t)

)
. (4.10)

In the following, we use the short-hand notation

I(r, t) = 〈Ŝ(r) · d〉t (4.11)

for the expectation value of the intensity observable.
Note that this observable is in general different from the usual photoelectric de-

tection probability Ê−Ê+ [15, 71] because it depends on the propagation direction
of the photon modes. However, under the assumptions made in this work the dif-
ferences in the result are negligible [17].

4.3. The (0,1) term of the Poynting operator

The time evolution operator Û(t, t0) satisfies i ∂∂t Û(t, t0) = Ĥint(t)Û(t, t0). We em-
ploy first-order perturbation theory with respect to Ĥint as introduced in Sec. 2.2.2.
The first-order perturbation theory corresponds to the first Born approximation in
the classical derivation. In consequence x-ray photons are scattered only once from
the electronic system, which is a useful approximation for weak scatterers. The time
evolution operator expanded to first-order is

lim
t0→−∞

Û(t, t0) = 1̂− i
t∫

−∞

dt′ eiĤ0t′ Ĥint e−iĤ0t′ , (4.12)

where Ĥ0 = Ĥel+Ĥrad. The expectation value of the intensity observable Ô = Ŝ(r)·d
becomes, cf. Eq. (2.77),

I(r, t) = Tr(ρ̂inÔ(t)) + 2 Re

i
t∫

−∞

dt′Tr[ρ̂inĤint(t′)Ô(t)]


+

t∫
−∞

t∫
−∞

dt′dt′′ Tr[Ĥint(t′′)ρ̂inĤint(t′)Ô(t)]

(4.13)

= Iin(t) + Iϕ(t) + higher order terms . (4.14)
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4.3. The (0,1) term of the Poynting operator

We remark that setting the adiabatic switching parameter ε to zero does not affect
the results.
The (0,0) term is the first term in Eq. (4.13), denoted by Iin(t). We can directly

identify Iin(t) as the expectation value of the (instantaneous) intensity in the initial
state. Because there is no interaction or scattering involved, Iin(t) describes the
intensity of the incoming x-ray field.
The (0,1) term is the second term in Eq. (4.13), denoted by Iϕ(t). We will demon-

strate that Iϕ(t) accounts for the phase contrast effect. In particular, we will show
that the expectation value I(r, t) = Iin(t) + Iϕ(t) depends on the electron density of
the sample and how it is highlighted when the detector is placed in the near-field.
Matrix elements of the form 〈S|Ô(t)|I〉 describe the measurement of the interference
of the two states |I〉 and |S〉 by the observable Ô. Iϕ describes the intensity pattern
due to the interference of the incoming and scattered x-ray fields. In order that
Iϕ does not vanish, it is crucial that the observable can simultaneously detect the
incoming and the scattered fields.
The (1,1) term is the last term in Eq. (4.13). It is a term of higher order in α2.

Thus, with respect to the (0,0) and (0,1) term, the (1,1) term can be neglected. This
is consistent with the physical situation of near field imaging, where the detector is
placed in the illuminated beam. However, it is important to note that this term is
responsible for the intensity distribution of the scattered light in the far field, as will
be discussed in Chapter 6.

Now, we demonstrate that Iϕ describes the phase contrast effect. Because the
electronic state of the system remains unobserved we can separate electronic and
radiation degrees of freedom. Inserting the Hamiltonian, the initial state, and the
observable – given in Eqs. (4.2), (4.4), (4.9) – the matrix element can be written

Tr(ρ̂inĤint(t′)Ô(t)) = α2

2

∫
d3x′ 〈Ψel| eiĤelt

′
ψ̂†(x′)ψ̂(x′) e−iĤelt

′ |Ψel〉

× Trrad
(
ρXin eiĤradt

′ Â2(x′) e−iĤrad(t′−t) Ŝ(r)·d e−iĤradt
)
,

(4.15)

where Trrad denotes the trace of the radiation system only. As a first result, we
obtain that Iϕ depends on the electronic system only via the electron density

ρ(x′, t′) = 〈Ψel| eiĤelt
′
ψ̂†(x′)ψ̂(x′) e−iĤelt

′ |Ψel〉 . (4.16)

This means electronic excitations do not contribute to the interference term Iϕ.
Therefore, Iϕ contains only contributions from electronically elastic scattering. Re-
markably, for this interaction Hamiltonian this is a simple consequence of the fact
that the observable does not act on the electronic state.
The right hand side of (4.15) can be related to the statistical properties of the

incoming radiation field. Assuming that a scalar description of the radiation system
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Chapter 4. Quantum theory of x-ray phase contrast imaging

is sufficient, let the incoming x-ray field have a mean wave vector kin with |kin| =
kin = αωin and a mean polarization vector εin = εkin,λin . Then we can use the
simplified first-order correlation function of the incoming radiation field [15, 17, 70,
71]

G(1)(x′, t′, r, t) ≡ Tr
(
ρ̂Xin Ê−(x′, t′) Ê+(x, t)

)
(4.17)

= 2πωin
V

∑
k,λ

∑
l,µ

Tr
(
ρ̂Xin â

†
k,λâl,µ

)
ei(ωkt

′−k·x′) e−i(ωlt−l·r) . (4.18)

Furthermore we assume: i) that the incoming x-ray field has a small bandwidth; ii)
that all modes propagate with small angular spread in the direction ein = kin

|kin| ; and
iii) that they are equally polarized, i.e.,

ωk ≈ ωin ≈ ωl , ek ≈ ein ≈ el , εk,λ ≈ εin ≈ εl,µ . (4.19)

Now, we can express (4.15) in terms of the first-order correlation function:

Tr(ρ̂inĤint(t′)Ô(t)) =
∑
k,λ

∫
d3x′ ρ(x′, t′) e−ik·(r−x′) eiωk(t−t′)

× |ε∗in · εk,λ|2 (ek + ein) · d

× 1
4V kin

G(1)(x′, t′, r, t) .

(4.20)

The detailed derivation of this expression can be found in Appendix 4.A.
From (4.20) it follows that the interference term Iϕ depends on the correlation

function at position and time of the scattering event (x′, t′) and the measurement
(r, t). We encounter the same problem as in the classical derivation in Chapter 3,
namely that this correlation is usually unknown. Typically, only the correlation
function in a plane can be determined experimentally. However, as in Sec. 3.2.3,
we can use the propagation properties of G(1) [15, 72] to determine G(1)(x′, t′, r, t).
We then only need to know G(1) in one plane. We call this plane the exit plane,
and choose it perpendicular to the propagation direction and close to the object, see
Fig. 4.1. We think of the exit plane to be right behind the object for macroscopic
(or mesoscopic) objects. For continuous electron densities of microscopic objects
like single atoms or molecules, we may use any plane that is close to (or within) the
maximal density. We choose the coordinates system such that the exit plane has
xz = 0. The projection of any vector x = (xx, xy, xz) = (x⊥, xz) onto the exit plane
is (x⊥, 0).
As in the previous chapter, we use the correlation function of a quasi-stationary,

quasi-monochromatic field, see Sec. 3.2.2. This is a good choice for x-ray free electron
laser pulses or synchrotron radiation. In the exit plane it has the form [64]

G(1)(x′, t1,x, t2) = 4πα I( t1+t2
2 ) γsp(|x⊥ − x′⊥|) γtp(t1 − t2) , (4.21)
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4.3. The (0,1) term of the Poynting operator

Figure 4.1.: An illustration of the chosen coordinates. Position vectors within the
electron density distribution of the sample are denoted by x′, and their projection
onto the exit plane directly behind the object is denoted by x′⊥. The detector is
placed at r, at a distance z in the direction of propagation and r⊥ perpendicular
to it. R′ is the direction from the point of scattering to the detector.
Figure taken from (Slowik, Santra J. Phys. B 46, 164016) [1].
c© 2013 IOP Publishing Ltd.

where I denotes the average intensity, and γsp and γtp denote the spatial and tempo-
ral coherence functions, respectively. Recall, we assume the coherence time τc to be
much shorter than the pulse duration. The spectral bandwidth of the radiation field
is ∆ω = 1/τc. The width of the spatial coherence function is called the coherence
length lc.
Let the detector be placed at the position r = (r⊥, z). It is crucial that the

detector is in the near-field (Fresnel) regime of the object. Then, G(1)(x′, t′, r, t)
[see (4.34) ] can be determined by Fresnel propagation.

The sum over all photon modes (k, λ) in (4.20) describes photons scattered in all
directions. This is a consequence of the Poynting operator, which is able to detect
all photon modes. We make no assumptions on the scattering angles of the photons.
In general, there is no constraint to small scattering angles following from the form
factors of single atoms. A careful analysis of (4.20), performed in Appendix 4.C,
reveals that only photon modes contribute, that are scattered directly towards the
detector. That is, in the limit λin � z, the wave vector points directly to the detec-
tor. Moreover, polarization effects are negligible if the detector is placed paraxially
(at small angles from the optical axis) downstream from the sample. In case the
initial electronic state is not a stationary state, we assume the electron density to
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vary slowly on time scales of the coherence time of the pulse.

Finally, we insert the model for G(1) and (4.20) into the expression for Iϕ in
Eq. (4.13). This yields the phase-contrast term

Iϕ(t) = 2 Re
{

iα
2kin

2πz2 Iin(t)
∫

d3x′ ρ(x′, t− αz)

×
∫

d2x⊥γsp(|x⊥ − x′⊥|) e
ikin
2z (|r⊥−x⊥|2−|r⊥−x′⊥|

2)
}
, (4.22)

where Iin(t) = I(t − αz)ein · d is the intensity of the incoming radiation. Observe,
that finally we have obtained an expression for Iϕ that is equivalent to the classical
expression, cf. Eq. (3.24). According to (4.22), PCI encodes the projection of the
expectation value of the electron density ρ⊥(x⊥, t) =

∫
dxzρ(x, t).

As in the classical theory, one can recast (4.22) into a term that highlights the
density distribution of the target. The same arguments as in Sec. 3.2.4 yield (cf.
Sec. 4.2 in [30])

Iϕ(t) = 2πα2z

k2
in

Iin(t)∇2ρ⊥(r⊥, t− αz) . (4.23)

PCI yields a real space image, where edges of the projected electron density dis-
tribution are particularly emphasized. We may express the electron density by the
phase shift function ϕ [31, 63]

ρ⊥(r⊥, t) = − kin
2πα2ϕ(r⊥, t) . (4.24)

This recovers the classical expression of PCI (Eq. (3.38)) as the expectation value
of a suitable intensity observable in the full quantum theory

I(r, t) = Iin(t) + Iϕ(t) = Iin(t)
{

1− z

kin
∇2ϕ(r⊥, t− αz)

}
. (4.25)

4.A. Calculation of the matrix element
In this appendix, it is shown how the right hand side of Eq. (4.15) can be expressed
in terms of G(1). To simplify the trace term

Trrad
(
ρXin eiĤradt

′ Â2(x′) e−iĤrad(t′−t) Ŝ(r) · d e−iĤradt
)

we insert the expansions of Â2 and Ŝ(r) · d in terms of creation and annihilation
operators, given in (4.1) and (4.8). We express the initial state in the basis of
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multimode Fock states, see Eq. (4.6). Moreover, we consider only the normal ordered
one-photon contributions from Â2.
The matrix elements that appear have the form∑
{n̄},{n}

ρX{n},{n̄}〈{n̄}| e
iĤradt

′ Â2(x′) e−iHrad(t′−t) Ŝ(r) · d e−iĤradt |{n}〉

= π

V 2α3

∑
p,α

∑
q,β

∑
k,λ

∑
l,µ

√
ωkωl
ωpωq

ei(q−p)·x′ e−i(k−l)·r ei(E{n̄}t′−E{n}t)

× e−i(E{n}−ωl+ωk)(t′−t)
〈
{n̄}

∣∣∣â†p,αâq,β â
†
k,λâl,µ

∣∣∣{n}〉
× (ε∗p,α · εq,β) (ε∗k,λ · εl,µ) (ek + el) · d .

(4.26)

The nonzero contributions give rise to phase factors

ei(E{n̄}t′−E{n}t) e−i(E{n}−ωl+ωk)(t′−t) = ei((ωp−ωq)t′+(ωk−ωl)t) . (4.27)

Applying the commutation relations from Eq. (2.37) yields

Tr(ρ̂inĤint(t′)Ô(t)) = π

2V 2α

∑
p,α

∑
q,β

∑
k,λ

∑
l,µ

∫
d3x′ ρ(x′, t′)

×
√
ωkωl
ωpωq

ei((ωp−ωq)t′+(ωk−ωl)t) ei(q−p)·x′ e−i(k−l)·r

×
[
Tr
(
ρ̂Xin â

†
p,αâ

†
k,λâq,β âl,µ

)
+ δk,qδλ,β Tr

(
ρ̂Xin â

†
p,αâl,µ

)]
× (ε∗p,α · εq,β) (ε∗k,λ · εl,µ) (ek + el) · d .

(4.28)

First, we take a look at the term with δk,qδλ,β Tr(ρ̂Xin â
†
p,αâl,µ). The summation over

q, β can be performed. Combined with the assumptions in (4.19)) the trace term
gives the first order correlation function of the field G(1). Thus, this term yields
the desired Eq. (4.20). Finally, we analyze the term with Tr

(
ρ̂Xin â

†
p,αâ

†
k,λâq,β âl,µ

)
.

One finds that an interchange of the indices (p, α) with (q, β) and (k, λ) with (l, µ)
corresponds to complex conjugation of the summand. In the last step, one uses the
trace property Tr(ρ̂Â) = Tr(ρ̂Â†)∗, where Â is any operator. As a consequence, each
summand and its complex conjugate are added, resulting in a real sum. This term
does not contribute to Iϕ, because of the imaginary factor in the real part.

4.B. Propagation of the correlation function
The Fourier transform of G(1) is called the (two frequency) cross spectral density
[73]

W(1)(x′, ω1,x, ω2) = 1
2π

∫∫
dt1dt2G(1)(x′, t1,x, t2) ei(ω2t2−ω1t1) . (4.29)
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We recall from Sec. 3.2.2 that the cross spectral density in the quasi-stationary
model has the form [64, 65]

W(1)(x′, ω + ω̄
2 ,x, ω −

ω̄
2 ) = 4πα γsp(|x⊥ − x′⊥|)W1(ω)W2(ω̄) , (4.30)

where W1 is the Fourier transform of γtp, and W2 is the Fourier transform of the
pulse I(t).
In vacuum the cross spectral density W(1)(x′, ω1, r⊥, ω2) has to satisfy the homo-

geneous wave equation, like the classical cross spectral density. We can describe
the propagation of W(1) in the second pair of variables by a Rayleigh-Sommerfeld
diffraction integral [15, 72]. We use this to determine W(1) at the point r = (r⊥, z)
from its values in the exit plane

W(1)(x′, ω1, r, ω2) = − 1
2π

∫
xz=0

d2x⊥W(1)(x′, ω1,x, ω2) ∂
∂z

[
eik2|r−x|

|r− x|

]
. (4.31)

In analogy to the classical theory, we assume the detector in the Fresnel regime

∂

∂z

eikin|r−x|

|r− x| ≈
ikin
z

e
ikin

(
z+ |r⊥−x⊥|

2

2z

)
, (4.32)

is valid for kin = αωin. We assume as well a thin object

W(1)(x′, ω1, r, ω2) = e−ik1x′zW(1)(x′⊥, ω1, r⊥, ω2) . (4.33)

Moreover, we assume that the coherence time is large enough that the pulse is
quasi-monochromatic ∆ω/ωin � 1 and that α∆ω |r⊥−x⊥|2

2z � 1. Combining these
assumptions we get the first-order correlation function from W(1)

G(1)(x′, t′, r, t) = −2iαkin
z

e−ikinx′z I( t+t′−αz2 ) γtp(t′ − t+ αz)

×
∫

xz=0

d2x⊥ γsp(|x⊥ − x′⊥|) e
ikin
2z |r⊥−x⊥|2 .

(4.34)

4.C. Calculation of the phase contrast term
We calculate the phase-contrast term Iϕ

Iϕ(t) = 2 Re

i
t∫

−∞

dt′Tr[ρ̂inĤint(t′)Ô(t)]

 .
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The appearing trace term has been simplified in Eq. (4.20) and depends on the first-
order correlation function G(1)(x′, t′, r, t). In Appendix 4.A we have determined
G(1)(x′, t′, r, t) from its values in the exit plane given in Eq. (4.21).
When inserting the correlation function in Eq. (4.34) into Eq. (4.20) the time

integral has the form

t∫
−∞

dt′ ρ(x′, t′)I( t+t′−αz2 ) γtp(t′ − t+ αz) eiωk(t−t′) .

The temporal coherence function γtp vanishes for times much larger than τc. We
assume that the pulse intensity and the electron density vary slowly on the time
scale τc. Then we have I( t+t′−αz2 )ρ(x′, t′) ≈ I(t − αz)ρ(x′, t − αz), because γtp is
centered around t′ = t− αz. Moreover, the temporal coherence function γtp decays
fast enough to treat the time integral as the Fourier transform W1 of γtp. The fast
decay of γtp in the last step is satisfied if the distance of the detector is much larger
than the path covered by the radiation in the time τc, i.e., αz � τc.
Letting the quantization volume approach infinity, we replace

∑
k by V

(2π)3
∫

d3k.
Thus

Iϕ = 2 Re
{
α
√

2π
2(2π)3 I(t− αz)

∫
d3x′ ρ(x′, t− αz)F (x′)

∫
d3k G(k,x′)

}
, (4.35)

where

F (x′) = z−1 e−ikinx′z

∫
d2x⊥ eikin

|r⊥−x⊥|
2

2z γsp(|x⊥ − x′⊥|) (4.36)

G(k,x′) = W1(ωk) eiωkαz e−ik·(r−x′) ∑
λ

|ε∗in · εk,λ|2 (ek + ein) · d . (4.37)

Finally, we only have to perform the integration over all wavevectors k, which repre-
sent photons scattered in all directions. We will now see that only photons scattered
directly into the detector contribute. Because we consider only forward scattering,
we can write k = αωk

(
κx, κy,

√
1− κ2

x − κ2
y

)
, with κx = kx

αωk
and κy = ky

αωk
. The

integral over k becomes∫
d3k G(k,x′) =

∫
dωk α

3ω2
kW1(ωk) eiωkαz

×
∫∫

√
κ2
x+κ2

y≤1

dκxdκy
∑
λ |ε∗in · εk,λ|2 (ek + ein) · d√

1− κ2
x − κ2

y

e−iαωkR
′ek·eR′ ,

(4.38)
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where we denoted R′ = r − x′ and R′ = |R′|. The double integral can be treated
with the method of stationary phase [e.g., see Sec. 3.3.4. in [15] ]. In the limit
αωkR

′ →∞, when the detector is many wavelengths away from the object, we find
that only the wave vectors k pointing in the direction R′/R′ contribute. We obtain∫

d3k G(k,x′) = 2πi
∫

dωk α
2ωkW1(ωk) eiωkαz

×
∑
λ

|ε∗in · εR′,λ|2 (eR′ + ein)·d e−iαωkR
′

R′
.

(4.39)

In the last expression, we used that the polarization vectors εk,λ and the directions
ek depend only on k/k. We denote by εR′,λ and eR′,λ the polarization and direction
vectors for a wave vector k pointing in the direction R′/R′. Because the x-ray pulse
is sufficiently monochromaticW1(ωk) is centered at ωin with narrow width ∆ω, such
that α∆ω |r⊥−x′⊥|

2

2z � 1. Application of the Fresnel approximation

R′−1 e−iαωkR
′ ≈ z−1 e−iαωk(z−x′z+

|r⊥−x′⊥|
2

2z ) , (4.40)

yields ∫
d3k G(k,x′) = (

√
2π)3 iα2ωin

z
eikinαx′z e−iαωin

|r⊥−x′⊥|
2

2z

×
∑
λ

|ε∗in · εR′,λ|2 (eR′ + ein)·d
(4.41)

Making the paraxial approximation, suitable for typical experiments, we assume
R′ = r − x′ = r⊥ − x′⊥ + (z − x′z)ein ≈ zein. This means eR′ ≈ ein and we can
neglect the contributions from polarization and propagation direction∑

λ

|ε∗in · εR′,λ|2 (eR′ + ein) · d ≈ 2ein · d , (4.42)

because they vary slowly with the angle between eR′ and ein. Inserting Eqs. (4.41)
with (4.42) into (4.35), we obtain (4.22).
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Chapter 5.
Time-resolved phase contrast imaging

of wave packets

In this chapter I present the proposal of time resolved PCI for imaging coherent
electronic motion, published in the article [2]:
Dixit, Slowik, Santra Phys. Rev. Lett. 110, 137403 (2013).

5.1. Motivation
An electronic wave packet is a superposition of stationary electronic states. The
wave packet is nonstationary and gives rise to ultrafast electronic motion. Electronic
motion has a wide range of applications and implications in ultrafast science [74–
77]. Recently, the first experiments, using attosecond light pulses, have been able to
investigate electronic motion in real time [78–87], cf. Sec. 7.1.
In this work, I investigate the application of x-ray imaging to investigate electronic

motion. Fundamental understanding of imaging techniques is vital to identify suit-
able methods for investigation of electronic motion. A great advantage of ultrafast
x-ray scattering would be the access to simultaneous real space and real time in-
formation. Surprisingly, the far-field scattering of nonstationary electronic states is
more involved than in the stationary case. In Ref. [88] it was demonstrated that the
far-field diffraction pattern of an electronic wave packet does not encode the instan-
taneous electron density. (An in-depth discussion of the far-field imaging problem
of electronic wave packets is given in Chapter 7.) Thus, the question is brought up
whether it is possible at all to recover the instantaneous electron density of electronic
wave packets by x-ray scattering. In this chapter, I demonstrate that time-resolved
x-ray phase contrast imaging does not suffer from the limitations of far-field x-ray
imaging. In Section 5.2, I demonstrate that time-resolved x-ray phase contrast imag-
ing can – in principle – recover the instantaneous electron density. In particular,
I present the example of an electronic wave packet in hydrogen. In Section 5.3 I
will discuss the formidable challenges that an experimental realization will have to
overcome.
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Chapter 5. Time-resolved phase contrast imaging of wave packets

5.2. Time-resolved PCI: theory and examples
5.2.1. Theory of time-resolved PCI
I present the theoretical description of an ultrafast phase-contrast imaging experi-
ment using the pump-probe scheme, aiming at real-time and real-space information
of an electronic wave packet [2]. The pump-probe scheme is the prevalent method to
investigate ultrafast processes. First, one triggers the dynamics to be investigated
in the pump step. Subsequently, the dynamics is examined by another interaction
with an ultrafast radiation pulse in the probe step. Performing the measurement
repeatedly, one gains access to the evolution of the system by controlling the time
delay between pump and probe interaction.
The scope here is to image electron dynamics with an ultrafast x-ray pulse in a

pump-probe setup. The details of the pump step are not considered, typically, an
attosecond laser pulse is used as the pump. An ultrashort x-ray pulse serves as the
probe pulse. There have been several proposals how to generate attosecond x-ray
pulses with x-ray free-electron lasers [89–93]. Thus, in the foreseeable future such
x-ray light sources should become available.
The quantum theory of phase contrast imaging has been presented in Chapter 4.

I recall the main points, placing more emphasis on time-dependent electronic states.
There are two important assumptions: First, the x-ray photon energies have to
be far-away from all inner-shell absorption edges. Secondly, the photon counting
detector has to be placed in the near-field. The attentive reader may have noticed
that nonstationary states were not explicitly excluded in the last chapter. The initial
state of the electronic system has been simply assumed to be a general pure state

ρ̂el
in = |Ψel〉〈Ψel| , (5.1)

which are not necessarily stationary. For example, we may consider an electronic
wave packet composed of the coherent superposition of two energy eigenstates

|Ψel〉 = c1|ϕ1〉+ c2|ϕ2〉 , with |c1|2 + |c2|2 = 1 , (5.2)

where Ĥel|ϕi〉 = Ei|ϕi〉 for i = 1 or 2. The electron density of this superposition
oscillates with a period Tel = 2π/|E2 − E1|. For simplicity, let us assume here a
superposition of two energy eigenstates.
Remarkably, any inelastic transitions were excluded from the phase contrast term

in Eq. (4.15). This is of particular interest for time-resolved imaging because the
inelastic transitions are the root of the problem in the far-field imaging of electronic
motion, see [88] and Chapter 7. In time-resolved PCI only the instantaneous electron
density

ρ(x′, t′) = 〈Ψel|ψ†(x′, t′)ψ(x′, t′)|Ψel〉
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contributes to the phase contrast term

Iϕ(t) = α2 Re
{

i
∫ t

−∞
dt′

∫
d3x′ ρ(x′, t′) Trrad

(
ρXinÂ2(x′, t′)Ŝ(r, t) · d

)}
. (5.3)

According to the pump-probe scheme, we assume that the x-ray pulse is short enough
to “freeze” the wave packet dynamics. Concretely, we require the x-ray pulse dura-
tion Trad to be much shorter than the oscillation period of the electron wave packet

Trad � Tel. (5.4)

Furthermore, we assume that the x-ray probe pulse probes the electronic wave packet
after a pump-probe delay time τ . In Chapter 4 the expectation value of the Poynting
vector in the Fresnel regime has been calculated. This expectation value describes
the instantaneous intensity observed by a detector at a distance ∆ in the near field
(cf. Eq. (4.25))

I(r, t) = Iin(t)
{

1 + 2πα2 ∆
k2

in
∇2ρ⊥(r⊥, t− α∆)

}
. (5.5)

In contrast to the previous chapter, here the x-ray pulse is chosen to propagate in
y-direction. In this way, the quantization axis for the wave packet in the example
is the more usual z-axis. The electron density is integrated along the propagation
axis of the x-ray pulse

ρ⊥(r⊥, τ) =
∫

dy ρ(rx, y, rz, τ) . (5.6)

The signal measured by the detector is the integration of the instantaneous signal
over the pulse duration. The x-ray pulse has to be sufficiently short (Trad � Tel) to
image the wave packet “frozen” at the pump-probe delay τ . Thus, time-integration
yields

Itot(r) = Itot
in

{
1 + 2πα2 ∆

k2
in
∇2ρ⊥(r⊥, τ)

}
. (5.7)

Remarkably, the result depends on the Laplacian of the projection of the instan-
taneous electron density ρ⊥(r⊥, τ). The phase contrast image of a nonstationary
electronic state is not fundamentally different from the image of a stationary state,
it only has an additional dependence on the pump-probe delay τ .

5.2.2. Application to hydrogen wave packets
To breathe life into the previous discussion, I consider concrete wave packets. I use
the same wave packet as in [88], in order to facilitate direct comparison with the
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far-field image. Considering a coherent electronic wave packet in atomic hydrogen
has the advantage that multiparticle contributions have not to be taken into account
[94]. Specifically, take the coherent superposition of the hydrogen 3d and 4f states
with vanishing magnetic quantum number

|Ψel〉 = 1√
2
|ϕ3,2,0〉+ 1√

2
|ϕ4,3,0〉 . (5.8)

This is the example that has been used in [2]. The energy spacing of the 3d and 4f
states (0.66 eV) amounts to an oscillation period of Tel = 6.25 fs of the wave packet.
This oscillation period is of the order of typical time scales of electronic motion in
complex molecular systems [95–97]. The instantaneous electron density of this wave
packet is

ρ(x, τ) = 1
2
(
|ϕ3,2,0(x)|2 + |ϕ4,3,0(x)|2

)
+ Re

{
e−i(E3d−E4f )τ ϕ∗4,3,0(x)ϕ3,2,0(x)

}
.

(5.9)

Fig. 5.1 shows a two-dimensional slice of the instantaneous electron density. The
projected electron density ρ⊥(x, τ) is obtained by integration along the propagation
direction of the x rays, here the y-direction. Fig. 5.2 shows the projected electron
density ρ⊥ for different values of τ . The structure of the wave packet is encoded
in the phase contrast image through the Laplacian of the projected electron density
∇2ρ⊥(x, τ), cf. Eq. (5.7). This Laplacian is displayed in Fig. 5.3. Clearly, the Lapla-
cian follows the time-evolution of the wave packet. The projected electron densities
at times τ = T/2 and τ = 3T/4 coincide and consequently also their Laplacians are
indistinguishable. As one would naively expect, ∇2ρ⊥(x, τ) at τ = 0 and τ = T/2
are clearly distinguishable from each other. This shows that, from the PCI image
alone, one can recover the oscillation period. Although not surprising, this behaviour
is in stark contrast to the far-field image of the wave packet [88], see Chapter 7.

In the same way, one may also treat the hydrogen 3p-4p wave packet, which has
served as an example for ultrafast electron diffraction in Ref. [98],

|Ψel〉 = 1√
2
|ϕ3,1,0〉+ 1√

2
|ϕ4,1,0〉 . (5.10)

This wave packet has the same oscillation period of T = 6.25 fs as the 3d-4f wave
packet. The oscillation of the electron density can be described as a “breathing
motion”. The electron density expands and contracts. Fig. 5.4 shows 2-d slices
through the instantaneous electron density. The integrated electron density of the
wave packet (along the x-direction in this case) is shown in Fig. 5.5. Finally, the
Laplacian of the integrated electron density is presented in Fig. 5.6. As in the
previous example, the PCI image reflects the wave packet oscillation.
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Figure 5.1.: 2-d cut (y = 0) through the instantaneous electron density ρ(x, t) of
the 3d-4f wave packet of atomic hydrogen, at five instants in steps of fourths of
the oscillation period T . The x, z-axes extend from -15 to 15 atomic units.

Figure 5.2.: The (along the y-axis) integrated instantaneous electron density
ρ⊥(r⊥, t) of the 3d-4f wave packet of atomic hydrogen.

Figure 5.3.: The Laplacian of the integrated instantaneous electron density
∇2ρ⊥(r⊥, t) of the 3d-4f wave packet of atomic hydrogen.
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Figure 5.4.: 2-d cut (y = 0) through the instantaneous electron density ρ(x, t) of
the 3p-4p wave packet of atomic hydrogen, at five instants in steps of fourths of
the oscillation period T . The x, z-axes extend from -20 to 20 atomic units.

Figure 5.5.: The (along the y-axis) integrated instantaneous electron density
ρ⊥(r⊥, t) of the 3p-4p wave packet of atomic hydrogen.

Figure 5.6.: The Laplacian of the integrated instantaneous electron density
∇2ρ⊥(r⊥, t) of the 3p-4p wave packet of atomic hydrogen.
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5.3. Challenges and opportunities of time-resolved PCI
The experimental realization of time-resolved PCI of electronic wave packets faces
some serious challenges. In the introduction it was already mentioned that ultrafast
x-ray sources have yet to be developed. Proposals to generate attosecond sources
from free electron lasers exist [89–92]. The recent technological progess in x-ray
sources, such as free electron lasers or x-ray plasma sources, has been rapid. Thus,
the radiation source seems not to be the major bottleneck for experimental realiza-
tion of this imaging scheme.
A serious issue of time-resolved PCI appears to be the availability of suitable x-ray

detectors. The problem is that phase contrast imaging produces real space images,
which are of the size of the object. Obviously, the hydrogen wave packet serves as a
toy model, as it would require detector pixels of (sub)atomic size. Thus, one would
even reach the physical limit of detector size. Yet, for larger (macro-)molecules the
extension of coherent electronic wave packets would be on the (sub-)nanometer scale.
Nowadays, the available detectors have pixel sizes on the order of hundred microns
(µm) [99, 100]. A glimmer of hope may be the use of diverging x-ray beams to
gain some magnification on the detector plane [47]. However, this would require an
extremely fine x-ray focus. Moreover, the detector distance may become extremely
small. In order for the detector to be in the near-field, one should have a Fresnel
number F = D2

∆λ & 1, whereD is the extension of the wave packet and ∆ the detector
distance. In the case of D = 1 nm and assuming the x-ray wavelength of λ = 1 Å
(0.01 Å) the detector distance should be less than 10 nm (1 µm).
Another challenge to be faced is the problem of sufficient contrast. From Eq. (5.7)

one sees that the Laplacian of the projected electron density is added to the intensity
signal of the incoming beam. Usually, one would need very intense x-ray beams to
collect sufficient scattering data. The phase contrast signal may be much weaker
than the beam. In practice, it may become extremely difficult to subtract the
background signal.
Moreover, radiation damage in form of photoionization is a problem that has been

neglected so far. This is, however, a problem that is independent of the imaging
technique and has to be faced in the far field as well.

Having mentioned the obstacles, it remains to offer some incentives to overcome
them. The direct imaging of the Laplacian of the projected instantaneous elec-
tron density ∇2ρ⊥(x, τ) has already been highlighted. Obviously, ρ(x, τ) is of more
direct physical interest. Solving the Poisson equation yields the projected (2d) in-
stantaneous electron density ρ⊥(x, τ). It is possible to reconstruct the complete
3d instantaneous electron density ρ(x, τ) by using tomographic methods [101]. To-
mography requires individual images corresponding to rotations of the wave packet
around the quantization axis. The (3d) instantaneous electron density can also be
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directly reconstructed from a set of the 2d projections ρθ⊥ (θ labels the rotation
angle) [102]. The reconstruction algorithm has the form of a filtered backprojection.
According to the Fourier projection theorem [103], the Fourier transform of a data
function gθ = ∇2ρθ⊥ corresponds to a rotated plane in Fourier space of the 3D
object. The 3d electron density is recovered by integrating over all rotation angles,

ρ(r, τ) = 1
4π2

∫ π

0
dθF−1[QF [gθ]](xθ, y) , (5.11)

after multiplication with the filter function Q(kxθ , ky) = |kxθ |/(k2
xθ

+ k2
y) in Fourier

space. Here, xθ = x cos θ + z sin θ and F denotes the 2d Fourier transform.
Interestingly, a set of 2d phase contrast images also opens a possibility to obtain

the 3d Laplacian ∇2ρ(r, τ) of ρ(x, τ). This can be achieved by a filtered back-
projection with Q(kxθ , ky) = |kxθ |. The 3d Laplacian contains important physical
information. It highlights internal and external boundaries of the wave packet, e.g.,
boundaries of zero electron density flux. According to Bader’s theory of atoms in
molecules [104, 105] this is a useful quantity that carries information about the
complex bonding and topology of the charge distributions in molecules.
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Chapter 6.
X-ray scattering and

the far-field diffraction pattern

This chapter is a technical preparation for the following chapters and connects Part II
and Part III. Previously, near-field imaging has been considered. In this part, I
analyze the far-field scattering pattern, especially needed for coherent diffractive
imaging and inelastic x-ray scattering. In this chapter, I present the far-field ex-
pectation value of the Poynting operator and compare it to the transition rate from
Fermi’s golden rule. This chapter is rather technical, the physical consequences and
applications are in the focus of the following chapters.

6.1. The (0,1) term of the Poynting operator
In Chapter 4, I have introduced the Poynting operator as the observable for x-ray
photon detection. For phase-contrast imaging in the near-field, the lowest order
perturbation theory term, the (0,1) term, turned out to be the relevant term. In
this section, I demonstrate that the (0,1) term vanishes in the far-field.
The (0,1) term of the Poynting operator results in Eq. (4.22) to

Iϕ(t) = 2 Re
{

iα
2kin

2πz2 Iin(t)
∫

d3x′ ρ(x′, t− αz)

×
∫

d2x⊥γsp(|x⊥ − x′⊥|) e
ikin
2z (|r⊥−x⊥|2−|r⊥−x′⊥|

2)
}
.

(6.1)

The final phase factor results from the Fresnel approximation for the near-field. The
Fresnel approximation has been applied once in propagating the correlation function
yielding Eq. (4.34). The Fresnel approximation had to be used a second time, when
all scattered photon modes were integrated to obtain Eq. (4.41).
In the far field the quadratic phase terms are negligible. Then all integrands are

real and the phase contrast term vanishes. In more detail, the far-field approximation
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is [62]

eikin|r−x| /|r− x| ≈ eikinr

r
e−ikins·x , (6.2)

where r = |r| and s = r/r. Using the paraxial approximation sz ≈ 1, and introducing
ξ⊥ = x⊥ − x′⊥, we find

Iϕ(t) = 2 Re
{

iα
2kin

2πz2 Iin(t)
∫

d3x′ ρ(x′, t− αz)
∫

d2ξ⊥γsp(|ξ⊥|) eikins⊥·ξ⊥

}
(6.3)

= 2 Re
{

iα
2kin

2πz2 Iin(t)Nel γ̃sp(kins⊥)
}
. (6.4)

The number of electrons Nel results form the integral over the electron density.
The Fourier transform γ̃sp is real because the spatial coherence function is radially
symmetric. Consequently, the real part vanishes and Iϕ = 0. This term is negligible
even for not perfectly radially symmetric spatial coherence. If the coherence length
is sufficiently large, γ̃sp has basically only contributions in the forward direction.
In summary, the (0,1) term can be completely neglected in the far-field intensity
pattern.

6.2. The (1,1) term of the Poynting operator
In first-order perturbation theory, there is also the (1,1) term. In this section, I
demonstrate that this term accounts for the far-field x-ray diffraction pattern. Com-
monly, the method to derive the far-field diffraction pattern is to chose a projection
operator as the observable. However, it has some conceptual shortcomings. The
projection operator does not at all specify the position of the detector and is not
obviously limited to the far-field. Here, the Poynting operator is used again as the
observable. The connection between both approaches will be clarified in the next
section.
As in Section 4.2, the operator

Ô = Ŝ(r) · d (6.5)

serves as the observable for the intensity at the detector at position r. The (1,1)
term has been established in Eq. (2.77) and takes the form

〈
Ŝ(r)·d

〉(1,1)

t
=

t∫
−∞

dt′
t∫

−∞

dt′′ Tr
(
Ĥint(t′′)ρ̂inĤint(t′) Ŝ(r)·d(t)

)
, (6.6)
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where it is again appropriate to set the adiabatic switching parameter ε to zero. As
before, we consider the A2-interaction

Ĥint = α2

2

∫
d3x Â2(x) n̂(x) , (6.7)

assuming that the x-ray photon energy is sufficiently far above all absorption edges.
The initial state of the radiation and matter system is

ρ̂in = ρ̂Xin ⊗ ρ̂el
in . (6.8)

This yields

〈
Ŝ(r)·d

〉(1,1)

t
=
(
α2

2

)2
t∫

−∞

dt′
t∫

−∞

dt′′
∫∫

d3x′d3x′′Trel
(
n̂(x′′, t′′) ρ̂el

in n̂(x′, t′)
)

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′) Ŝ(r)·d(t)

)
.

(6.9)

Expressing Â and Ŝ in terms of photon creation and annihilation operators (see
Eqs. (4.1), (4.8)), the matrix elements are of the form∑

{n},{n̄}
ρX{n},{n̄}〈{n̄}|â

†
k,λâl,µâ

†
p,αâq,β â

†
m,ζ ân,η|{n}〉 . (6.10)

Normal ordering yields

â†kâlâ
†
pâqâ

†
mân = â†kânδp,lδq,m

+ â†kâ
†
mâqânδp,l + â†kâ

†
pâlânδq,m + â†kâ

†
pâqânδl,m

+ â†kâ
†
pâ
†
mâlâqân.

Photon scattering in first order perturbation theory is a single photon scatter-
ing theory. In particular, we neglect all terms where more than one photon has
been changed from the incoming beam. Thus, only the term stemming from the
â†kânδp,lδq,m part of the matrix element is considered. Physically, we neglect all terms
where the detector measures vacuum fluctuations instead of scattered photons. In
this way we avoid to deal with the infinities that arise from vacuum fluctuations.
Eventually, we find the expression for the trace of the photonic system

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′)Ŝ(r)·d(t)

)
=
∑
l,µ

∑
q,β

(2π)2

V 3α5 (el + eq) · d ei(l−q)·r eil·x′−iq·x′′ eiωl(t−t′) e−iωq(t−t′′)

×
∑
k,λ

∑
n,η

1
√
ωkωn

Trrad
(
ρXin â

†
k,λân,η

)
eiωkt

′−ik·x′ eiωnt′′+in·x′′

× (ε∗k,λ · εl,µ)(ε∗l,µ · εq,β)(ε∗q,β · εn,η) .

(6.11)
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Chapter 6. X-ray scattering and the far-field diffraction pattern

We assume that the x-ray pulse has a narrow bandwidth as well as a small angular
spread in the interaction region and is linearly polarized. Then, the second line
of the right hand side can be expressed by the first order correlation function G(1)

of the radiation field [15, 17, 70, 71]. G(1) has been defined in Eq. 4.18. Relabel
(l, µ) = (k1, λ1), and (q, β) = (k2, λ2) and replace

∑
k,λ by

∑
λ

V
(2π)3

∫
d3k. After

some trivial steps we obtain

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′)Ŝ(r)·d(t)

)
= (2π)−5 α−5 ω−2

in G(1)(x′, t′,x′′, t′′)

×
∫

d3k1

∫
d3k2 e−ik1·(r−x′) e−ik2·(r−x′′) eiωk1 (t−t′) e−iωk2 (t−t′′)

× (ek1 + ek2)·d (ε∗kin,λin · εk1,λin)(ε∗k1,λin · εk2,λin)(ε∗k2,λin · εkin,λin) .

(6.12)

Now, we can use the dispersion relation for photons |k| = αωk to introduce coor-
dinates (kx, ky, ωk) with d3k = α2ωk

kz
dωkdkxdky. Then, we can perform the k1, k2-

integrations. The k1-integral from Eq. (6.12) has the form∫
dωk1α

2ωk1

∫∫
√
k2
x+k2

y≤αωk1

dkxdky
eiωk1 (t−t′)√

α2ω2
k1
− k2

x − k2
y

e−ik1·(r−x′)

× (ek1 + ek2)·d(ε∗kin,λin · εk1,λin)(ε∗k1,λin · εk2,λin) .

(6.13)

In the far field, this integral can be treated with the method of stationary phase
[15]. This method gives an asymptotic formula for integrals of the type

I(x, y, z) =
∫∫

p2+q2≤1

a(p, q) eik0(px+qy+mz) dp dq , (6.14)

where z ≥ 0 andm =
√

1− p2 − q2. In the limit k0r →∞, where r =
√
x2 + y2 + z2,

this integral yields

I(x, y, z) ∼ 2πi
k0

z

r
a

(
x

r
,
y

r

) eik0r

r
, for k0r →∞ . (6.15)

In the limit αωk1 |r− x′| → ∞, we obtain for the integral in Eq. (6.13)∫
dωk1α

2ωk1(−2πi)e−iαωk1R

R
(eR + ek2)·d(ε∗kin,λin · εR,λin)(ε∗R,λin · εk2,λin) , (6.16)

where R = r − x′, R = |R|. We remark that, in order to obtain this result,
we have performed the k-integral over all possible scattered photon modes with
all possible directions. In the limit that the detector is far away from the object
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6.2. The (1,1) term of the Poynting operator

(w.r.t. the wavelength of the incoming radiation), we find that only one photon
mode contributes. A far-field detector at a given position will only be sensitive to
the photon modes scattered into the direction of the detector.
Performing the k1 and the k2 integration Eq. (6.12) becomes

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′)Ŝ(r)·d(t)

)
= 1

(2π)3α
G(1)(x′, t′,x′′, t′′)(er−x′ + er−x′′) · d

× (ε∗kin,λin · εr−x′,λin)(ε∗r−x′,λin · εr−x′′,λin)(ε∗r−x′′,λin · εkin,λin)

×
∫∫

dωk1 dωk2

ωk1ωk2

ω2
in

e−iαωk1 |r−x′|

|r− x′|
eiαωk2 |r−x′′|

|r− x′′| eiωk1 (t−t′) e−iωk2 (t−t′′) .

(6.17)

For a small object that is far away from the detector, the direction pointing to the
detector does not change much within the object. Then, we can make the simplifying
assumptions

|r− x| ≈ r− s · x, where s = r/r,
er−x ≈ es,

εr−x,λin ≈ εs,λin .

Finally,

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′)Ŝ(r)·d(t)

)
≈ 1

(2π)3α
G(1)(x′, t′,x′′, t′′) 2es · d

∣∣∣ε∗kin,λin · εs,λin

∣∣∣2 (6.18)

×
∫∫

dωk1 dωk2

ωk1ωk2

ω2
in

eiα(ωk2−ωk1 )r

r2 eiα(ωk1s·x′−ωk2s·x′′) eiωk1 (t−t′) e−iωk2 (t−t′′) .

At this point, we need to specify the concrete model for the correlation func-
tion of the radiation field. We use the same quasi-stationary, quasi-monochromatic
correlation function as in Sec. 3.2.2 and 4.3

G(1)(x′, t′,x′′, t′′) = 4πα I( t′+t′′2 ) γsp(|x′⊥ − x′′⊥|) γtp(t′ − t′′) e−ikin(x′−x′′) . (6.19)

We assume that the spatial coherence length of the radiation is much larger than
the object, such that for all points within the object

γsp(|x′⊥ − x′′⊥|) ≈ 1 .

Moreover, we introduce

θ = t′ + t′′

2 and τ = t′ − t′′ , (6.20)
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Chapter 6. X-ray scattering and the far-field diffraction pattern

and assume that, within the object, the correlations propagate like plane waves,
such that

G(1)(x′,x′′, θ, τ) = 4πα I(θ) e−τ2/τ2
c eiωinτ e−ikin(x′−x′′) , (6.21)

where τc is the coherence time of the radiation field.
Inserting the trace term (6.18) into Eq. (6.9) yields〈

Ŝ(r)·d
〉(1,1)

t
= α4

8π2r2 2es · d
∣∣∣ε∗kin,λin · εs,λin

∣∣∣2 ∫∫ d3x′d3x′′

× Trel
(
ρ̂el

in n̂(x′, θ + τ
2 ) n̂(x′′, θ − τ

2 )
)

e−ikin(x′−x′′)

×
t∫

−∞

dθ
∫

dω̄ I(θ) e−iω̄(θ−t+αr−α2 s·(x′+x′′))

×
∞∫
−∞

dτ
∫

dω
ω2 − ω̄2

4
ω2

in
ei(ωin−ω)τ e−τ2/τ2

c eiαωs·(x′−x′′) ,

(6.22)

where we have introduced the variables

ω = ωk1 + ωk2

2 and ω̄ = ωk1 − ωk2 . (6.23)

For the purpose of this chapter we assume the electronic system is in a pure, sta-
tionary state |Ψa〉,

ρel
in = |Ψa〉〈Ψa| . (6.24)

Thus, we can simplify the trace of the electronic system

Trel
(
ρ̂el

in n̂(x′, θ + τ
2 )n̂(x′′, θ − τ

2 )
)

= 〈Ψa|n̂(x′, θ + τ
2 )n̂(x′′, θ − τ

2 )|Ψa〉 (6.25)

=
∑
f

ei(Ea−Ef )τ 〈Ψa|n̂(x′)|Ψf 〉〈Ψf |n̂(x′′)|Ψa〉 , (6.26)

where we have introduced a summation over a complete, orthogonal basis of sta-
tionary states.
The Fourier transform of I(θ) was defined in in Eq. (3.14b). We find〈
Ŝ(r)·d

〉(1,1)

t
= α4

8π2r2 2es · d
∣∣∣ε∗kin,λin · εs,λin

∣∣∣2 ∫∫ d3x′d3x′′

×
∑
f

〈Ψa|n̂(x′)|Ψf 〉〈Ψf |n̂(x′′)|Ψa〉 e−ikin(x′−x′′)

×
∫

dω̄
√

2πW2(ω̄) eiω̄(t−αr+α
2 s·(x′+x′′))

×
∫

dω
ω2 − ω̄2

4
ω2

in

√
2πW1(ω − ωin + Ef − Ea) eiαωs·(x′−x′′) .

(6.27)
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For a sufficiently large pulse duration we can neglect all frequency correlations and
W2 becomes very narrow and centered around ω̄ ≈ 0. Also, we assume that the
detector is so far away that s · (x′+x′′)

2 � r. Furthermore, we require the pulse to
be quasi-monochromatic. This means W1, representing the bandwidth of the pulse,
can be assumed to be a delta function, implementing the energy conservation during
the scattering process. Thus,〈

Ŝ(r)·d
〉(1,1)

t
=
( dσ

dΩ

)
Th

es · d
I(t− αr)

r2

×
∑
f

ω2
f

ω2
in

∫∫
d3x′d3x′′ 〈Ψa|n̂(x′)|Ψf 〉 〈Ψf |n̂(x′′)|Ψa〉 eiQ(x′′−x′) ,

(6.28)

where the final photon energy is ωf = ωin − Ef − Ea, the momentum transfer is
Q = kin − kf = kin − αωfs, and the Thomson cross section is( dσ

dΩ

)
Th

= α4
∣∣∣ε∗kin,λin · εkf ,λin

∣∣∣2 . (6.29)

It should be emphasized that in the case of elastic scattering, when |Ψf 〉 = |Ψa〉, we
have found the well-known relationship of scattering pattern and Fourier transform
of electron density〈

Ŝ(r)·d
〉(1,1)

t
=
( dσ

dΩ

)
Th

I(t− αr)
r2 es · d

∣∣∣∣∫ d3x 〈Ψa|n̂(x)|Ψa〉 eiQx
∣∣∣∣2 . (6.30)

〈Ŝ(r)·d〉(1,1)
t is the expectation value at the instant t. It depends on the retarded

intensity at the time of scattering, αr is the time a photon travels from the target
to the detector. Any real measurement would correspond to a time-integration of
such instantaneous expectation values. Moreover, this expectation value depends
on the inverse square of the detector distance. This expresses the intensity fall off
of a spherical wave upon propagation. Moreover, the orientation of the detector
influences the size of the area which the radiation propagates through. The term
es ·d reflects that. Note, we have not made any a priori assumption on the direction
of scattered photons.

6.3. The projection observable
In this section I derive the (1,1) term for the projection operator onto a scattered
photon mode. Using the projection operator is the common approach to calculate
the far-field diffraction pattern [21, 63, 70, 106]. In the previous section we have
used the Poynting operator as the observable. Its expectation value gives the value
of the energy flowing through a unit area per unit time. The energy of the radiation
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Chapter 6. X-ray scattering and the far-field diffraction pattern

field is transported in form of photons and, thus, it is a reasonable observable for
photon detection. This poses the question, what the (1,1) term of the projection
operator corresponds to.
In the last section, we learned that for each given point in the far field only

one photon mode is crucial for the intensity of the radiation field. Therefore, it is
crucial to determine the populations of the photon modes in the scattered radiation
field. In other words, we ask what is the probability that an incoming photon is
scattered into a final photon mode. As we have seen in Sec. 2.2.3, one can calculate
transition probabilities by Fermi’s Golden Rule. It was demonstrated that these
transition rates correspond to the (1,1) term of a projection operator. In short,
we consider projection operators to determine transition rates to scattered photon
modes. Because the intensity at each point on the detector depends only on a single
mode, we obtain the diffraction pattern from this quantity.
We employ the same formalism as in the previous section. The projection operator

is defined by
Ô = P̂ks,λs ⊗ 1̂el . (6.31)

For the projector we may use the short hand notation

P̂ks,,λs = |1ks,λs〉〈1ks,λs | , (6.32)

where |1ks,λs〉 is the Fock state with one photon in the mode (ks, λs), for the mul-
timode Fock state expression P̂ks,λs =

∑
{n′} |{n′}〉〈{n′}|, where {n′} are the multi-

mode Fock states with nks,λs = 1. A single photon in the scattered mode is sufficient
because we assume that the scattering occurs only into previously unoccupied modes.
According to Eq. (2.86), the transition rate ΓFI for a scattering a photon into the

mode (ks, λs) satisfies

ΓFI T = 〈P̂ks,λs ⊗ 1̂el〉
(1,1)
t→∞ . (6.33)

This yields the differential scattering probability (DSP) to scatter a photon into a
given solid angle dΩ, where we have to sum over all wave vectors ks pointing into
the direction of dΩ

dP
dΩ =

∑
ks→dΩ,λs

〈P̂ks,λs ⊗ 1̂el〉
(1,1)
t→∞ (6.34)

=
∑
λs

V α3

(2π)3

∫
ω2

ksdωks〈P̂ks,λs ⊗ 1̂el〉
(1,1)
t→∞ . (6.35)
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The crucial expression for the DSP is

〈P̂ks,λs ⊗ 1̂el〉
(1,1)
t→∞ = lim

t→∞

(
α2

2

)2 ∫∫
d3x′d3x′′

t∫
−∞

dt′
t∫

−∞

dt′′

Trel
(
n̂(x′′, t′′) ρ̂el

in n̂(x′, t′)
)

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′) P̂ks,λs(t)

)
. (6.36)

In the case of the projection operator, the expressions become simpler than in the
previous section

Trrad
(
Â2(x′′, t′′) ρ̂Xin Â2(x′, t′) P̂ks,λs(t)

)
= 〈1ks,λs |Â2(x′′, t′′) ρ̂Xin Â2(x′, t′) |1ks,λs〉 .

=
( 4π
V α2

)2 1
ωks

∑
k,λ

∑
l,µ

1
√
ωkωl

e−iks·(x′′−x′) eiωks (t′′−t′)

×
∑
{n},{n̄}

ρX{n},{n̄}〈1ks,λs |â
†
ks,λs âk,λ|{n}〉〈{n̄}| â†l,µâks,λs |1ks,λs〉

× e−i(k·x′′−ωkt
′′) ei(l·x′−ωlt

′)(ε∗ks,λs · εk,λ)(ε∗l,µ · εks,λs)

= 8π
V α4ωksω

2
in
|ε∗ks,λs · εkin,λin |

2G(1)(x′, t′,x′′, t′′) e−iks·(x′′−x′) eiωks (t′′−t′) ,

where in the last step we have made the same assumptions on the pulse as in the
last section. Consequently, the DSP becomes

dP
dΩ =

∑
λs

α3

(2π)2ωin
|ε∗ks,λs · εkin,λin |

2
∫
ωks
ωin

dωks

×
∫∫

d3x′d3x′′
∫

dt′
∫

dt′′G(1)(x′, t′,x′′, t′′)

× Trel
(
n̂(x′′, t′′) ρ̂el

in n̂(x′, t′)
)

e−iks·(x′′−x′) eiωks (t′′−t′) .

(6.37)

As in the previous section, we assume that the x-ray pulse is quasi-stationary, quasi-
monochromatic and introduce new variables

G(1)(x′,x′′, θ, τ) = 4πα I(θ) e−τ2/τ2
c eiωinτ e−ikin(x′−x′′) ,

also we assume again that the electronic system is in a stationary state

ρ̂el
in = |Ψa〉〈Ψa| .

Under these assumptions the DSP becomes
dP
dΩ = F

( dσ
dΩ

)
Th

∫
ωks
ωin

dωks
∑
f

τc√
π

e−τ2
c (ωin−ωks−(Ef−Ea))2/4

×
∫∫

d3x′ d3x′′ 〈Ψf |n̂(x′′)|Ψa〉〈Ψa|n̂(x′)|Ψf 〉 eiQ·(x′′−x′) , (6.38)
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where ( dσ
dΩ)Th = α4∑

λs |ε
∗
ks,λs · εkin,λin |2 is the Thomson cross section and F =∫

dθ I(θ)ωin
is the photon fluence of the incoming x-ray pulse.

Neglecting the bandwidth of the pulse, yields ωks = ωin − (Ef − Ea) and

dP
dΩ = F

( dσ
dΩ

)
Th

∑
f

ωf
ωin

∣∣∣∣∫ d3x 〈Ψf |n̂(x)|Ψa〉 eiQ·x
∣∣∣∣2 . (6.39)

For elastic scattering, we obtain the DSP

dP
dΩ = F

( dσ
dΩ

)
Th

∣∣∣∣∫ d3x〈Ψa|n̂(x)|Ψa〉 eiQ·x
∣∣∣∣2 . (6.40)

Finally, we can compare the (1,1) term of the Poynting operator in Eq. (6.28) with
the present result in Eq. (6.39). First, one notices that the latter yields an expression
that is already time-integrated, whereas the former yields an instantaneous intensity.
More importantly, the Poynting operator depends on the detector orientation d
and the detector distance r. This reflects that the Poynting operator models a
detector placed at a given position, in contrast to the projection observable that
analyzes the mode composition of the scattered radiation field. Moreover, there is
a difference of prefactors between the two results. The expectation value of the
Poynting operator gives an energy flux. Thus, the energy flux of the incoming
beam I(t) is multiplied with the energy ratio ωf/ωin. The DSP, on the other hand,
corresponds to a probability and is a number. The time integrated flux

∫
dθI(θ)

is the energy Nphωin per unit area, such that the DSP depends on the number of
photons Nph in the incoming pulse.
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Time-resolved imaging of coherent

electronic motion

In this chapter I scrutinize the time-resolved x-ray scattering from ultrafast coherent
electronic motion in the far-field.
In Sec. 7.2 I introduce the problems emerging in time-resolved x-ray diffraction
experiments.
In Sections 7.3 and 7.4 I present results that were obtained in collaboration with
G. Dixit and R. Santra. These results were published in the article [3]:
Dixit, Slowik, Santra Phys. Rev. A 89, 043409 (2014).
In Sec. 7.3 the influence of photon energy resolution is investigated. In Sec. 7.4
I discuss the connection to the time-resolved imaging scheme by Abbamonte and
coworkers.
Finally, in Sec. 7.5 I propose time-resolved Compton scattering in the regime of the
impulse approximation to investigate electronic wave packets. The results of this
section are not yet published.

7.1. Motivation
Coherent electronic motion is a fundamental electronic processes in ultrafast sci-
ence [74]. It is, for example, held responsible for charge and energy transfer in
molecules like biological light-harvesting complexes. Moreover, coherent electronic
motion plays a leading role in chemical bond breaking and formation during chem-
ical reactions. A thorough understanding of coherent electronic motion requires to
unravel the electronic dynamics in real-time. The electronic structure of atomic
and molecular systems can be studied with x-ray radiation. With the advent of
X-ray free-electron lasers, a radiation source emerged that combines ultrafast time-
resolution with atomic spatial resolution. The imaging of coherent electronic motion
in real-time has recently seen a lot of progress in experiment [78–87] and in theory
[3, 88, 94, 98, 107–112].
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Chapter 7. Time-resolved imaging of coherent electronic motion

In this chapter, x-ray imaging of coherent electronic motion in real-time and real-
space is investigated. X rays are a versatile tool to image electronic structure of
atomic and molecular systems. X-ray scattering is a well-established and widespread
method to explore atomic-scale structure of matter in real-space. X-rays have a
sufficiently small wavelength to gain atomic resolution. The field of x-ray crystallog-
raphy, for example, is an extremely fruitful application of x-ray diffraction [113, 114]
that yields atomic resolution images of molecules. Even single molecule imaging
with atomic scale resolution is envisaged in the near future. Moreover, the appeal
of x-ray diffraction to gain atomic-scale structural information is the relation of the
diffraction pattern with the electron density of the target. In Eq. (6.40) we found
the diffraction pattern of elastic scattering from a stationary electronic state

dP
dΩ = F

( dσ
dΩ

)
Th

∣∣∣∣∫ d3x〈Ψa|n̂(x)|Ψa〉 eiQ·x
∣∣∣∣2 . (7.1)

This diffraction pattern encodes the modulus square of the Fourier transformation
of the electron density. In many cases this allows the reconstruction of the electron
density.
Furthermore, ultrashort x-ray pulses broaden the horizon of x-ray imaging to the

time domain. Ultrafast XUV-imaging experiments have been performed in the en-
ergy domain [79, 87] yielding ultrafast time-resolution. Ultrafast x-ray diffraction to
image ultrafast molecular dynamics has been proposed more than fifteen years ago
[115, 116] for imaging nuclear dynamics in chemical reactions. First formulations
with a quantized radiation field were given in [107, 117]. Time-resolved x-ray diffrac-
tion of nonstationary states differs drastically diffraction off stationary states. In the
nonstationary case, inelastic scattering is not negligible and changes the diffraction
pattern [117, 118]. X-ray scattering experiments with ultrafast time-resolution are
typically performed in a pump-probe setup. The principle of the pump-probe scheme
is very simple. In a first step, the dynamics are triggered by exciting the sample into
a nonstationary state. Typically, this is done using an ultrashort optical or x-ray
pulse, called the pump pulse. In the second step, one performs the measurement
after a well-defined delay time. Here, we consider x-ray diffraction of an ultrafast x-
ray pulse, called probe pulse. This pump-probe experiment is performed repeatedly
for different delay times. For each delay time one records the diffraction pattern.
Evaluation of the diffraction data for different delay times yields the information on
the dynamics.
One strives for time-resolved real-space information of coherent electronic dynam-

ics. Surprisingly, the real-space and real-time imaging of electronic wave packets by
coherent diffraction of x-rays or electrons turned out to be more difficult than the
imaging of stationary electronic systems [88, 91, 98]. This situation is even more
intricate than in the case of nuclear dynamics. The time-scale of electronic motion is
typically so fast that ultrafast pulses with a considerable bandwidth are inevitable
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and whether transitions occurred elastically or inelastically becomes energetically
indistinguishable. The first analysis of the x-ray diffraction pattern from a coher-
ent electronic wave packet was presented in Ref. [88]. Subsequently, the result was
extended to a two-electron system [94]. A comparable result was established for
electron diffraction [98]. The diffraction pattern does not simply encode the instan-
taneous electron density, but more complicated spatio-temporal electron density-
density correlations [3, 88, 98, 111]. Even mimicking the case of elastic scattering by
high energy resolving detectors, one does not recover the simple classical diffraction
pattern. This chapter is intended to shine some light on the question which physical
information is encoded in the diffraction pattern of time-resolved x-ray diffraction.

7.2. The time-resolved x-ray scattering of electronic wave
packets

7.2.1. Theory of time-resolved x-ray scattering
The differential scattering probability

In this paragraph, I recall the derivation of the differential scattering probability
(DSP) from [88]. Assume the wave packet has been created by a suitable pump-
pulse and is specified by the density operator

ρ̂el
in = |Ψel〉〈Ψel| =

∑
i,j

ρi,j |Ψi〉〈Ψj | . (7.2)

The DSP in Eq. (6.37) contains the crucial term Trel
(
n̂(x′′, t′′) ρ̂el

in n̂(x′, t′)
)
which

after the usual change of variables θ = t′+t′′
2 and τ = t′ − t′′, becomes∑

f

〈Ψf |n̂(x′′, θ − τ
2 ) |Ψel〉〈Ψel| n̂(x′, θ + τ

2 )|Ψf 〉

=
∑
f

e−iEf τ 〈Ψf |n̂(x′′) e−iĤel(θ−τ/2) |Ψel〉〈Ψel| eiĤel(θ+τ/2) n̂(x′)|Ψf 〉 . (7.3)

One of the premises for the pump-probe scheme is that the probe pulse duration is
much shorter than the dynamics one wishes to snapshot. Consequently, we require
the x-ray pulse duration Trad to be short enough to “freeze” the wave packet, i.e., we
assume that wave packet dynamics can be neglected on time scales of Trad. As before
(see Sections 3.2.2 and 6.3), we assume a quasi-stationary, quasi-monochromatic
correlation function for the x-ray pulse that is coherent over the extent of the object

G(1)(x′,x′′, θ, τ) = 4πα I(θ) e−τ2/τ2
c eiωinτ e−ikin(x′−x′′) . (7.4)
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Chapter 7. Time-resolved imaging of coherent electronic motion

Note that in Ref. [88] an ensemble of coherent Gaussian pulses was used, which has
a very similar correlation function

G(1)(x′,x′′, θ, τ) = 2πα I(θ) e−2 ln 2 τ2/T 2
rad eiωinτ e−ikin·(x′−x′′) . (7.5)

However, for the quasi-stationary ensemble of partially coherent pulses the coherence
time τc is much shorter than the pulse duration. In both cases, the correlation
function vanishes for τ -values that exceed the pulse duration.
It is assumed that the probe pulse intensity I(θ) is centered at the pump-probe

delay time τdelay. We denote exp(−iĤelτdelay)|Ψel〉 by |Ψel(τdelay)〉. Let Eel denote
the expectation value for the energy of the wave packet. If the pulse duration is
short enough to freeze the wave packet, then |Ei − Ej | � 1/τc must hold for all
energies Ei, Ej of eigenstates contained in the wave packet. Then this must also
hold for the expectation value |Ei − Eel| � 1/τc. Consequently, the time-evolution
of the wave packet can be approximated

eiĤelτ/2 |Ψel〉〈Ψel| eiĤelτ/2 =
∑
i,j

ρi,j ei(Ei+Ej)τ/2 |Ψi〉〈Ψj | (7.6)

≈ eiEelτ |Ψel〉〈Ψel| . (7.7)

From (6.37) one obtains the DSP

dP
dΩ = F

( dσ
dΩ

)
Th

∫
ωks
ωin

dωks
∑
f

τc√
π

e−τ2
c (ωin−ωks+Eel−Ef )2/4

∫∫
d3x′ d3x′′

× 〈Ψf |n̂(x′′)|Ψel(τdelay)〉〈Ψel(τdelay)|n̂(x′)|Ψf 〉 eiQ·(x′′−x′) .

(7.8)

Introducing the function of the Hamiltonian C(Ĥel) = τc√
π

e−τ2
c (ωin−ωks+Eel−Ĥel)2/4

the last result takes the form

dP
dΩ = F

( dσ
dΩ

)
Th

∫
ωks
ωin

dωks

×
∫∫

d3x′ d3x′′ 〈Ψel(τdelay)|n̂(x′)C(Ĥel)n̂(x′′)|Ψel(τdelay)〉 eiQ·(x′′−x′) .

(7.9)

In the case of a stationary electronic state, a simple Fourier transform relationship
between the DSP and the electron density holds, see Eq. (6.40). The preceding
results, however, lead to the surprising conclusion that the simple Fourier transform
relationship is not valid when imaging coherent electronic wave packets. In the
present case of time-resolved imaging of ultrafast coherent electronic dynamics the
situation is more intricate. There is an essential difference: the ultrashort probe
pulse unavoidably requires a broad bandwidth. As a consequence, the bandwidth
of the pulse cannot be neglected. At least the inelastic scattering where the energy
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7.2. The time-resolved x-ray scattering of electronic wave packets

transfer is smaller than the bandwidth of the pulse has to be taken into account.
Can one somehow select only the elastic scattering contributions? Consider the case
of energy filtering the final photon energy or measuring the final electronic state.
This would not completely exclude inelastic scattering, because it could only reduce
the set of final electronic states to all states in the subspace spanned by the states
|Ψi〉 contained in the wave packet |Ψel〉 =

∑
i ci|Ψi〉. Recall that the pulse was

required to “freeze” the wave packet, i.e., |Ei − Ej | � ∆ω. Going a step further,
consider the case where the scattering does not affect the wave packet, i.e., after the
scattering process the electronic system is still in the wave packet state |Ψf 〉 = |Ψel〉.
Is the scattering process then purely elastic? No, electronic transitions between the
states of the wave packet may have occurred in the scattering process. The energy
transfer from these transitions to the photon lies within the bandwidth of the pulse.
Although this is a case of coherent scattering, it does not need to be elastic, see
Sec. 7.3.2.

Measurements with photon energy resolution

In order minimize the contributions of inelastic scattering, the authors of Ref. [88]
assumed the photon detector to be energy resolving and considered only quasielastic
scattering. Energy resolution can be incorporated in the model by introducing a
spectral window function W∆E(ωks) into the observable

Ô = W∆E(ωks)P̂ks,λs ⊗ 1̂el . (7.10)

The spectral window function W∆E is centered at ωin, has a width ∆E, and takes
values between 0 and 1. W∆E(ωks) is zero if the detector is completely unresponsive
to photons of the given photon energy and is equal to one if the detector counts all
photons of the given photon energy.
Introducing a spectral window function with ∆E much narrower than the band-

width reduces the contributions from inelastic scattering. Only the scattering events
with final photon energy ωks in the interval ωin ± ∆E are accepted. The final ex-
pression in Eq. (7.9) simplifies to the main result of [88]

dP
dΩ = F

( dσ
dΩ

)
Th

∫∫
d3x′ d3x′′ 〈n̂(x′)C(Ĥel)n̂(x′′)〉τdelay eiQ·(x′′−x′) , (7.11)

where 〈· · · 〉τdelay denotes the expectation value with respect to |Ψel(τdelay)〉 and
C(Ĥel) = τc√

π
e−τ2

c (Eel−Ĥel)2/4. In the next subsection we illustrate the consequences
of this DSP by means of a concrete example.

Uniqueness of pixels in reciprocal space

The x-ray scattering pattern contains information about the reciprocal space of
the target (Q-space). The scattering pattern is sampled by the detector pixels.
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Chapter 7. Time-resolved imaging of coherent electronic motion

If the scattering is purely elastic, the size of the target determines the required
sampling frequency in reciprocal space. In coherent diffractive imaging the pixel
size determines the field-of-view, which obviously should comprise the complete wave
packet. This constrains the Q-space pixel size to ∆Qmax = π

D , for an object of sizeD.
Thus, the detector geometry and the detector pixel size limit the maximal extension
of the target, cf. [119].

Figure 7.1.: Momentum transfer
vectors of elastic Qelastic and
inelastic scattering Q: Q does
not point into the same Q-
space pixel as Qelastic.

Here, we discuss an additional limitation on
the target size. Each detector pixel detects the
scattering signal of photons with ks pointing into
the pixel, cf. Chap. 6. The momentum transfer
vector Q = kin − ks depends on the direction
and magnitude of ks. This means, the signal in
a given detector pixel may correspond to vectors
Q that cover a large region in reciprocal space.
As a consequence, the signal of a detector pixel
may not correspond to a single Q-space pixel (see
Fig. 7.1). For a meaningful mapping between re-
ciprocal space and scattering signal one needs a
one-to-one correspondence of Q-space pixels and
detector pixels. Hence, we require sufficiently
large Q-space pixels, such that the scattering sig-
nal in one detector pixel corresponds to only one
Q-space pixel. However, the maximal Q-space
pixel size is ∆Qmax = π

D . Thus, the wave packet
has to be sufficiently small for both conditions to

be fulfilled.
I present a simple estimation of the maximal extension of the wave packet. In

the case when a spectral window function with width ∆E is used, we have at worst
ks = |ks| = kin − α∆E and Q = |Q| =

√
k2

in + k2
s − 2kinks cos θ. The momentum

transfer change ∆Q = |Qelastic −Q| is

∆Q = Q2
elastic
2kin

−

√(
Q2

elastic
2kin

)2
−Q2

elastic +Q2 , (7.12)

where the momentum transfer in elastic scattering is Qelastic = 2kin sin(θ/2). From
the condition that the maximal ∆Q should be less than half the maximal pixel size

∆Q ≤ π

2D , (7.13)

one obtains the maximal possible size of the wave packet D. Consider a 4 keV x-ray
pulse and a maximal scattering angle of θ = 60◦ and ∆E ≈ 1 eV, corresponding

74



7.2. The time-resolved x-ray scattering of electronic wave packets

Figure 7.2.: The hydrogen 3d-4f wave packet: the instantaneous electron density
sliced in the x, z-plane for y = 0. (Figure identical to Fig. 5.1)

to the bandwidth of a 1 fs pulse. The condition (7.13) is then fulfilled for D up to
about 300 nm.
The situation is different without energy resolution. In this case one needs to es-
timate the maximal photon energy shift. The photon energy of the peak of the
spectrum can be estimated by Compton’s formula [120]:

ωpeak = ωin
1 + α2ωin(1− cos θ) . (7.14)

Because the spectrum is approximately symmetric one may take ∆ω as twice the
Compton shift ωin−ωpeak. With the same parameters, condition (7.13) is valid only
for wave packets up to about 10 nm.

7.2.2. Application to the hydrogen 3d-4f wave packet
In Ref. [88] the DSP of a coherent electronic wave packet was explicitly calculated for
the 3d-4f wave packet of hydrogen, which we have already encountered in Sec. 5.2.2.
The wave packet is an equal superposition of the 3d and 4f eigenstates of atomic
hydrogen with vanishing magnetic quantum number

|Ψel〉 = 1√
2
|ϕ3,2,0〉+ 1√

2
|ϕ4,3,0〉 . (7.15)

The wave packet has rotational symmetry around the quantization axis (here z-axis).
A two-dimensional slice through the origin of the instantaneous electron density of
the wave packet is shown in Fig. 7.2. The electron density of the wave packet
oscillates with a period of T = 6.25 fs up and down along the z-axis. The wave
packet has an extension of about 14–17 Å along the z-axis and 7.5–9 Å along the x-
and y-axes.
This wave packet is a convenient choice to illustrate the consequences of the dif-

ferential scattering probability from quantum theory

dP
dΩ = F

( dσ
dΩ

)
Th

∫∫
d3x′ d3x′′ 〈n̂(x′)C(Ĥel)n̂(x′′)〉τdelay eiQ·(x′′−x′) . (7.16)
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In Ref. [88] the quantum theory has been compared with the semiclassical expression

dP
dΩ = F

( dσ
dΩ

)
Th

∣∣∣∣∫ d3x 〈n̂(x)〉τdelay eiQ·x
∣∣∣∣2 , (7.17)

which depends only on the instantaneous electron density of the wave packet. Note
that simply inserting the instantaneous electron density of the wave packet into DSP
of a stationary target, Eq. (6.40), also yields Eq. (7.17).
The main result of Ref. [88] is shown in Fig. 7.3, where a 1 fs x-ray pulse with

4 keV photon energy and ∼ 1 eV bandwidth was assumed. To reduce contributions
from inelastic scattering a spectral window function with width ∆E = 0.5 eV was
used. The upper panel in Fig. 7.3 shows the DSP from Eq. (7.16) calculated for
values in the Qx, Qz-plane. The lower panel shows the DSP from Eq. (7.17). One
immediately notices that quantum and semiclassical theory yield completely different
scattering signals. The scattering signal from Eq. (7.16) exhibits higher intensities
due to inelastic scattering contributions. More importantly, the two results differ in
the oscillation period of the patterns. The diffraction pattern in the upper panel has
the same oscillation period as the wave packet, whereas the signal from Eq. (7.17)
in the lower panel has half the period. Moreover, the signal from Eq. (7.16) is,
unlike the semiclassical scattering signal, not centrosymmetric, i.e., it does not obey
Friedel’s law. In conclusion, Fig. 7.3 shows that the scattering pattern from an
electronic wave packet encodes complex electron density correlations and not simply
the Fourier transform of the instantaneous electron density.

7.3. Unravelling the time-resolved diffraction pattern
7.3.1. Dynamical structure factor and influence of energy resolution
In the previous section, it was demonstrated that the x-ray scattering pattern of
electronic wave packets is more complex than the x-ray scattering pattern of sta-
tionary systems. Unfortunately, we have no direct physical interpretation of the
scattering pattern at hand. Moreover, it is not clear how to reconstruct the wave
packet from the scattering pattern. The aim of this section is a better understanding
of the scattering pattern in physical terms. In the example of the last section, the
spectral window function was chosen to mimic elastic coherent diffractive imaging.
I explore the consequence of this energy resolution.
The DSP for the time-resolved imaging of a coherent electronic wave packet has

been derived in Eq. (7.8). Introducing the spectral window function W∆E(ωks) and
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7.3. Unravelling the time-resolved diffraction pattern

Figure 7.3.: Scattering patterns in the Qx-Qz plane (Qy = 0) of the 3d-4f wave
packet at pump-probe delay times 0, T/4, T/2, 3T/4, and T.
(A) QED scattering patterns obtained from Eq. (7.16),
(B) Instantaneous electron density (isosurface enclosing ∼26% of the total prob-
ability), and
(C) Semiclassical scattering patterns obtained from Eq. (7.17).
The wavepacket is exposed to a 1 fs X-ray pulse with 4 keV photons. A spectral
window function with width ∆E = 0.5 eV is assumed. The intensities of the
patterns are shown in units of ( dσ

dΩ)Th in both cases.
Figure taken from (Dixit, Vendrell, Santra PNAS 109, 11636) [88].
c© 2012 Dixit, Vendrell, Santra.
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rearranging the expression, it can be written as

dP
dΩ = F

( dσ
dΩ

)
Th

∫
dωks W∆E(ωks)

ωks
ωin

×
∑
f

τc√
π

e−τ2
c (ωin−ωks+Eel−Ef )2/4

∣∣∣∣∫ d3x 〈Ψf |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2 . (7.18)

The last equation suggests the definition of a generalized dynamical structure factor
(DSF) [3]

S̃(Q, ω, τdelay) =
∑
f

τc√
π

e−τ2
c (ωin−ωks+Eel−Ef )2/4

∣∣∣∣∫ d3x 〈Ψf |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2 ,

such that the DSP becomes

dP
dΩ = F

( dσ
dΩ

)
Th

∫
dωks W∆E(ωks)

ωks
ωin

S̃(Q, ω, τdelay) . (7.19)

The generalized DSF depends on the momentum transfer Q, the energy transfer
ω = ωin − ωks , and the pump-probe delay time τdelay.
In the case of a stationary target the DSP expressed in terms of S(Q, ω) is [21]

dP
dΩ = F

( dσ
dΩ

)
Th

∫
dωks W∆E(ωks)

ωks
ωin

S(Q, ω) . (7.20)

The DSF of a stationary target is time-independent. In fact, the DSF is the Fourier
transform of the van Hove correlation function [121] and

S(Q, ω) =
∑
f

δ(ω + Ei − Ef )
∣∣∣∣∫ d3x 〈Ψf |n̂(x)|Ψi〉 eiQ·x

∣∣∣∣2 . (7.21)

Note that in the case of a stationary target, the x-ray pulse does not need to be
ultrafast. By making the pulse duration and the coherence time τc sufficiently large,
the bandwidth of the pulse can, in principle, be made arbitrarily small – recall that
∆ω = 1/τc, cf. Sec. 3.2.2. In this limit the generalized DSF recovers the usual DSF
for stationary targets

S̃(Q, ω, τdelay) τc→∞−→ S(Q, ω) for a stationary target. (7.22)

In the following, we analyze the role of the spectral window function, i.e., the role
of photon energy resolution in the measurement.
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7.3. Unravelling the time-resolved diffraction pattern

No energy resolution

The case of no energy resolution is certainly the easiest to realize experimentally:
the x-ray photon detector counts the photons, but does not resolve the photon
energy. Typically, the pixel array detectors used for coherent diffractive imaging at
x-ray free electron lasers fall into this category [99, 100]. In the formalism, this case
corresponds to a constant spectral window function. Thus, let us assume ∆E to
be broad enough to include all scattered photon energies and W∆E(ωks) constant
over the range of ∆E. Moreover, let us assume the target size and the spectrum
of scattered photon energies to be such that the uniqueness of pixels in Q-space is
guaranteed, cf. the last paragraph of Sec. 7.2.1. Since we consider x-ray pulses with
photon energies far above the absorption edges of the system, we may assume the
photon energy to be much higher than the energy transfer ωin � |Eel − Ef |. The
crucial integral over photon energies in Eq. (7.18) may be approximated

∞∫
0

dωks
ωks
ωin

τc√
π

e−τ2
c (ωin−ωks+Eel−Ef )2/4 ≈ 1 . (7.23)

From Eq. (7.18) we obtain the DSP [3]

dP
dΩ = F

( dσ
dΩ

)
Th

∑
f

∣∣∣∣∫ d3x 〈Ψf |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2 . (7.24)

Observe that this result depends on the pump-probe delay τdelay, otherwise it equals
the result for the stationary case. This is remarkable because it opens the possibility
to measure wave packet dynamics without energy resolution. In particular, it is
well-known that the stationary DSP encodes the pair-correlation function of the
system [121]. Electron-correlation effects have been investigated experimentally by
inelastic x-ray scattering [21, 122–125]. First ultrafast time-resolved measurements
have been performed on phonons [126]. The result in Eq. (7.24) suggests that time-
resolved measurements of time-dependent electronic correlations in electronic motion
are feasible.

High energy resolution

Consider a setup where the photon detector measures, in addition to the scattering
pattern, spectral information with high photon energy resolution. In particular, let
us consider the case where the energy resolution is finer than the bandwidth of the
incoming x-ray pulse. Let the photon energy that the detector observes be ωobs.
This situation is modelled by a spectral window function W∆E(ωks − ωobs) with

∞∫
0

dωks W∆E(ωks − ωobs) = ∆E . (7.25)

79



Chapter 7. Time-resolved imaging of coherent electronic motion

Because we consider the energy resolution ∆E much finer than the bandwidth, we
may assume for the detected photon energies |ωks − ωobs| ≤ ∆E that

e−τ2
c (ωin−ωks+Eel−Ef )2/4 ≈ e−τ2

c (ωin−ωobs+Eel−Ef )2/4 .

This yields the approximation for the photon energy integral
∞∫
0

dωks W∆E(ωks − ωobs)
ωks
ωin

τc√
π

e−τ2
c (ωin−ωks+Eel−Ef )2/4

≈ ∆E τc√
π

e−τ2
c (ωin−ωobs+Eel−Ef )2/4 ,

(7.26)

where ωobs ≈ ωin was used. Substituting into Eq. (7.18) yields the DSP [3]

dP
dΩ = F

( dσ
dΩ

)
Th

∆E

×
∑
f

τc√
π

e−τ2
c (ωin−ωobs+Eel−Ef )2/4

∣∣∣∣∫ d3x 〈Ψf |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2 (7.27)

= F
( dσ

dΩ

)
Th

∆E S̃(Q, ωin − ωobs, τdelay) . (7.28)

This result shows that with high energy resolution one can measure the general-
ized DSF S̃(Q, ω, τdelay) by varying ωobs. In the case ωobs = ωin one measures
S̃(Q, 0, τdelay). This special case of quasielastic scattering comes closest to what
could be considered as time-resolved coherent diffractive imaging of the wave packet.
However, this special case does not recover the elastic diffraction pattern of the
instantaneous electron density. As demonstrated in the last section, due to the
unavoidable inelastic transitions within the inevitable bandwidth of the pulse, the
scattering signal depends on the spatio-temporal density-density correlation of the
wave packet.

7.3.2. Crystals: Recovering the instantaneous electron density
Is there no way to recover the instantaneous electron density by x-ray scattering
from a coherent electronic wave packet? If the wave packet is not disturbed by the
scattering, i.e., the initial and final state of the scattering process are equal, the
scattering pattern depends only on the instantaneous electron density. However, in
Section 7.2.1 we have already stated that it is impossible to filter out these terms
energetically. But there is another way to select the scattering terms for which initial
and final state are indistinguishable. X-ray diffraction from a crystal can distinguish
the coherent from the incoherent scattering terms, as will be shown in the following.
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7.3. Unravelling the time-resolved diffraction pattern

Figure 7.4.: A two-dimensional view of a crystal made of identical atoms prepared
in exactly the same quantum superposition and with identical phase.”
Figure taken from (Dixit, Slowik, Santra, PRA 89, 043409) [3].
c© 2014 American Physical Society.

Assume we are given a crystal, where at each lattice site a realization of the
wave packet is prepared. Let all these wave packets be excited simultaneously, all
with the same phase. Furthermore, we assume that all sub-units of the crystal are
noninteracting.
To select the coherent and incoherent scattering signal, we decompose the final

states into projections onto the wave packet and the orthogonal complement. We
project states onto the wave packet with |Ψel〉〈Ψel| and onto the orthogonal comple-
ment with 1−|Ψel〉〈Ψel|. Thus, from the set of energy eigenstates {|Ψf 〉}f we obtain
another complete set of final states {|Ψel〉, |Ψ⊥f 〉}f , containing the wave packet |Ψel〉
and the orthogonal vectors |Ψ⊥f 〉, obtained from normalizing

(
1 − 〈Ψel|Ψf 〉

)
|Ψel〉.

We do not require photon energy resolution in the measurement. Inserting the new
basis of final states into the DSP of a single wave packet from Eq. (7.24), we separate
the terms where the final state is still the wave packet or the electronic state changes

dP
dΩ = F

( dσ
dΩ

)
Th

∣∣∣∣∫ d3x 〈Ψel|n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2

+ F
( dσ

dΩ

)
Th

∑
f

∣∣∣∣∫ d3x 〈Ψ⊥f |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2 . (7.29)

The sub-units of the crystal are assumed to be mutually independent. The electronic
state of the entire crystal factorizes into the states of the individual wave packets.
Let there be N lattice sites, specified by the lattice vectors Rn. Then the initial
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state is given by

|Ψel〉crystal =
N⊗
n=1
|Ψel〉 ,

and the final states can be expressed as

|Ψ(i)
f 〉crystal = |Ψ(1)

el 〉 ⊗ · · · ⊗ |Ψ
(i−1)
el 〉 ⊗ |Ψ⊥f 〉 ⊗ |Ψ

(i+1)
el 〉 ⊗ · · · ⊗ |Ψ(N)

el 〉 .

From this we find the DSP for the entire crystal [3]

dP
dΩ = F

( dσ
dΩ

)
Th

∣∣∣∣∣
N∑
n=1

eiQ·Rn

∫
d3x 〈Ψel|n̂(x, τdelay)|Ψel〉 eiQ·x

∣∣∣∣∣
2

+ F
( dσ

dΩ

)
Th

N∑
i=1

∑
f

∣∣∣∣∫ d3x 〈Ψ⊥f |n̂(x, τdelay)|Ψ(i)
el 〉 e

iQ·(x+Ri)
∣∣∣∣2 .

(7.30)

The first term on the right hand side gives rise to Bragg reflections [63, 106]. It
describes coherent scattering because initial and final state are equal and it is im-
possible to decide from which lattice site the scattering occurred. According to the
Laue condition the lattice sum allows scattering only at momentum transfer Q that
is equal to a reciprocal lattice vector, and one has eiQ·Rn = 1. Hence, the Bragg
intensity of the coherent scattering signal scales with N2.
The second term in Eq. (7.30) describes the incoherent scattering signal. An elec-
tron transition to a state different from the wave packet is induced at a particular
lattice site. Therefore, the sum over final states in Eq. (7.30) involves a sum over
the different lattice sites. Because the site where the wave packet was destroyed
can be distinguished from the other sites, the corresponding contributions sum up
incoherently. Consequently, the intensity of the incoherent signal scales with N .
Thus, for sufficiently large crystals (large N) the time-resolved x-ray scattering sig-
nal is dominated by the coherent scattering signal. Therefore, the scattering signal
is the typical Bragg diffraction pattern from the instantaneous electron density.

In the previous discussion we have made the very strong assumption that in the
pump step all lattice sites are excited to the wave packet. Fortunately, this may not
be necessary in experiment. In fact, it has been argued that weak excitation may be
even advantageous [127]. The signal from the excited system may be heterodyned
against the background signal from the ground state. Experiments have shown
that in certain cases even very small fractions of excitations are sufficient to image
ultrafast electron charge relocalizations in crystals [82, 83, 128]. To sketch the basic
idea of this approach, assume only a small fraction of the sub-units has been excited
into the wave packet state and the majority of sub-units is in the ground state. In
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this case we start from a mixture of ground state and wave packet state as inital
state

ρ̂el
in = η|Ψel〉〈Ψel|+ (1− η)|Ψ0〉〈Ψ0| , (7.31)

where η � 1 is the fraction of excited unit cells. The intensity of the coherent
scattering is then proportional to

|ηFwp(Q, τdelay) + (1− η)F0(Q)|2 =
∣∣∣∣η ∫ d3x 〈Ψel|n̂(x, τdelay)|Ψel〉 eiQ·x

+ (1− η)
∫

d3x 〈Ψ0|n̂(x)|Ψ0〉 eiQ·x
∣∣∣∣2 . (7.32)

We assume the form factor of the ground state F0(Q) to be known. Taking the
difference of measurements with and without excitation, one may recover the change
of the form factor ∆F (Q, τdelay) = Fwp(Q, τdelay) − F0(Q). When the fraction of
excited unit cells is small, we may take from Eq. (7.32) only the part linear in η.
This yields an implicit equation for ∆F (Q, τdelay) [82, 83, 128]

| ηFwp + (1− η)F0 |2 − |F0|2

F ∗0
≈ η

(
∆F + ∆F ∗ e2iϕ0

)
, (7.33)

where ϕ0 is the complex phase of F0 and we have omitted the arguments. In some
circumstances (e.g., when ground and excited state have inversion symmetry) the
phase of ∆F can be reconstructed, which makes it possible to recover the change of
electron density ∆n(x, τdelay) = 〈Ψel|n̂(x, τdelay)|Ψel〉 − 〈Ψ0|n̂(x)|Ψ0〉.

7.4. Recovering the electron density propagator
7.4.1. Motivation: The time-resolved imaging by Abbamonte
In Sec. 7.3.1 I have demonstrated that time-resolved x-ray scattering with high
energy resolution yields the generalized DSF S̃(Q, ω, τdelay). In the case of stationary
targets, it is well known [21, 129] that the DSF S(Q, ω) is related to the propagator
of the electron density of the system by

Im[χ(Q, ω)] = −π
(
S(Q, ω)− S(Q,−ω)

)
. (7.34)

For a target in thermal equilibrium this is a formulation of the Fluctuation-Dissipation
theorem [21, 129]. Abbamonte and co-workers have devised a method to recover the
electron density propagator from measurements of the DSF S(Q, ω) [130]. This
propagator determines the complete linear response behaviour of the system to dis-
turbances of the electron density. This method accomplishes a temporal resolution
of 20 as (1 as = 10−18 s) and has measured the valence plasmon in liquid water
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[131] and the charge-transfer exciton in LiF [132]. Notably, this makes it possible to
investigate processes that are faster than the imaging x-ray pulse duration. In the
next subsection I will explore the content of information that can be extracted from
the generalized DSF S̃(Q, ω, τdelay).

7.4.2. Relation of electron density propagator and generalized DSF
The (retarded) electron density propagator

χ(x, t,x′, t′) = −i 〈Ψ|
[
n̂(x, t), n̂(x′, t′)

]
|Ψ〉Θ(t− t′) , (7.35)

propagates disturbances in the electron density from x′, t′ to x, t. The propagator
characterizes electron dynamics of the system. The Heaviside step function Θ(t− t′)
ensures causality. To connect the dynamical properties of the system with the
temporal coherence of the probe pulse, we define the generalized propagator

χ̃(x, t,x′, t′) = −i γtp(t− t′) 〈Ψ|
[
n̂(x, t), n̂(x′, t′)

]
|Ψ〉Θ(t− t′), (7.36)

where γtp(t− t′) = e−(t−t′)2/τ2
c describes the temporal coherence of the x-ray pulse.

Observe that this propagator vanishes when t− t′ is much larger than the coherence
time τc of the pulse, in particular when t− t′ is much larger than the pulse duration.
For the case of a coherent electronic wave packet |Ψel〉, we assume that we image
the system at a pump probe delay time τdelay with a pulse duration short enough to
freeze the wave packet. Moreover, we consider only the propagation of disturbances
on time scales much shorter than the wave packet motion. That means we assume
|t− τdelay| and |t′ − τdelay| to be small with respect to the wave packet motion. We
introduce the coordinates τ = t− t′ and θ = (t+ t′)/2 ≈ τdelay. Then we can write
the generalized propagator

χ̃(x,x′, τ, τdelay) =

= −i γtp(τ) Θ(τ)
∑
f

(
〈Ψel|n̂(x, τdelay)|Ψf 〉〈Ψf |n̂(x′, τdelay)|Ψel〉 ei(Eel−Ef )τ

−〈Ψel|n̂(x′, τdelay)|Ψf 〉〈Ψf |n̂(x, τdelay)|Ψel〉 e−i(Eel−Ef )τ
)
.

(7.37)

Eel is the energy expectation value of the wave packet. Fourier transformation with
respect to x,x′ and τ yields

χ̃(Q,Q′, ω, τdelay) =
∫∫∫

dτ d3x d3x′ eiωτ eiQ·x eiQ′·x′ χ̃(x,x′, τ, τdelay) (7.38)

= −i
∑
f

∫∫
d3x d3x′ ei(Q·x+Q′·x′)

∫ ∞
0

dτ e−τ2/τ2
c

×
(

ei(ω+Eel−Ef )τ 〈Ψel|n̂(x, τdelay)|Ψf 〉〈Ψf |n̂(x′, τdelay)|Ψel〉 − c.c.
)
.

(7.39)
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Now, one can easily determine the imaginary part of χ̃(Q,−Q, ω, τdelay)

Im
[
χ̃(Q,−Q, ω, τdelay)

]
= −π

∑
f

τc√
π

∣∣∣∣∫ d3x 〈Ψf |n̂(x, τdelay)|Ψel〉 eiQ·x
∣∣∣∣2

×
(
e−τ2

c (ω+Eel−Ef )2/4− e−τ2
c (ω+Eel−Ef )2/4

) (7.40)

= −π
(
S̃(Q, ω, τdelay)− S̃(Q,−ω, τdelay)

)
. (7.41)

This establishes the relation between the generalized DSF, which can be measured in
experiment, and the imaginary part of the generalized density propagator. The rela-
tion has a close similarity to the Fluctuation-Dissipation theorem, although the wave
packet is not in a thermal equilibrium state. Im[χ̃(Q,−Q, ω, τdelay)] is experimen-
tally accessible. To obtain the full χ̃(Q,−Q, ω, τdelay) one can apply Abbamonte’s
four step recipe [130, 131]. If the temporal coherence function is known or if the
time propagation is much shorter than the pulse duration (τ � τl) the exact density
propagator χ can be recovered.
In order to reconstruct the propagator in real space one has to perform the inverse

Fourier transform. However, the generalized DSF only provides the diagonal terms,
where Q′ = −Q. From the diagonal terms one recovers the full electron density
propagator for homogeneous systems [133]. In the case of an inhomogeneous system
one obtains the generalized propagator χ̃(x,x′, τ, τdelay) averaged over all possible
source locations x′ [133]. A method to measure the nondiagonal terms was proposed
in [134]. Thus, in principle it is possible to reconstruct the generalized electron
density propagator in real-space.

7.4.3. Linear response theory and scattering induced dynamics
The DSP for the x-ray scattering pattern of the wave packet, given in Eq. (7.3),
depends on electron density fluctuations of the form

〈Ψel| n̂(x′, θ + τ
2 ) n̂(x′′, θ − τ

2 ) |Ψel〉 =: ncorr(x′,x′′, θ, τ) . (7.42)

This expression describes the correlation of the electron density at position x′ at
time θ + τ

2 and position x′′ at time θ − τ
2 . In the stationary case the crucial term

is the van Hove correlation function 〈Ψ| n̂(x′, 0) n̂(x′′, τ) |Ψ〉 [21, 121]. In the case of
the wave packet, ncorr correlates two points at time difference τ , i.e., on a time scale
much faster than the x-ray pulse duration. The electron density propagator is only
related to the imaginary part of the correlation function

χ(x′, θ + τ
2 ,x

′′, θ − τ
2 ) = 2 Θ(τ) Im

(
ncorr(x′,x′′, θ, τ)

)
. (7.43)

On the one hand, the propagator contains not enough information to fully recon-
struct the correlations. On the other hand, one may regard the electron density
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fluctuations in the DSP as partly due to (scattering induced) electron density dy-
namics. But, the propagator characterizes the electron dynamics on time scales
faster than the pulse duration. Therefore, one may ask whether the electron density
propagator obtained from experiment through S̃(Q, ω, τdelay) can be used to calcu-
late the electron density dynamics induced by the scattering process. We determine
the linear density response of an electronic wave packet to the scattering process [3].
The linear density response can be written as

δn(x, t) = Tr[n̂(x, t) δρ̂(t)], (7.44)

where δρ̂(t) is the change of the system within linear response theory. According to
usual perturbation theory (see Eq. (2.75)), we can write the first order terms of the
electronic state as

δρ̂(t) = ρ̂(0,1)(t) + ρ̂(1,0)(t) (7.45)

=
t∫

−∞

dt′ ρ̂in Ĥint(t′) +
t∫

−∞

dt′ Ĥint(t′) ρ̂in . (7.46)

In the present case of Â2 scattering the interaction Hamiltonian is

Ĥint = α2

2

∫
d3x Â2(x) n̂(x) , (7.47)

and the linear-order density response becomes

δn(x, t) = −i α
2

2

t∫
−∞

dt′
∫

d3x′ Tr[ρ̂rad
in Â2(x′, t′)] 〈Ψel| [n̂(x, t), n̂(x′, t′)] |Ψel〉. (7.48)

Expressing the vector field in terms of Ê±, defined in Eq. (2.35), we obtain trace
terms with Ê±(x′, t′)Ê∓(x′, t′) and trace terms with Ê±(x′, t′)Ê±(x′, t′). The former
yield the usual correlation function G(1) of the radiation field, whereas the latter
correspond to nonlinear two-photon effects and yield even order correlation functions
[71]. Even in the extremely well-behaved case of a completely coherent pulse the even
order correlation functions are vanishing, except one has complete control over the
phase of the pulse. Typically, storage-rings and free-electron lasers produce rather
chaotic x-ray beams that are not phase-stable. Hence, we neglect the two-photon
contributions.
On the other hand, the field correlation functions 〈Ê±(x′, t′)Ê∓(x′, t′)〉 are pro-

portional to I(t′), see Eqs. (7.4), (7.5), where we assume that the spatial variation of
the intensity (the beam profile) is negligible. Finally, this yields the density response
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up to a prefactor

δn(x, t) =
t∫

−∞

dt′I(t′)
∫

d3x′ χ(x,x′, t, t′) (7.49)

=
t∫

−∞

dt′I(t′) 〈Ψel|
[
n̂(x, t),

∫
d3x′ n̂(x′, t′)

]
|Ψel〉. (7.50)

On performing the integral over x′ in the last expression, one finds that δn(x, t) = 0.
Thus, the linear density response of the Â2 scattering process itself vanishes. There-
fore, the fast electron density dynamics induced in Â2 scattering cannot be captured
by the linear response electron density propagator χ. This finding expresses the fact
that χ describes linear-order density fluctuations, whereas the density response to
non-resonant x-ray scattering is, in general, a higher-order process.

7.5. Momentum space imaging: Ultrafast time-resolved
Compton scattering

7.5.1. Introduction
The scattering signal of time-resolved x-ray diffraction from a wave packet was de-
termined in Sec. 7.2. The example of a hydrogen wave packet illustrated that the
diffraction pattern encodes spatial and temporal correlations of the wave packet (see
Fig. 7.3). Sec. 7.3 analyzed the role of energy resolution and established the con-
nection of this diffraction pattern with the generalized dynamic structure factor of
the electronic wave packet.
However, the question whether the wave packet can be reconstructed in real-

time and real-space is still unanswered. The previous results focused on the case of
quasi-elastic scattering, in order to come as close as possible to coherent diffractive
imaging. In the present section, I take a different approach to this problem. This
Section is devoted to a study of the regime of inelastic scattering. It is well known
that Compton scattering can recover the electron momentum distribution for sta-
tionary electronic systems [21, 120, 135–138]. Ultrafast time-resolved electron (e,2e)
spectroscopy of electronic wave packets has been analyzed in Ref. [139]. Here, I
propose ultrafast time-resolved Compton scattering (or x-ray (γ,eγ) spectroscopy)
to unravel electronic wave packet dynamics in momentum space. This approach
recovers the wave packet in real-time and momentum-space. Yet, the reconstruction
in real-space is not possible. The derivation follows closely the derivation for the
stationary case in Ref. [140].
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Chapter 7. Time-resolved imaging of coherent electronic motion

7.5.2. Time-resolved Compton scattering
Compton scattering is a well-known tool to investigate the electron momentum den-
sity of a many-body systems [21, 120]. Moreover, Compton scattering has been
proposed as a mean to characterize ultrashort x-ray pulses by means of a Compton
attosecond streak camera [141]. A typical Compton scattering experiment involves
the angle- and energy-resolved measurement of inelastically scattered x-ray photons.
Energy-resolved photon scattering measures the double differential scattering cross
section (DDSCS). The DDSCS is the probability that a photon is scattered into a
given solid angle and a given photon energy interval. Typically Compton scatter-
ing is treated within the impulse approximation [135]. In this approximation the
electrons are treated as free electrons with a given momentum distribution, which
is determined by the atomic or molecular potential. The DDSCS is then propor-
tional to the Compton profile, which is a projection of the 3D electron momentum
distribution along the direction of the scattering vector. Here, the electrons are not
assumed to move freely, i.e., the impulse approximation is not used. Coincidence
measurements of scattered photon and recoil electron are considered, i.e., measure-
ments accessing the triple differential scattering cross section (TDSCS). This allows
us to directly obtain the 3D electron momentum distribution [140]. If the recoil
electron is not observed, one recovers the Compton profile by averaging over recoil
electron measurements. The derivation employs the Dyson orbitals (defined below),
as in Ref. [140].
The differential scattering probability dP/dΩ and differential scattering cross sec-

tion dσ/dΩ differ only by multiplying the incoming photon fluence

dP
dΩ = F dσ

dΩ .

Thus, one can easily obtain the DDSCS from the DSP in Eq. (7.8)

dσ
dΩ dωks

=
( dσ

dΩ

)
Th

ωks
ωin

∑
f

W1(ω + Eel − Ef )

×
∣∣∣∣∫ d3x 〈Ψf |n̂(x)|Ψel(τdelay)〉 eiQ·x

∣∣∣∣2 .
(7.51)

where ω = ωin − ωks denotes the energy that is transferred from the photon to the
electronic system during the scattering process. The function

W1(ω) = τc√
π

e−τ2
c ω

2/4

determines the spectral density, and accordingly the bandwidth, of the x-ray pulse.
From the DDSCS, one can infer the TDSCS by restricting the summation over final
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states to those states, where a recoil electron is emitted into the solid angle dΩe.
This yields the TDSCS

dσ
dΩ dωks dΩe

=
( dσ

dΩ

)
Th

ωks
ωin

∑
f |Ωe

W1(ω + Eel − Ef )

×
∣∣∣∣∫ d3x 〈Ψf |n̂(x)|Ψel(τdelay)〉 eiQ·x

∣∣∣∣2 .
(7.52)

In the following, let us make the “sudden approximation”, i.e., we assume that the
recoil electron leaves the system so quickly that the remaining electrons suddenly
relax into an ionic state of N − 1 electrons. This means that the recoil electron is
not correlated with the electrons in the remaining ion. The recoil electron occupies
an unbound state in the potential of the ion. This approximation is justified if the
kinetic energy of the recoil electron is large. Thus, we can assume the final state to
be of the form

|Ψf 〉 ≈ ĉ†ε,σ|ΨN−1
n, σ̄ 〉 , (7.53)

where ĉ†ε,σ is the creation operator for the unbound recoil electron in the potential
of the ion, with kinetic energy ε, spin σ ∈ {↑, ↓}, and propagating in the direction of
Ωe. The remaining ion is in the (N − 1)-electron state |ΨN−1

n, σ̄ 〉, where σ̄ denotes the
spin opposite to σ, and the quantum number n characterizes the excitation of this
state (particle-hole excitations in the independent particle picture, but also higher
terms when electron correlations are considered). The final state energy is

Ef ≈ ε+ EN−1
n . (7.54)

Inserting final states of the form of Eq. (7.53) into the TDSCS in Eq. (7.52) yields

d3σ

dΩ dωks dΩe
=
( dσ

dΩ

)
Th

ωks
ωin

∑
n,ε,σ

W1(ω − ε+ Eel − EN−1
n )

×
∣∣∣∣∫ d3x

〈
ΨN−1
n,σ̄

∣∣∣ĉε,σψ̂†(x)ψ̂(x)
∣∣∣Ψel(τdelay)

〉
eiQ·x

∣∣∣∣2 .
(7.55)

Observe that Eel − EN−1
n corresponds to the binding energy of the recoil electron

before it was released. We have assumed that the recoil electron leaves the system
very quickly, i.e.,

ε� Eel − EN−1
n . (7.56)

Thus, we will neglect the binding energy in the following. We expand ψ̂(x) in a
basis of N electron spin orbitals |ϕq〉 such that

ψ̂(x) =
∑
q

ϕq(x) ĉq. (7.57)
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Moreover, the recoil electron state is not occupied in the initial wave packet. As a
consequence, the matrix element in the TDSCS is only nonzero if ψ̂†(x) creates the
unbound recoil electron state. Thus, we can replace ψ̂†(x) by ϕ∗ε,σ(x) ĉ†ε,σ such that〈
ΨN−1
n,σ̄

∣∣ĉ†ε,σψ̂†(x) = ϕ∗ε,σ(x)
〈
ΨN−1
n,σ̄

∣∣.
Using the time-dependent Dyson orbitals gn,σ(x, τdelay), defined by

gn,σ(x, τdelay) =
∑
q

ϕq,σ(x)〈ΨN−1
n,σ̄ |ĉq,σ|Ψel(τdelay)〉 , (7.58)

we can express the TDSCS by (cf. Ref. [140])
d3σ

dΩ dωks dΩe
=
( dσ

dΩ

)
Th

ωks
ωin

∑
n,ε,σ

W1(ω − ε)

×
∣∣∣∣∣
∫

d3x ϕ∗ε,σ(x)
∑
q

ϕq,σ(x)〈ΨN−1
n,σ̄ |ĉq,σ|Ψel(τdelay)〉 eiQ·x

∣∣∣∣∣
2 (7.59)

=
( dσ

dΩ

)
Th

ωks
ωin

∑
n,ε,σ

W1(ω − ε)
∣∣∣∣∫ d3x ϕ∗ε,σ(x) gn,σ(x, τdelay) eiQ·x

∣∣∣∣2 . (7.60)

In the following, we make the strong – but extremely useful – assumption that the
recoil electron can be described by a plane wave state. Let the recoil electron state
be the plane wave

ϕε,σ(x) = 1√
V

exp(ipε · x)α(σ), (7.61)

with momentum pε pointing to the solid angle element dΩe and kinetic energy
ε = p2

ε/2. Substituting this unbound state into Eq. (7.60), the spatial integral yields
the Fourier transformation of the Dyson orbital g̃n,σ(Q − pε). In the continuum
limit we can replace the summation over the kinetic energy by∑

ε

→ V

(2π)3

∫
dε
√

2ε .

Thus, under the plane wave assumption, the TDSCS becomes
d3σ

dΩ dωks dΩe
=
( dσ

dΩ

)
Th

ωks
ωin

∫
dε
√

2εW1(ω − ε)
∑
n,σ

|g̃n,σ(Q− pε, τdelay)|2 . (7.62)

Defining P := Q−pε and exploiting the completeness of the (N −1)-electron states
in the (N − 1)-electron subspace the crucial expression becomes∑

n,σ

|g̃n,σ(P, τdelay)|2 = 1
(2π)3

∫∫
d3r d3r′ eiP·(r′−r)∑

n,σ

∑
q,q′

ϕ∗q,σ(r)ϕq′,σ(r′)

× 〈Ψel(τdelay)|ĉ†q,σ|ΨN−1
n,σ̄ 〉〈ΨN−1

n,σ̄ |ĉq′,σ|Ψel(τdelay)〉
(7.63)

= 〈Ψel(τdelay)|ψ̂†(P)ψ̂(P)|Ψel(τdelay)〉 (7.64)
= ρ(P, τdelay) . (7.65)
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Remarkably, we have found the crucial expression in Eq. (7.62) to be simply the
instantaneous electron momentum density of the wave packet. As a consequence,
the TDSCS depends on the three-dimensional instantaneous electron momentum
density, smeared out by the bandwidth of the pulse

d3σ

dΩ dωks dΩe
=
( dσ

dΩ

)
Th

ωks
ωin

∫
dε
√

2εW1(ω − ε) ρ(Q− pε, τdelay). (7.66)

Observe that P = Q − pε is the momentum that has been transferred to the ion.
In order to connect this result with the usual impulse approximation picture [21],
we can define the initial momentum of the recoil electron (before the scattering) by
p0 = pε −Q. Then the connection is simply p0 = −P [140].

Experiments where only scattered photons are detected are of course much simpler
to conduct than performing coincidence measurements of scattered photons and
recoil electrons. When only solid angle and energy of the scattered photons are
measured, the crucial quantity is the DDSCS. In the following, we will average the
TDSCS over all possible recoil electron directions, thereby recovering the DDSCS.
In this way, we will find the usual Compton profile. For simplicity, we choose
the coordinate system in direction of the photon momentum transfer, such that
Q = (0, 0, Q)T . Then the momentum P := Q− pε has the squared modulus

P 2 = p2
ε −Q2 + 2 P ·Q . (7.67)

From Eq. (7.66), we see that

d2σ

dωksdΩks
=
( dσ

dΩ

)
Th

ωks
ωin

∫
dΩe

∫
dε
√

2ε W1(ω − ε) ρ(P, τdelay) (7.68)

=
( dσ

dΩ

)
Th

ωks
ωin

∫
dΩe

∫
p2
εdpε W1(ω − p2

ε

2 ) ρ(P, τdelay) (7.69)

=
( dσ

dΩ

)
Th

ωks
ωin

∫
d3P W1(ω − P 2

2 −
Q2

2 + PzQ) ρ(P, τdelay) . (7.70)

Recall that W1 is the Fourier transform of the temporal coherence function γtp(t),
cf. Sec. 3.2.2. Defining WQ(ω) as the Fourier transform of γtp(t/Q) and using the
scaling properties of the Fourier transform, we have

d2σ

dωksdΩks
=
( dσ

dΩ

)
Th

ωks
ωin

∫
d3P

1
Q
WQ

(
Pz + ω

Q
− Q

2 −
P 2

2Q
)
ρ(P, τdelay) . (7.71)

We will neglect P 2/2Q in the following. This is justified because the binding energy
of the recoil electron was already neglected. In a simple picture, we may regard
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P 2/2Q as the initial kinetic energy of the electron, which may be as well neglected
when the binding energy is negligible. We obtain the final expression for the DDSCS

d2σ

dωksdΩks
=
( dσ

dΩ

)
Th

ωks
ωin

∫
d3P

1
Q
WQ

(
Pz + ω

Q
− Q

2
)
ρ(P, τdelay) . (7.72)

In the case of a stationary target, one may choose a monochromatic pulse, such that
WQ can be represented by a delta function. In that case, the last equation yields the
usual expression for the Compton profile in the impulse approximation [21, 135].

7.5.3. Connection of real- and momentum space densities
In the last section, it was shown how the TDSCS is related to the instantaneous
momentum-space density (IMD) of electrons. Measuring the TDSCS yields the
IMD, where for the moment we disregard the smearing by the bandwidth of the
pulse. What does this result imply for the measurement of the instantaneous real-
space density (IRD) of electrons? Recall the definition of the IMD from Eq. (7.65)

ρ(P, τdelay) = 〈Ψel(τdelay)|ψ̂†(P)ψ̂(P)|Ψel(τdelay)〉 (7.73)

= 1
(2π)3

∫∫
d3x d3x′ eiP·(x′−x)〈Ψel(τdelay)|ψ̂†(x)ψ̂(x′)|Ψel(τdelay)〉. (7.74)

The Fourier transform of the IMD is

ρ̃(R, τdelay) = 1
(2π)3/2

∫
d3P eiP·R ρ(P, τdelay) (7.75)

= 1
(2π)3/2

∫
d3x 〈Ψel(τdelay)| ψ̂†(x) ψ̂(x + R) |Ψel(τdelay)〉. (7.76)

Obviously, the Fourier transformation of the IMD does not yield the IRD. Inserting
a complete basis of N − 1 electron states |ΨN−1

n,σ 〉 one can express ρ̃(R, τdelay) in
terms of the Dyson orbitals

ρ̃(R, τdelay) = (2π)−3/2∑
n,σ

∫
d3x g∗n,σ(x, τdelay) gn,σ(x + R, τdelay) (7.77)

= (2π)−3/2∑
n,σ

Rn,σ(R), (7.78)

where Rn,σ is the autocorrelation function of the Dyson orbital gn,σ. The Fourier
transform of the IMD is the sum over autocorrelation functions of the Dyson orbitals.
The IRD, in contrast, is given by the absolute square of the Dyson orbitals

ρ(x, τdelay) = 〈Ψel(τdelay)|ψ̂†(x)ψ̂(x)|Ψel(τdelay)〉 =
∑
n,σ

|gn,σ(x, τdelay)|2. (7.79)

This demonstrates that one does not recover the IRD from the IMD, cf. the discus-
sion in Ref. [21].
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Figure 7.5.: The hydrogen 3d-4f wave packet.
Upper panel: Instantaneous real-space electron density (IRD) ρ(x, τdelay). Shown
are 2d slices in the (x, 0, z)-plane at times τdelay in steps of fourths the oscillation
period T . (Identical to Figs. 5.1 and 7.2)
Lower panel: Instantaneous momentum-space electron density (IMD) ρ(p, τdelay).
Shown are two-dimensional slices in the (px, 0, pz)-plane for at the same time steps
as above.

7.5.4. Application to hydrogen 3d-4f wave packet
In this subsection, time-resolved Compton scattering is applied to the hydrogen
3d-4f wave packet, already familiar from Sec. 7.2.2. Calculating the instantaneous
momentum density, we determine the DDSCS of Eq. (7.72) for this wave packet.
The IMD of the wave packet can be directly calculated from the analytical ex-

pressions of the hydrogen wave functions in momentum space ϕn,l,m(p) = 〈p|ϕn,l,m〉.
Expressed in spherical coordinates (p, ϑ, ϕ) of the momentum vector p, the momen-
tum space wave functions of hydrogen are [142, 143]

ϕn,l,m(p) = Fn,l(p)Yl,m(ϑ, ϕ) , (7.80)

where

Fn,l(p) = −(−i)l n2 22(l+1) l!
[ 2
π

(n− l − 1)!
(n+ l)!

]1/2 nlpl

(n2p2 + 1)l+2 C
l+1
n−l−1

(
n2p2 − 1
n2p2 + 1

)
,

and CνN (x) denote the Gegenbauer polynomials. Note that the factor −(−i)l con-
tributes a phase factor to the wave packet and cannot be omitted. The 3d-4f wave
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Chapter 7. Time-resolved imaging of coherent electronic motion

Figure 7.6.: Double differential scattering cross section d2σ/dωksdΩks for time-
resolved Compton scattering from the 3d-4f wave packet of hydrogen: (Qx, 0, Qz)-
plane in Q-space in units of ( dσ

dΩ)Th. The Energy transfer is ω = 10 eV (upper
panel) and ω = 20 eV (lower panel). The Qx, Qz-range extends from −3 to 3 Å−1.

packet in momentum space is given by

〈p|Ψel〉 = 1√
2
ϕ3,2,0(p) + 1√

2
ϕ4,3,0(p) . (7.81)

The lower panel in Fig. 7.5 shows 2d slices the instantaneous momentum-space elec-
tron density ρ(p, τdelay) at different times. Comparing with the real-space electron-
density in the upper panel in Fig. 7.5, one sees how the momentum space density
reflects the oscillation of the real-space density. When, at first, electrons are con-
centrated in the upper region in real-space, their momentum is rather weak and
balanced. While the real-space density flows down in the second step, the mo-
mentum density reaches its maximum in the down direction. When, at half the
oscillation period, the electrons are concentrated in the lower region, the momen-
tum distribution has become balanced again because the momentum is changing its
direction.
In the following, we are going to make the restrictive assumption that the x-ray

pulse is sufficiently monochromatic to treat WQ as essentially a delta function. This
means we simplify the DDSCS in Eq. (7.72) to the usual expression [21, 135]

d2σ

dωksdΩks
=
( dσ

dΩ

)
Th

∫
d2p

1
Q
ρ(px, py, ωQ −

Q
2 , τdelay) , (7.82)
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where we also used ωks/ωin ≈ 1. To justify this simplification, note that the error
in replacing W1 by a delta function in Eq. (7.70) is small. In Ref. [88] a 1 fs x-ray
pulse was used to image the 3d-4f wave packet. This pulse length corresponds to a
bandwidth ∼ 1 eV or .037 a.u., a scale on which the IMD varies slowly. Furthermore,
the width ofWQ is proportional to Q−2. This meansWQ approaches a delta function
for sufficiently large Q. Thus, the approximation introduces only small errors. Using
the approximation one acquires a notion of the scattering pattern from time-resolved
Compton scattering.
Recall that Eq. (7.82) has been formulated in a coordinate system in Q-direction,

such that Q = (0, 0, Q). One needs to perform a coordinate transformation to calcu-
late the DDSCS for momentum transfer vectors in the (Qx, 0, Qz)-plane. Expressing
(Qx, Qz) in polar coordinates (Q,ϕ), we can write Eq. (7.82) as

d2σ

dωksdΩks
=
( dσ

dΩ

)
Th

∫∫
dpxdpy

1
Q

1
| cosϕ| ρ(px, py, pQ, τdelay) , (7.83)

where pQ =
(
ω
Q −

Q
2

)
/(cosϕ)− px tanϕ.

In Fig. 7.6, the DDSCS is shown for energy transfer ω = 10 eV and ω = 20 eV.
The DDSCS reflects the oscillation of the wave packet. Observe that for ϕ = π/2
and 3π/2 the division by the cosine causes a singularity that causes the bright spots
on right and left in the figure. The calculations have been performed on a uniform
Q-space grid, with 30× 30 grid points. The px and py-values have been discretized
with 60-grid points in the range from −1.2 to 1.2 atomic units.
In Fig. 7.7, the DSCS dσ/dΩks is shown. The DDSCS is integrated over a ωks-

interval corresponding to a energy resolution of ∆ω = 1 eV and ∆ω = 10 eV,
respectively. This result corresponds to the intensity pattern in x-ray scattering
experiments.

It is interesting to compare Fig. 7.7 with Fig. 7.3. These figures result from
two completely different approaches: in [88] the crucial transitions were bound-
to-bound transitions, whereas in the time-resolved Compton scattering we consider
only bound-to-free transitions. In particular, we have made a plane wave assumption
for the recoil electron state. In Ref. [88] the energy transfer was minimized by the
spectral window function, whereas the Compton scattering relies on a large energy
transfer. Yet, both patterns match conspicuously, in the sense that the scattering
signal at the large Q values in Fig. 7.3 resembles the Compton scattering pattern.
It has a ring-like structure that oscillates up and down, like the pattern in Fig. 7.7
(note the different Q range in the figures). The elastic scattering signal in Fig. 7.3
is concentrated in the center of the diffraction signal [88]. This similarity may be a
peculiarity of atomic hydrogen: the Rydberg states converge for n→∞ to unbound
Coulomb states for E → 0, and in a single-electron system the recoil electron is never
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Figure 7.7.: Single differential scattering cross section dσ/dΩks for time-resolved
Compton scattering from the 3d-4f wave packet of hydrogen: DDSCS integrated
over a ωks-interval (corresponding to energy resolution), (Qx, 0, Qz)-plane in Q-
space in units of ( dσ

dΩ)Th. Upper panel: 1 eV interval, centered at ω = 10 eV. Lower
panel: 10 eV interval, from ω = 10 eV to ω = 20 eV.

correlated to the remaining ion, i.e., the sudden approximation is always valid.
Heuristically, it has always been plausible that Fig. 7.3 reflects the electron mo-

mentum. Finally, a rigorous explanation for this effect is offered by the striking
similarity with the scattering signal from time-resolved Compton scattering. Most
importantly, the connection of inelastic scattering with the momentum density of
the wave packet explains the oscillation period of the diffraction pattern and the
violation of Friedel’s law.
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Chapter 8.
Compton scattering in single molecule

coherent diffractive imaging

In this chapter I present a rigorous ab initio treatment of incoherent scattering under
typical single molecule imaging conditions. My extension of the xatom toolkit to
include incoherent scattering has been used to calculate the presented data. This
chapter is based on the article [4]:
Slowik, Son, Dixit, Jurek and Santra New J. Phys. 16, 073042 (2014).

8.1. Introduction
Basics of single molecule imaging with XFELs

One of the groundbreaking applications of x-ray free-electron lasers (XFELs) is
expected to be the imaging of the structure of single molecules with atomic resolution
[144–146].
Why the necessity to resolve molecular structures with atomic resolution? At the

root lies the structure-function relationship: The structure of a molecule defines its
function. Being of particular importance for biological systems, this relationship
is the cornerstone of the field of structural biology. To comprehend the function
of biological macromolecules it is essential to unravel their structure. A potential
application is the design of new drugs targeting these molecules. A further applica-
tion may be the understanding of energy harvesting molecules with the prospect of
designing better photovoltaic devices.
Why the necessity to image single molecules? In fact, x-ray and electron crystal-

lography have been extremely successful in the last 100 years [113, 114]. X-ray crys-
tallography has resolved the majority of currently known protein structures [147].
However, the success of crystallography is irrevocably subject to the availability
of crystals. Unfortunately, numerous interesting proteins, such as membrane pro-
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

Figure 8.1.: Scheme of single molecule CDI experiment at an XFEL.
(A) The x-ray beam hits the target, scattered photons are detected with a pixel
array detector. The target is so strongly ionized that it Coulomb explodes after
each shot. (B) The data from many shots is classified into images from similar
orientation of the target, averaged and the orientation is determined. Finally,
phase reconstruction yields the 3d structure.
Taken from (Gaffney, Chapman Science 316, 1444) [144]. Reprinted with permission
from AAAS. c© 2007 American Association for the Advancement of Science.

teins, do not form crystals. A recent breakthrough is the novel technique of serial
femtosecond crystallography (SFX) using XFELs [148–150]. It has lead to the de-
termination of a previously unknown biomolecular structure [151] and has paved the
way to time-resolved studies with Ångström resolution [152–155]. SFX promises to
mitigate the problem of crystallization by requiring smaller crystals, which are often
easier to grow. The imaging of single molecules would make the difficult crystalliza-
tion completely unnecessary. So far, imaging of non-crystalline targets with XFEL
radiation has been demonstrated with about 30-40 nanometer resolution on single
viruses [156] and living bacteria [157].
Why the need for XFELs? In crystallography the x-ray radiation scatters on

crystals, which results in a diffraction pattern of sharp Bragg spots. X rays generated
by synchrotron radiation at storage rings have the necessary fluence and degree of
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spatial coherence. In single molecule imaging there is solely the x-ray scattering
from a single molecule. Consequently, the scattering signal is continuous and very
weak. The emerging x-ray free-electron lasers (XFELs) [6–11] offer coherent x-ray
pulses with unprecedentedly high fluence. In this way one expects to obtain enough
x-ray scattering signal from single molecules. Moreover, XFELs feature ultrashort
x-ray pulses with a few-femtosecond pulse duration. This permits one to outrun the
Coulomb explosion [158, 159].
What is the Coulomb explosion? The Coulomb explosion is the ionization-induced

dynamics of the atoms in the molecule during and after the x-ray pulse [158–162].
Due to the extremely high intensity of XFEL pulses, many x-ray photons are ab-
sorbed causing a cascade of ionization events in the molecule. The remaining pos-
itively charged ions repel each other, which causes the molecule to disintegrate on
an ultrafast time scale of tens of femtoseconds [158, 160–162]. Hence it is named
Coulomb explosion. There are several ionization mechanisms that play a role. The
most important ones are direct photoionization with subsequent Auger decay and
electron impact ionization. Further ionization mechanisms are shake-up and shake-
off processes [163–165], internal field ionization [166–168] and Compton scattering
[158].
How does radiation damage affect the imaging? It is believed that with sufficiently

fast x-ray pulses one can outrun the Coulomb explosion [158–162]. In this so-called
“diffract-before-destruct” approach, one collects the diffraction data before the nu-
clear dynamics changes the molecular structure sensitively. The degradation of the
scattering pattern due to electronic rearrangements caused by ionization is called
electronic radiation damage [169–172].
What is the imaging method? Coherent diffractive imaging (CDI) is a lensless

imaging technique for the 3-dimensional reconstruction of nanoscale structures [144–
146, 174]. CDI can reach a spatial resolution on the order of the wavelength of
the radiation. Since we consider spatially coherent hard x rays, atomic resolution
(of about 1 Å = 10−10 m) is feasible. It is noteworthy that electron diffraction
is a complementary and competing technique, especially for very small molecules
[175, 176]. The simple basic principle of single molecule x-ray CDI is illustrated in
Fig. 8.1. The target molecule is injected into a highly coherent XFEL beam. When
the beam scatters from the molecule the diffraction pattern is recorded. During this
measurement process the molecule is destroyed by the Coulomb explosion. To gain
sufficient diffraction data from all orientations of the molecule, many diffraction
patterns from identical copies of the target molecule have to be collected. The
reconstruction of the 3d structure can then be performed numerically.
How can one reconstruct the structure? The elastically (or coherently) scattered

photons are related to the structure of the target. We found in Eq. (6.40) that the
scattering pattern is the squared modulus of the Fourier transform of the electron
density. The diffraction pattern of each orientation yields a 2d cut of the 3d sphere of
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Figure 8.2.: Coherent diffractive imaging. (a) Diffraction from the sample in real-
space results in a 2d diffraction pattern. (b) The diffraction pattern lies on the
Ewald sphere in reciprocal space and is a cut of of the 3d intensity pattern.
Figure taken from (Yefanov, Vartanyants J. Phys. B 46, 164013) [173].
c© 2013 IOP Publishing Ltd.

intensities in reciprocal space, see Fig. 8.2. Because one measures only intensities in
reciprocal space, the phases are lost. Collecting measurements from all orientations
one may sample the entire 3d Fourier space. Because the orientation of the sample
is typically unknown, one needs to retrieve the sample orientation [173, 177–179].
Finally, the missing phases in reciprocal space have to be recovered. This is called
the phase-problem, familiar from crystallography [180]. In single molecule imag-
ing one may exploit the continuous diffraction pattern to solve the phase-problem.
By oversampling the diffraction pattern one may extract sufficient information to
reconstruct the phases [145, 181–183]. Inverse Fourier transformation then yields
the electron density, from which one deduces the atomic positions. In this way, the
previously unknown structure is reconstructed from many the diffraction patterns.

Motivation for studying Compton scattering in CDI

Information about the structure of the target is encoded in the coherent x-ray scat-
tering pattern.1 Surprisingly, the unavoidable incoherent x-ray scattering signal in
a single molecule imaging experiment is usually completely neglected. Carrying
no structural information, incoherent scattering degrades the quality of the signal.
There are probably two main reasons that incoherent scattering has not been a mat-

1Note that in this chapter we may use coherent and elastic scattering interchangeably, as well as
incoherent and inelastic scattering.
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ter of interest in most of the literature. First, in crystallography there are Bragg
reflections, which strongly enhance the coherent scattering signal. As a consequence,
one can safely neglect the incoherent scattering in crystallography. In single molecule
imaging the diffraction pattern is continuous. Thus, there is no reason to neglect
the incoherent scattering a priori. Second, CDI experiments performed on mesoscale
targets have not suffered from considerable background. But these experiments have
been performed at a resolution of several tens of nanometers [156]. Estimations of
the incoherent scattering contribution in hydrodynamic models of carbon clusters
have indicated its influence at higher resolution [184, 185]. In fact, we will find that
there is a strong incoherent background at atomic (Ångström) resolution. Unfor-
tunately, the presently used imaging pixel array detectors [99, 100, 186, 187] are
not designed to energetically distinguish the coherent scattering from the incoher-
ent scattering, which is shifted in photon energy. Consequently, filtering out the
coherent signal in experiment is not feasible in the near future.
In summary, incoherent scattering degrades the quality of the signal for CDI

experiments. This means quantitative understanding of the incoherent scattering
signal is indispensable for future experiments, facility design, and development of
data processing algorithms. The present results may contribute some new facets to
discuss which XFEL machine developments are beneficial for imaging [188, 189].

8.2. Formalism of high-intensity x-ray scattering
8.2.1. The regime of ionization induced extreme matter states
The x-ray wavelength determines the regime of possible spatial resolution in CDI.
Since 12.4 keV photon energy correspond to 1 Å wavelength, several keV photon
energy are required for imaging with atomic resolution. CDI is based on the nonres-
onant scattering formalism from Sec. 2.1.4 governed by the A2-interaction Hamilto-
nian

Ĥint = α2

2

∫
d3x Â2(x) n̂(x). (8.1)

At the given photon energies it is justified to neglect resonant scattering for biological
molecules. Biological molecules consists mostly of light elements, carbon being the
most abundant after hydrogen These elements have typically K-shell binding energies
of several hundred eV. Consequently, the photon energy for CDI imaging lies far
above the absorption edges.
However, XFELs break new grounds in x-ray–matter interactions because of the

unprecedented high x-ray fluence. The dominating process at several keV photon
energy is photoabsorption, see Fig. 8.3. The ionization dynamics (during and after
the x-ray pulse) expose matter to extreme conditions far from equilibrium [22, 192].
Consequently, we have to include the ionization and relaxation dynamics in our
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Figure 8.3.: The total photon cross section σtot in carbon as a function of incom-
ing photon energy. The contributions of different processes are distinguished: τ
photoabsorption, σcoh coherent (elastic) scattering, σincoh incoherent (Compton)
scattering. Processes irrelevant for this thesis are: e+-e− pair production in the
nuclear field κn and electron field κe (triplet production), as well as nuclear pho-
toabsorption σph.
Reprinted with permission from (Hubbell, Gimm, Øverbø, J. Phys. Chem. Ref.
Data 9, 1023) [190], cf. x-ray data booklet [191]. c©1980, AIP Publishing LLC.

model to obtain realistic results. The situation is dramatically different from third-
generation synchrotron-radiation sources, where the probability that a single atom
absorbs more than one x-ray photon is negligibly small. In contrast, XFEL pulses
naturally achieve the saturation x-ray absorption [172, 192–196]. Atoms exposed
to XFEL radiation are excited to highly charged states, it is even possible that all
electrons are subsequently stripped off the atom [193]. In an experiment on xenon
[194], charge states of Xe36+ were formed with 1.5 keV photons. Remarkably, the
absorption of a single photon may lead to the ejection of several electrons. The
absorption of a photon results in a cascade of (ultrafast) relaxation processes. Most
importantly in light elements (Z . 30), K-shell holes decay via Auger decay. In
the high-intensity case of XFEL pulses, additional photons may be absorbed during
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a decay cascade. The complex nature of all possible pathways is a challenge for
numerical simulation [197]. A realistic simulation of CDI experiments has to take
these ionization dynamics into account. This demands a suitably chosen formalism.
The applicability of perturbation theory is questionable under conditions where the
ground state may be completely depleted. This chapter serves as an outline of a
formalism for nonresonant x-ray scattering in a strongly ionization driven system.

8.2.2. Differential scattering probability
The system is strongly driven by the dominating photoabsorption process. This is
described by the ”p ·A” Hamiltonian, defined in Sec. 2.1.4. Note that the alteration
of electronic structure – the so-called electronic radiation damage – has to be dis-
tinguished from the Coulomb explosion (the disintegration of molecular structure).
Here, we assume a sufficiently short pulse duration to neglect structural dynamics
[158]. We consider only electronic radiation damage, which cannot be avoided at
high x-ray fluence.
We will consider the scattering induced by the ”A2” Hamiltonian as a small per-

turbation. In this subsection, an expression for the scattering probability similar to
the ionization-free case will be derived. The practical treatment of the ionization
dynamics is described in the following subsection. We write the total Hamiltonian
as

Ĥ = Ĥel + Ĥrad + Ĥp̂·Â + ĤÂ2 = Ĥ0 + ĤÂ2 . (8.2)

Let us assume for the moment that we have solved the time-dependent Schrödinger
equation for the driven system. Then we have found the time evolution operator
Û0(t, tin) with

d
dt Û0(t, tin) = −iĤ0Û0(t, tin), with Û0(tin, tin) = 1. (8.3)

Treating the scattering in first order perturbation theory, the full time evolution
operator Û(t, tin) is

Û(t, tin) = Û0(t, tin)− i
t∫

tin

dt′ Û0(t, t′) ĤA2 Û0(t′, tin). (8.4)

The system is prepared long before the scattering (tin → −∞) in the initial state
ρ̂in = ρ̂Xin ⊗ ρ̂el

in. In a typical experimental setup the incoming beam is filtered out
and only scattered photons are measured. As in Sec. 6.3, we employ the projection
operator onto a scattered photon mode as observable

Ôks = P̂ks,λs ⊗ 1̂el . (8.5)

103



Chapter 8. Compton scattering in single molecule coherent diffractive imaging

P̂ks,λs is the projection operator onto all multimode Fock states with one photon in
the mode (ks, λs). The differential scattering probability is given by

dP
dΩ =

∑
λs

V α3

(2π)3

∫
ω2

ksdωksP (ks) . (8.6)

P (ks) = Tr
(
ρ̂f Ôks

)
is the expectation value of Ôks in the state ρ̂f of the total

system, given by

ρ̂f = lim
tf→∞
tin→−∞

tf∫∫
tin

dt1dt2 Û0(tf , t1)ĤÂ2Û0(t1, tin) ρ̂in Û
†
0(t2, tin)ĤÂ2Û

†
0(tf , t2). (8.7)

So far the derivation has been analogous to the ionization-free case in Sec. 6.3. At
this point, it is important to emphasize the differences. In the case with ionization,
the time-evolution can entangle the electronic and radiation systems. This is most
easily understood for the case of a single incoming photon: if the photon is absorbed
and an electron ionized the state of the radiation system changes drastically. In this
case the radiation and electronic system are strongly correlated. In the following,
we will see that under typical experimental conditions the photonic and electronic
degrees of freedom can be disentangled. The detailed derivation is performed in
Appendix 8.A.
Let us assume, for simplicity, that the molecule is initially in its electronic ground

state
ρ̂el

in = |Ψ0〉〈Ψ0| . (8.8)

We express the initial state of the radiation system in a coherent state representation

ρ̂Xin =
∫ ∏

(k,λ)
d2αk,λ P ({αk,λ}) |{αk,λ}〉〈{αk,λ}| , (8.9)

where P ({αk,λ}) is the Glauber-Sudarshan P -function [198]. We assume that the
P -function has Gaussian form [71]

P ({αk,λ}) =
∏
k,λ

1
π〈n̂k,λ〉

e
−
|αk,λ|

2

〈n̂k,λ〉 . (8.10)

Glauber has shown that the P -function takes on such a Gaussian form, with increas-
ing number of statistically independent, arbitrary, stationary sources which excite
multiple modes of the radiation field [198]. Because of the random excitation of the
field the corresponding density operator describes a chaotic radiation field; in fact,
it cannot have second or higher order of coherence. Most importantly, it has been
shown that the x-ray radiation field produced by a SASE FEL can be described by

104



8.2. Formalism of high-intensity x-ray scattering

a Gaussian P -function [199, 200]. The Gaussian P -function has the useful property
that all higher-order correlation functions can be expressed in terms of the first-order
correlation function. The first-order correlation function of the SASE FEL can be
modelled as quasi-stationary and quasi-monochromatic. This means we can describe
the pulse by the average intensity I(t) and the temporal coherence function γ(τ),
i.e.,

G(1,1)(t1, t2) = 4παI( t1+t2
2 )γtp(t2 − t1) , (8.11)

where the temporal coherence function γtp(τ) = e−τ2/τ2
c eiωinτ defines the coherence

time τc of the pulse. In particular, we will assume that the coherence time is so
short, the temporal coherence function is essentially a delta function in time. This
assumption is justified by the fact that SASE FEL pulses have a spiky structure with
coherence time in the subfemtosecond regime. Moreover, we assume only sequential
one-photon absorption, which is a reasonable approximation [192, 195]. Note that
the scattered photons must interfere coherently, thus t1 and t2 must lie within the
coherence time.
Finally, from a lengthy derivation (see Appendix 8.A) the scattering probability

is obtained

P (ks) = lim
tf→∞
tin→−∞

∑
λs

2(2π)2

V

∫∫
d3x1d3x2

1
ωksωin

α|ε∗in ·εks,λs |2 eiQ·(x1−x2)

×
tf∫

tin

dt I(t)
ωin

∞∫
−∞

dτ e−τ2/τ2
c ei(ωin−ωks )τ

× Tr
(
ρ̂el(t) eiĤelτ/2 n̂(x2) e−iĤelτ n̂(x1) eiĤelτ/2

)
(8.12)

where

ρ̂el(t) =
∑
a

(4πα
ω2

in

)a t∫
tin

dtAa

tAa∫
tin

dtAa−1 · · ·
tA2∫
tin

dtA1 I(tA1) · · · I(tAa)

× e−iĤel(t−tin) Î(tAa) · · · Î(tA1) |Ψ0〉〈Ψ0| Î†(tA1) · · · Î†(tAa) eiĤel(t−tin) .

(8.13)

The electronic state includes any numbers of photoionization events. The resulting
relaxation processes are included in the interactions through the electronic Hamil-
tonian. Note that in this approach we have rigorously performed the ensemble
average over the field. No separation of the ensemble average for the scattering and
the ionization dynamics has been necessary. Most importantly, we have found an
expression for the x-ray scattering probability that is similar to the ionization-free
formulation. The final expression exhibits the familiar density-density correlations,
the time-dependence on the system is contained in the electronic state of the system.
In the next subsection, a practical method for the calculation of the electronic state
is considered.
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8.2.3. Rate equation approach for electronic system
The previous subsection has shown that x-ray scattering at high-intensity depends
on a complex electronic state, depending on the electronic dynamics induced by
photoabsorption and relaxation processes in the molecule. It is still an open question
to find rigorous and numerically feasible methods to determine the electron dynamics
resulting from a strong driving by a high-intensity x-ray pulse. Possible approaches
for a rigorous treatment are the theory of open quantum systems [201, 202] and
quantum kinetical approaches [203–208], based on density matrix theory or the
nonequilibrium Green’s functions technique.
However, empirical evidence shows that rate equation approaches successfully

reflect the experimental situation [160, 172, 192, 195]. Thus, we employ a rate equa-
tion approach for the electronic dynamics, tracking the populations PI of electronic
configuration I. The transitions between the possible electronic configurations {I}
are represented by a set of coupled rate equations (also known as “Pauli master
equation”)

d
dtPI(t) =

∑
I′ 6=I

[ΓI′→IPI′(t)− ΓI→I′PI(t)] , (8.14)

where ΓI′→I is the rate for a transition from configuration I ′ to I. The Pauli
master equation for the x-ray interaction with molecules can be derived from the
Bloch-Redfield equation under certain assumptions [209]. In general, rate equations
emerge in many physical situations. The validity of the Pauli master equation is
often derived from the averaging over many degrees of freedom (e.g., the bath in an
open system) [201, 210–212]. For systems with many degrees of freedom it can also
be derived from certain assumptions on the interactions [213, 214]. Recently, the first
investigations on the role of atomic coherences and consequences of non-markovian
behaviour were carried out [215–218]. A crucial assumption in the presented deriva-
tion has been the incoherence of the x-ray pulse. With the emergence of coherent
self-seeded FEL sources, non-markovian behaviour that cannot be captured by the
rate equation approach may become important. This has to be analyzed elsewhere.
Having determined the populations of the electronic configurations from the rate

equation approach, the differential scattering signal is defined by

dI
dΩks

=
∫

dt j(t)
∑
I

PI(t)
dσ

dΩks

∣∣∣
I
. (8.15)

Here, j(t) is the photon flux at time t of the incident x-ray pulse and dσ
dΩks
|I the

differential scattering probability of the I-th electronic configuration. In addition
to photoabsorption the accompanying relaxation processes Auger decay and fluores-
cence are included in the model. We neglect the ionization by Compton scattering
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in the rate equation description because the population dynamics are clearly dom-
inated by photoabsorption. In the regime considered here, this is justified because
the photoabsorption cross section is about one order of magnitude larger than the
total Compton cross section. For example, at ωin = 10 keV we obtain from our calcu-
lations for a neutral carbon atom in its ground state configuration a total Compton
scattering cross section σCompton = 2.7 barn (cf. [219]) and a total photoabsorption
cross section σabs = 41.6 barn.
In large molecules or clusters electron impact ionization can become a major

source of ionization [160, 162, 220–224]. We do not treat electron impact ionization.
Thus, our present results rather underestimate the scattering signal from ionized
electrons (see below). We also neglect electron recombination that might attenuate
the ionization [160, 225, 226].
Altogether, the differential scattering cross section of the I-th configuration con-

tains the coherent and incoherent scattering from bound electrons (see Eq. (8.22)
below) and the Compton scattering from free electrons (see Eq. (8.27) below),
cf. [184, 185, 227, 228],

dσ
dΩks

∣∣∣
I

=
( dσ

dΩ

)
Th

(
|fI(Q)|2 + SI(Q) +N free

I

)
. (8.16)

Here, N free
I denotes the number of free electrons in configuration I. fI(Q) and

SI(Q) are the atomic form factor and the static structure factor of configuration I,
respectively.

8.3. Form and structure factors
8.3.1. Formalism
As already mentioned, the nonresonant scattering is governed by the A2-interaction
Hamiltonian

Ĥint = α2

2

∫
d3x Â2(x) n̂(x). (8.17)

Because in the rate equation approach only the populations of electronic configu-
rations are considered, we may consider the electronic system to be in a stationary
state |Ψ0〉 (at the instant of the scattering event). Moreover, according to Eq. (8.12)
the differential scattering probability can be calculated for this state as in the sta-
tionary case. After the scattering event the electronic system will be in the state
|ΨF 〉. An incoming x-ray photon of energy and momentum (ωin,kin) transfers en-
ergy ω = ωin − ωs and momentum Q = kin − ks to the electronic system, thereby
making the transition to the scattered photon state (ωs,ks). As described in Sec. 6.3
one obtains the double differential scattering cross section (DDSCS) from Fermi’s
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golden rule [21], yielding

d2σ

dΩksdωs
=
( dσ

dΩ

)
Th

ωs
ωin

∑
F

δ(EF − E0 − ω)
∣∣∣∣∫ d3x 〈ΨF |n̂(x)|Ψ0〉 eiQ·x

∣∣∣∣2 . (8.18)

Recall, ( dσ
dΩ)Th = α4∑

λs |ε
∗
ks,λs · εkin,λin |2 denotes the Thomson scattering cross sec-

tion (TSCS). In this chapter we will assume that the x-ray pulse is sufficiently
monochromatic to neglect the bandwidth of the x-ray pulse.
Within the independent-particle approximation there is only one electron involved

in the scattering process. This electron is independent from the other electrons, i.e.,
there are no correlations. Within this approximation the final electronic state can
be written

|ΨF 〉 = ĉ†f ĉi|Ψ0〉. (8.19)

We have used the creation (annihilation) operator ĉ†p (ĉp) of the spin-orbital |ϕp〉
with energy εp, see Sec. 2.1.2. Furthermore, we assume the initial state to be a single
Slater determinant

|Ψ0〉 = ĉ†p1 . . . ĉ
†
pN
|0〉. (8.20)

Expanding the electron density operator n̂(x) =
∑
p,q ϕ

†
p(x)ϕq(x) ĉ†pĉq, we can ex-

press the DDSCS in terms of the spin orbitals

d2σ

dΩksdωs
=
( dσ

dΩ

)
Th

ωs
ωin

(
δ(ω)

∣∣∣∣∣∑
i

∫
d3xϕ†i (x)ϕi(x) eiQ·x

∣∣∣∣∣
2

+
unocc.∑
f

occ.∑
i

δ(εf − εi − ω)
∣∣∣∣∫ d3xϕ†f (x)ϕi(x) eiQ·x

∣∣∣∣2
)
, (8.21)

where the index i runs over all occupied spin-orbitals in the initial state |Ψ0〉, and the
index f over all unoccupied spin-orbitals in |Ψ0〉. Keeping the solid angle element
dΩks fixed, the DDSCS determines the spectrum of the scattered radiation.
The photon detectors used in coherent diffractive imaging experiments are not

designed to resolve the photon energy [99, 100, 186, 187]. Consequently, only the
energy integrated DDSCS is experimentally accessible. Integrating the DDSCS over
ωs yields the differential scattering cross section

dσ
dΩks

=
( dσ

dΩ

)
Th

(
|f(Q)|2 + S(Q)

)
. (8.22)

Coherent (elastic) scattering is governed by the form factor

f(Q) =
∫

d3x
occ.∑
i

ϕ†i (x)ϕi(x) eiQ·x . (8.23)
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Incoherent (inelastic) scattering is characterized by the static structure factor

S(Q) =
∫

dωs
ωs
ωin

unocc.∑
f

occ.∑
i

δ(εf − εi − ω)
∣∣∣∣∫ d3xϕ†f (x)ϕi(x) eiQ·x

∣∣∣∣2 . (8.24)

The free electrons that are created during the pulse by photoionization or relax-
ation processes will also contribute to the scattering signal [158, 184, 185]. In general
the free electrons have a highly nonthermal kinetic energy distribution [224]. The
fast photoelectrons with 10 keV energy have a velocity of ∼600 Å/fs, which means
they stay inside a 1 µm2 focal spot for several femtoseconds. Keeping in mind that
a free electron with 100 eV energy travels about 60 Å/fs, it becomes apparent that
the free electron cloud will expand during the pulse to a volume with a radius much
larger than 10 Å. Consequently, coherent scattering from the free electrons will only
be important at very low resolution. Here, we make the assumption that unbound
electrons are well described by plane wave states ϕunb(x) = V −1/2 eip·x χs. Scatter-
ing without changing the plane wave state can occur for zero momentum transfer
Q = 0 only. Thus, neglecting the small scattering angle regime, we can neglect
elastic scattering from free electrons.
On the other hand, incoherent scattering from free electrons is possible for all

scattering angles. Replacing
∑
f by V

(2π)3
∫

d3p′ the static structure factor of an
unbound electron with momentum p follows from Eq. (8.24)

S(Q) =
∫

dωs
ωs
ωin

V

(2π)3

∫
d3p′ δ(εp′ − εp − ω) 1

V 2

∣∣∣∣∫ d3x ei(Q+p−p′)·x
∣∣∣∣2 . (8.25)

Using the trick
∣∣∣∫ d3x ei(Q+p−p′)·x

∣∣∣2 = V (2π)3δ(Q+p−p′) [12] and performing the
ωs integral with εp = p2/2 yields

S(Q) =
∫

d3p′
ωin + p2/2− p′2/2

ωin
δ(Q + p− p′) = ωin − p ·Q−Q2/2

ωin
. (8.26)

The final photon energy is ωs = ωin−p ·Q−Q2/2. There are two energy shifts. The
usual Compton shift Q2/2 for a resting electron [12]. At XFEL photon energies of
several keV photon, the Compton shift is negligible ωs ≈ ωin[1+α2ωin(1−cos θ)]−1 ≈
ωin. Moreover, there is an electron momentum dependent Doppler shift p ·Q. For
slow electrons this induces also a very small change in the final photon energies.
For the fast photoelectrons it becomes measurable if p and Q line up. We will
assume that ωs ≈ ωin. Under these approximations, the static structure factor of
configuration I counts the number of unbound electrons

S(Q) = N free
I . (8.27)
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8.3.2. Static structure factor in the Waller-Hartree approach
Calculating the static structure factor can be quite cumbersome because it involves
unoccupied spin-orbital calculations. For small energy transfers the Waller-Hartree
approximation [229] can simplify the calculation of Eq. (8.24) significantly. Let the
energy transfer ω be small with respect to ωin, then one may assume ωs/ωin ≈ 1.
Moreover, the change of the momentum transfer vector due to the change of ωs is
minute. Approximately Q is the same as in elastic scattering Q ≈ kin − kinks/ks.
The static structure factor then reads

S(Q) =
∫

dω
unocc.∑
f

occ.∑
i

δ(εf − εi − ω)
∫∫

d3xd3x′ ϕ†f (x)ϕi(x)ϕf (x′)ϕ†i (x
′) eiQ·(x−x′) .

(8.28)

Using the completeness of the spin-orbitals
∑unocc.
f |ϕf 〉〈ϕf | = 1 −

∑occ.
j |ϕj〉〈ϕj |,

one finds
unocc.∑
f

ϕ†f (x)ϕf (x′) = δ(x− x′)−
occ.∑
j

ϕ†j(x)ϕj(x′) . (8.29)

Finally, we obtain the static structure factor

S(Q) = Z −
occ.∑
j

occ.∑
i

∣∣∣∣∫ d3xϕ†j(x)ϕi(x) eiQ·x
∣∣∣∣2 , (8.30)

where Z denotes the number of electrons in |Ψ0〉. Remarkably, the final electronic
states do not enter in this equation; all summations are carried out over spin-orbitals
occupied in the initial state |Ψ0〉.
Introducing a suitable averaging over initial Slater determinants the static struc-

ture factor can be transformed into a form suitable for numerical implementation.
The details are given in Appendix 8.B. One finds

〈S(Q)〉det = Z − 2
∑
nj ,lj

∑
ni,li

〈ηjηi〉det
∑
L

(2L+ 1)(2lj + 1)
∣∣∣RLnj ljnili(Q)C li0lj0L0

∣∣∣2 ,
(8.31)

where ηi ∈ {0, 1} denotes the occupation number or spin-orbital ϕi, C li0lj0L0 is a
Clebsch-Gordan coefficient, and RLnj ljnili(Q) (defined in Eq. (8.86)) is an integral of
the radial wave functions and the spherical Bessel functions.

8.3.3. Static structure factor from explicit integration
Without making the Waller-Hartree assumption, the static structure factor can be
calculated directly by performing the ωs-integration in Eq. (8.24). As in the previous
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subsection we average over the inital Slater-determinants and recast Eq. (8.24) into
a form that can be readily evaluated numerically, cf. Appendix 8.B. This subsection
is an extension of Ref. [230].
Introducing as before the occupation numbers, averaging Eq. (8.24) over all pos-

sible initial Slater determinants for open shells yields

〈S(Q)〉det =
∫

dωs
ωs
ωin

∑
f,i

〈(1− ηf )ηi〉detδ(εf − εi − ω)
∣∣∣∣∫ d3xϕ†f (x)ϕi(x) eiQ·x

∣∣∣∣2 .
(8.32)

Observe that 1−ηf gives only a nonzero contribution if |ϕf 〉 is an initially unoccupied
orbital. We need to determine the average of the probability that |ϕi〉 is occupied
(“a particle”) while |ϕf 〉 is unoccupied (“a hole”)

〈(1− ηf ) ηi〉det = 〈ηi〉det − 〈ηf ηi〉det . (8.33)

The average of pairs of occupation numbers has been determined in Eq. (8.79).
For bound-to-free transitions we have the simple relation 〈(1 − ηf ) ηi〉det = 〈ηi〉det
because |ϕf 〉 has ηf = 0 in all initial states. The same holds for bound-to-bound
transitions where the shell of ϕf is empty in all initial states. However, for bound-to-
bound transitions where ϕf lies in a initially open shell we have to take the 〈ηf ηi〉det
term into account. As an example, consider the bound-to-bound transition of a 1s-
electron into an empty 2p-orbital in 1s22s22p2 carbon: 〈(1 − η2p) η1s〉det = 1 − 1

3 ,
which is not equal to 〈η1s〉det = 1.
The matrix element in Eq. (8.32) is evaluated in Appendix 8.B, see Eq. (8.88).

Finally, the averaged static structure factor reads

〈S(Q)〉det =
∫

dωs
ωs
ωin

2
∑
nf ,lf

∑
ni,li

δ(ωs − ωin − εi + εf ) 〈(1− ηf ) ηi〉det

×
∑
L

(2L+ 1)(2li + 1)
∣∣∣RLnf lfnili(Q)C lf0

li0L0

∣∣∣2 . (8.34)

Compare this result with the Waller-Hartree approximation in Eq. (8.31). The
crucial difference is that in the Waller-Hartree approximation only initially occupied
orbitals play a role. Here, in contrast, the sum over nf , lf extends over all unoccupied
states. Additionally, there is the integral over the final photon energy. However,
the delta function restricts ωs to a fixed value for a given ϕf ; or vice versa, when
integrating over a ωs-grid the delta-function restricts the possible final states ϕf .
Moreover, we have made no approximation about the momentum transfer vector Q.
In the Waller-Hartree approximation Q is approximated by the elastic scattering
momentum transfer, where ks = kin. Here, we use the exact Q = kin − ks.
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In the special case that one considers only bound-to-free transitions one can further
simplify Eq. (8.34). For bound-to-free transitions one has

〈(1− ηf ) ηi〉det = (1− 〈ηf 〉det) 〈ηi〉det =
(

1−
Nnf ,lf

2(2lf + 1)

)
Nni,li

2(2li + 1) , (8.35)

where Nni,li is the total number of electrons in the (ni, li) subshell. This results in

〈S(Q)〉det =
∫

dωs
ωs
ωin

free∑
nf ,lf

∑
ni,li

δ(ωs − ωin − εi + εf ) Nni,li

(
1−

Nnf ,lf

2(2lf + 1)
)

×
∑
L

(2L+ 1)
∣∣∣RLnf lfnili(Q)C lf0

li0L0

∣∣∣2 . (8.36)

8.3.4. The XATOM toolkit
The expressions of the form and structure factors depend on the electronic wave
functions. Thus, one needs to solve the electronic structure problem. The electronic
structure calculations in this chapter were performed using the xatom toolkit [231].
xatom has been presented in Ref. [172]. This code for x-ray atomic processes
calculates photoabsorption cross sections, fluorescence rates, Auger decay rates, as
well as coherent scattering cross sections.
For the present work, we have extended the xatom to calculate inelastic x-ray

scattering cross sections. We have implemented the static structure factor within
the Waller-Hartree approximation Eq. (8.31), as well as full energy integrated one
Eq. (8.34).
xatom solves the electronic structure problems for x-ray atomic processes using

the Hartree-Fock-Slater model [172, 232, 233]. In this independent-particle model
the mean-field Hamiltonian is

ĤHFS = −1
2∇

2 − Z

|x̂| +
∫

n(x′)
|x̂− x′|d

3x′ + Vx(x̂), (8.37)

where Z is the nuclear charge, the electron density n(x) =
∑
i ϕ
†
i (x)ϕi(x) is a sum

over occupied spin-orbitals, and Vx is the Slater exchange potential

Vx(x) = −3
2

[ 3
π
n(x)

]1/3
.

Furthermore, the Latter tail correction [234] is applied to the potential. Making
the central field approximation, the Hamiltonian is angular momentum averaged to
impose spherical symmetry. Thus, the solution of the Schrödinger equation can be
expressed by a radial term unl, a spherical harmonic Ylm, and a spin function

ϕnlms(x) = unl(r)
r

Ylm(Ωx)
(
δs,+1/2
δs,−1/2

)
, (8.38)
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where unl with n = 1, 2, . . . characterizes bound states and continuum states are
given by a uεl with ε > 0. The radial wave function unl for bound states is calcu-
lated by the xatom code using the generalized pseudospectral method on a nonuni-
form grid. For unbound states uεl is determined by numerically solving the radial
Schrödinger equation for given ε with the fourth-order Runge-Kutta method on a
uniform grid. To evaluate integrals with bound and unbound wave functions xatom
uses a spline interpolation to map wave functions from the nonuniform to the uni-
form grid. For more details consult Ref. [172]. Open-shell systems, like carbon, are
treated by averaging over all possible Slater determinants associated with an initial
configuration.

8.4. Coherent and incoherent scattering from atomic carbon
I investigate the nonresonant incoherent x-ray scattering from atomic carbon, which
is after hydrogen the most abundant element in biomolecules.

8.4.1. The spectrum of scattered photons
Fig. 8.4 shows the spectrum of x rays, scattered incoherently from a neutral carbon
atom, for an incoming photon energy of 10 keV and a scattering angle of θ = 60◦.
Note that the detector geometry in coherent diffractive imaging experiments at
XFELs allows scattering angles up to maximally θ . 70◦ [186, 187]. The spectrum
was obtained from calculating the integrand in Eq. (8.36). Fig. 8.4 shows the contin-
uous Compton spectrum of ionizing bound-to-free transitions. The next subsection
shows that at θ = 60◦ the bound-to-bound transitions are negligible. At slightly
less than 300 eV energy transfer one clearly identifies the carbon K-edge. K-shell
Compton scattering only plays a minor role. The spectrum is peaked at a photon
energy shift of about 100 eV, and scattering events with an energy shift of less than
200 eV are dominant. As a result it seems to be nearly impossible to filter out
the incoherently scattered photons, because the Compton spectrum largely overlaps
with the ∼ 0.1% − 1% bandwidth of the x-ray pulse. This implies that only the
static structure factor is accessible in experiment.

8.4.2. Comparison of Waller-Hartree approach and direct integration
The static structure factor can be calculated within the Waller-Hartree approxima-
tion as explained in Sec. 8.3.2 or by direct integration of the DDSCS as described
Sec. 8.3.3. Fig. 8.5 compares the results of both methods, which show a good
agreement. The slight deviation at large scattering angles is a direct result of the
Waller-Hartree approximation. Both results coincide, when one replaces the exact
Q in the integrated DDSCS with the elastic Q. In contrast to the Waller-Hartree
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Figure 8.4.: The continuous Compton spectrum of ionizing bound-to-free transitions
for ωin = 10 keV and θ = 60◦, contributions of the atomic orbitals are distin-
guished. Determined from the double differential scattering cross section (DDSCS)
of a carbon atom in the ground state in units of the Thomson scattering cross
section (TSCS).
Figure taken from (Slowik et al., NJP 16, 073042) [4] (line styles adapted).
c©2014 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.

approach one has to determine all final states to use Eq. (8.34). This allows, how-
ever, to separate the contribution of bound-to-free and bound-to-bound transitions
[235]. We find that bound-to-bound transitions play a minor role, although they are
not negligible. The present result for carbon agrees with the exact analytical cal-
culation for hydrogen in Ref. [135]. Moreover, the integration of the DDSCS allows
a simple model for a photon energy resolving detector. Assuming that the detector
accepts only photons up to a maximal energy shift ω one may simply integrate the
DDSCS from ωin to ωin − ω. The incoherent scattering signal with and without
energy resolution is shown in Fig. 8.6. For this calculation the effect of electronic
radiation damage has not been included. Fig. 8.6 shows the effect of photon en-
ergy resolution, however it becomes noticeable only at very large scattering angles
and for high photon energy resolution. A relative bandwidth of 1% corresponds to
100 eV in the present case, such that higher energy resolution is not desirable. This
result confirms the conclusion of the last subsection that one cannot filter out the
incoherent scattering. Anyway, existing pixel array detectors are not designed for
energy resolution [99, 100, 186, 187]. Accordingly, we employ the Waller-Hartree
approach, which is numerically much more favourable, to perform the calculations
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in the remainder of this chapter.

8.4.3. Scattering pattern of a single carbon atom
Finally, we are in the position to determine the scattering pattern of a carbon
atom according to Eq. (8.15). Fig. 8.7 shows the scattering pattern of a carbon
atom resulting from a 10 fs long, flat top x-ray pulse with ωin = 10 keV. The
total scattering pattern is decomposed into a coherent scattering signal and the
incoherent background signal. The incoherent background has two contributions,
which are distinguished in the figure. First, the Compton scattering on electrons
that are bound in the ionic configurations during the ionization dynamics. Secondly,
scattering on unbound (“free”) electrons that are emitted from the atom during the
pulse.
Fig. 8.7(a) shows the scattering pattern for a fluence of 1014 photons/µm2. This

fluence is particularly interesting because it corresponds to the currently available
fluence at LCLS of 1012 photons per pulse focused to 100×100 nm2. The background
signal becomes substantial at high resolution. In fact, the background becomes
stronger than the signal at a scattering angle θ ≈ 55◦, corresponding to 1.36 Å
resolution. At this fluence, the background signal is dominantly caused by inelastic
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Figure 8.6.: The incoherent scattering signal of a carbon atom for ωin = 10 keV,
a 10 fs pulse with 1014 photons µm−2. Here, the effect of electronic radiation
damage is not yet included. Photon energy resolution is modeled by integrating
the DDSCS from ωin − ωres to ωin, with ωres =100 or 200 eV.

scattering from bound electrons. Absorption is not strong enough to strip many
electrons off the carbon atom at this fluence. The mean charge of the carbon atom
after the pulse is +0.75.
Fig. 8.7(b) shows the same graph for a fluence of 1015 photons/µm2. Increasing

the fluence increases the background signal from free electrons.
Fig. 8.7(c) shows the case of very high fluence of 1016 photons/µm2. With recently

proposed schemes this fluence might be available at future facilities [188, 189]. In
this regime the scattering pattern changes dramatically. The background signal
dominates practically throughout the pattern, for scattering angles larger than θ ≈
20◦ (3.6 Å resolution) the background makes ≥ 50% of the total signal. At this
extreme fluence, most electrons are stripped off the atom by the end of the pulse (the
mean charge after the pulse is +5.37). The dominant contribution to the background
signal is caused by scattering on free electrons. At higher scattering angles there is
also a strong contribution from inelastic scattering on bound electrons.
Fig. 8.7(d) shows the percentage of coherently scattered photons in the total scat-

tering signal for all three cases.

In Fig. 8.8 the scattering pattern is presented for photon energies 12.4 keV and
3.5 keV. The fluences and other parameters are the same as before.
Fig. 8.8(a) shows the scattering pattern for ωin = 12.4 keV. We find a substantial
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signal degradation at large scattering angles for all fluences. Increasing the fluence
degrades the quality of the coherent signal also at small scattering angles. The per-
centage of the coherent signal drops below 50% at a scattering angle corresponding
to 1.3 Å resolution at a fluence of 1014 photons/µm2, and already 2.9 Å resolution
at 1016 photons/µm2.
Fig. 8.8(b) shows the scattering pattern for ωin = 3.5 keV. Interestingly, the de-

pendence on the fluence is even more drastic. This can easily be understood from
the photoabsorption cross section, which is about 50 times larger at 3.5 keV than
at 12.4 keV. Thus, the strong photoionization gives rise to a strong scattering signal
from free electrons. Already at a fluence of 1014 photons/µm2 there is a strong
background at small scattering angles. In the forward direction (θ = 0) only about
82% of the scattering signal originates from coherent scattering. But the coherent
scattering signal is still prevailing (larger than 60% up to θ ≈ 90◦, i.e., 2.7 Å reso-
lution). In contrast, for 1015 photons/µm2 the coherent scattering signal makes up
less than 60% of the total signal and drops below 50% at θ ≈ 50◦ (4.2 Å resolution).
The most drastic situation is found at a fluence of 1016 photons/µm2. The back-
ground signal is dominating the scattering pattern. Throughout the entire range,
the coherent scattering signal contributes less than 40% to the scattering pattern.

In Fig. 8.9 the pulse duration is varied from 0.1 fs to 100 fs for ωin = 10 keV at
1016 photons/µm2. At large scattering angles the scattering pattern suffers from
a dominating background irrespective of the pulse duration. Interestingly, shorter
pulses improve the percentage of coherent scattering at small scattering angles or low
resolution. This may be considered counterintuitive because a shorter pulse duration
at fixed fluence means a higher intensity. In fact, the ionization is decreased, by
outrunning the Auger decay and by the production of double core holes, so called
“hollow atoms” [172, 193, 196]. For the present case of a single atom, however,
making the pulse shorter than one femtosecond has very little consequence.
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Figure 8.7.: The number of photons dI/dΩ scattered from a carbon atom into a
solid angle element dΩ for ωin = 10 keV. The x-ray pulse is 10 fs long (flat top)
and the fluence is (a) 1014 photons µm−2, (b) 1015 photons µm−2, (c) 1016 pho-
tons µm−2. The total scattering pattern and its contributions from coherent and
incoherent scattering are shown. The incoherent scattering is further decomposed
into contributions from bound electrons in the ionic configurations and ionized
free electrons. Panel (d) shows the percentage of coherently scattered photons in
the total scattering.
Figure taken from (Slowik et al., NJP 16, 073042) [4] (line styles and key adapted).
c©2014 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.
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Figure 8.8.: The scattering pattern for ωin = 12.4 keV (panels (a) and (b)) and
ωin = 3.5 keV (panels (c) and (d)). Panels (a) & (c) show scattering patterns
for fluences of 1014, 1015, and 1016 photons µm−2 and 10 fs pulse duration. The
number of photons is scaled by 1016/fluence (in ph µm−2) to fit all lines in the
same plot. The contribution of the background from incoherent scattering is
shown. Panels (b) & (d) show the percentage of coherently scattered photons.
Figure taken from (Slowik et al., NJP 16, 073042) [4] (line styles adapted).
c©2014 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.
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Figure taken from (Slowik et al., NJP 16, 073042) [4] (line styles adapted).
c©2014 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.

8.5. Coherent and incoherent scattering in single molecule
imaging

This section addresses the background scattering from large molecules. The recon-
struction schemes of single molecule CDI require the mean photon count to exceed
a certain threshold. Typically the scheme for structure determination of a single
molecule proceeds in three steps [144, 177]:

1. Classification of scattering patterns from the same molecular orientations and
averaging patterns of the same class,

2. Determining the relative orientations of the classes,
3. Phase retrieval and reconstruction from the reciprocal space data.

Averaging many images from the same molecular orientation is one way to improve
the signal to noise ratio [173, 177, 178, 236–238]. Other methods merge classification
and orientation into one step [179, 239, 240]. In any case, dealing with low number
of scattered photons is a big challenge for all methods. A mean photon count on the
order of 0.1 photons/pixel was indicated as necessary for a successful reconstruction
with about 2–3 Å resolution in Refs. [177, 178]. Ref. [179] argued that for small
molecules a mean photon count on the order of 0.01 photons/pixel suffices. A com-
mon shortcoming of all these thresholds is that they were predicted under simplifying
assumptions. In particular, these algorithms completely neglect any electronic radi-
ation damage and any background signal. In this section, I present calculations to
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8.5. Coherent and incoherent scattering in single molecule imaging

assess the impact of the background scattering on the mean photon count. More-
over, I investigate the dependence of the photon count and the signal quality on the
photon energy and x-ray fluence. A systematic determination of optimal machine
parameters is important for individual experiments as well as the development of
machine upgrades. The problem is to maximize the coherent scattering signal while
minimizing the radiation damage and the background signal. Improving the signal
to background ratio is also important because we have completely neglected any
noise of the signal (See Appendix 8.D.) The noise and the associated photon count
distribution are important quantities in the reconstruction algorithms [177, 240].
Moreover, in practice it may be beneficial to use the lowest necessary fluence on the
target. In this way, any available surplus power in the XFEL beam could be used
to increase the focal spot size of the x-ray beam. A larger focal spot of the x-ray
beam improves the hit rate, leading to more efficient use of the XFEL beam and
more rapid accumulation of statistically significant data.

Let us estimate the mean photon count scattered by a single molecule into inde-
pendent pixels (speckles) at high resolution. An independent pixel is the resolution
element that corresponds to independent data according to the sampling theorem
[145]. Fitting the molecule inside a cube with side length 2R, an independent pixel
corresponds to a Q-space area of (π/R)2 [177]. For x-ray wavelength λ the solid
angle corresponding to an independent pixel is

ΩP =
(
λ

2R

)2
. (8.39)

For sufficiently short x-ray pulse duration we may neglect any nuclear motion and
assume the positions of the atoms to be fixed. In biomolecules such as proteins,
carbon is the most abundant element after hydrogen. Consequently the scattering
signal will dominated by the scattering from carbon. Accordingly, we model the
molecule as a random distribution of NC independent carbon atoms. (For details
see Appendix 8.C.) Moreover, we denote the average over independent pixels in the
annulus of scattering angle θ by 〈·〉θ. The scattered intensity into a given independent
pixel is considered to be approximately constant over the pixel. At sufficiently high
resolution – in the regime of Wilson statistics [241] – the average photon number〈dImol

dΩP

〉
θ

= ΩPNC
dI
dΩθ

(8.40)

is proportional to the single atom scattering pattern dI/dΩθ given in Eq. (8.15). A
detailed derivation is presented in Appendix 8.C. Not surprisingly, the mean number
of scattered photons depends on the number of atoms in the molecule. But because
the independent pixel (speckle size) also depends on the size of the molecule this
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

dependence is not direct proportional. Let the molecule have a spherical shape with
radius R and carbon atom density ρC , then the mean photon count is proportional
to ΩPNC = π

3ρCλ
2R ∝ N1/3

C .
Fig. 8.10 illustrates an example with typical parameters for a protein, a molecule

of R = 10 nm radius with a carbon atom density of ρC = 1/15 Å−3. It presents
the mean photon count per independent pixel of coherently scattered photons and
background scattering for ωin = 10 keV and 15 keV.
Fig. 8.11 analyzes the mean photon count for different photon energies and x-ray

fluences. Moreover, the percentage of the coherent signal in the total scattering
signal is shown. As before R = 10 nm and ρC = 1/15 Å−3. In this figure the
resolution is fixed at 3 Å and 1.5 Å.
Fig. 8.11(a) shows the average photon count for 3 Å resolution. It shows that

a fluence of 1014 photons/µm2 is sufficient to achieve a mean photon count of 0.1
photons/ΩP in the photon energy range of 3–11 keV. An even lower fluence of 1013

photons/µm2 could be used, provided that 0.01 photons/ΩP suffice for a successful
reconstruction. The effect of electronic radiation damage is also reflected in this
figure. Without radiation damage the coherent scattering signal is independent of
ωin. The mean photon count per pixel would then be proportional to ω−2

in , reflecting
the size of ΩP . Only the lowest fluence case exhibits this behaviour. At the higher
fluences the mean photon count is almost constant, with a small peak at 5 keV.
The ionization, which is even more pronounced at low photon energy, reduces the
coherent scattering. Another sign for the influence of radiation damage is the fact
that an increase of the fluence by an order of magnitude does not increase the
scattering signal by the same factor.
Fig. 8.11(b) shows that the signal quality deteriorates at high fluences. Incoher-

ent scattering on bound electrons sets an upper limit on the percentage of coherent
scattering. At higher fluences the background scattering on free electrons worsens
the signal quality. Interestingly, the signal quality is much better at higher photon
energies, reflecting the lower ionization cross section. Imaging might therefore bene-
fit from using a higher photon energy, because of the improved signal to background
ratio.

Similar results are found for imaging with 1.5 Å resolution.
Fig. 8.11(c) shows that in order to reach a mean photon count of 0.1 photons/ΩP

a fluence of 1015 photons/µm2 is necessary. The average photon count is not very
sensitive to the photon energy, but shows a maximum at 10 keV.
Fig 8.11(d) shows that the percentage of coherent scattering at 1.5 Å resolution

is much lower than at 3 Å resolution. At a fluence of 1016 photons/µm2 there
is less than 30% coherent scattering signal in the total photon count for the entire
photon energy range of 7–15 keV. For 1015 photons/µm2 the background scattering is
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8.5. Coherent and incoherent scattering in single molecule imaging

dominating up to 12.4 keV photon energy. Using higher photon energies significantly
improves the (fairly low) percentage of coherent scattering. This suggest that using
photon energies of about 12.4 keV and higher may be beneficial for high resolution
imaging (cf. [188, 189, 242]).
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Figure 8.10.: The mean photon count per independent pixel at high resolution. Cal-
culated according to Eq. (8.40). The molecule is modeled by radius R = 10 nm
and carbon atom density ρC = 1/15 Å−3.
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Figure 8.11.: “Left panels show the average number of coherently scattered photons
from a molecule (ρC = 1/15 Å−3, radius R = 100 Å) at a fixed resolution, plotted
versus the incoming photon energy, for four different fluences. Right panels show
the percentage of the coherent scattering signal in the total scattering signal. The
resolution is fixed to 3 Å in panels (a) & (b), and to 1.5 Å in panels (c) & (d).”[4]
Figure taken from (Slowik et al., NJP 16, 073042). c©2014 IOP Publishing Ltd and
Deutsche Physikalische Gesellschaft.
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8.A. Differential scattering probability considering
high-intensity ionization dynamics

As mentioned in the main text, we write the total Hamiltonian as

Ĥ = Ĥel + Ĥrad + Ĥp̂·Â + ĤÂ2 = Ĥ0 + ĤÂ2 . (8.41)

Let us assume for the moment that we have solved the time-dependent Schrödinger
equation for the p ·A-driven system. Then have a time evolution operator Û0(t, tin)
that satisfies

d
dt Û0(t, tin) = −iĤ0Û0(t, tin), with Û0(tin, tin) = 1. (8.42)

Treating the scattering in first order perturbation theory, the full time evolution
operator Û(t, tin) is

Û(t, tin) = Û0(t, tin)− i
t∫

tin

dt′ Û0(t, t′) ĤA2 Û0(t′, tin). (8.43)

The system is prepared long before the scattering (tin → −∞) in the initial state
ρ̂in = ρ̂Xin ⊗ ρ̂el

in. In a typical experimental setup the incoming beam is filtered out
and only scattered photons are measured. As in Sec. 6.3, we employ the projection
operator onto a scattered photon mode as observable

Ôks = P̂ks,λs ⊗ 1̂el . (8.44)

P̂ks,λs is the projection operator onto all multimode Fock states with one photon in
the mode (ks, λs). The differential scattering probability is given by

dP
dΩ =

∑
λs

V α3

(2π)3

∫
ω2

ksdωksP (ks) . (8.45)

P (ks) = Tr
(
ρ̂f Ôks

)
is the expectation value of Ôks in the state ρ̂f of the total

system, given by

ρ̂f = lim
tf→∞
tin→−∞

tf∫∫
tin

dt1dt2 Û0(tf , t1)ĤÂ2Û0(t1, tin) ρ̂in Û
†
0(t2, tin)ĤÂ2Û

†
0(tf , t2). (8.46)

So far the derivation has been analogous to the ionization-free case in Sec. 6.3. At
this point, it is important to emphasize the differences. In the case with ionization,
the time-evolution can entangle the electronic and radiation systems. This is most
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

easily understood for the case of a single incoming photon: if the photon is absorbed
and an electron ionized, the state of the radiation system changes drastically. In this
case the radiation and electronic system are strongly correlated. In the following,
we will see that under typical experimental conditions the photonic and electronic
degrees of freedom can be disentangled.
Before we determine the action of the time evolution operator on the density

operator, we study the action of the p ·A term on a state vector. First of all, we
assume that x-ray fluorescence is negligible. This is justified if the x-ray photon
energy is much higher than any resonant excitations of the target and the electronic
system relaxes predominantly via Auger decay. Consequently, we neglect the terms
in Ĥp̂·Â that contain the photon creation operator. Let |Ψi〉 be an eigenstate of
Ĥel and let |{αk,λ}〉 be a multimode coherent state [17, 198], i.e., a collection of
eigenstates of the photon annihilation operator. Under these conditions, the action
of Ĥp̂·Â on the state |Ψi〉|{αk,λ}〉 is

Ĥp̂·Â|Ψi〉|{αk,λ}〉 = α

∫
d3x ψ̂†(x)Â(x) · ∇i ψ̂(x) |Ψi〉|{αk,λ}〉 (8.47)

≈
√

2π
V ωin

∑
k,λ

αk,λ

∫
d3x ψ̂†(x)∇i · εin eikin·x ψ̂(x) |Ψi〉|{αk,λ}〉 , (8.48)

where we also have assumed that the radiation has a small relative bandwidth, the
polarization εin and a mean wavevector kin. Observe, that the free time evolution
of this state factorizes

e−i(Ĥel+Ĥrad)t |Ψi〉|{αk,λ}〉 = e−iEit |Ψi〉|{αk,λ e−iωkt}〉 . (8.49)

The time evolution of the state |Ψi〉|{αk,λ}〉 is given by

Û0(t, tin)|Ψi〉|{αk,λ}〉 = eiĤfree(t−tin) T exp

−i
t∫

tin

dt′ĤI
p̂·Â(t′)

 |Ψi〉|{αk,λ}〉 (8.50)

= V̂el(t, tin)|Ψi〉|{αk,λ e−iωk(t−tin)}〉 . (8.51)

T exp(·) denotes the time-ordered exponential and we have introduced the short
hand notation for the action on the electronic part

V̂el(t, tin) = eiĤel(t−tin) T exp

−i
t∫

tin

dt′
√

2π
V ωin

∑
k,λ

αk,λ e−iωk(t′−tin) Î(t′)

 , (8.52)

which still depends on the state of the radiation field (through the αk,λ) and the
operator that induces the ionization has been abbreviated

Î(t′) = eiĤmolt
′
∫

d3x ψ̂†(x)∇i · εin eikin·x ψ̂(x) e−iĤmolt
′
. (8.53)
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8.A. Differential scattering probability considering high-intensity ionization dynamics

Note that this decomposition is not true in general, we have exploited the properties
of the coherent state.
To use the properties of the coherent states, we express the initial state of the

radiation system in a coherent state representation

ρ̂Xin =
∫ ∏

(k,λ)
d2αk,λ P ({αk,λ}) |{αk,λ}〉〈{αk,λ}| , (8.54)

where P ({αk,λ}) is the Glauber-Sudarshan P -function [198]. For simplicity, let us
assume that the molecule is initial in its electronic ground state

ρ̂el
in = |Ψ0〉〈Ψ0| . (8.55)

Recall that according to Eq. (8.45), the differential scattering probability depends
on

P (ks) = lim
tf→∞
tin→−∞

∑
κ,λs

tf∫∫
tin

dt1dt2 (α2

2 )2
∫∫

d3x1d3x2

∫ ∏
(k,λ)

d2αk,λ P ({αk,λ})

× 〈1ks |〈Ψκ| Û0(tf , t1)Â2(x1)n̂(x1)Û0(t1, tin) |Ψ0〉|{αk,λ}〉

× 〈{αk,λ}|〈Ψ0| Û †0(t2, tin)Â2(x2)n̂(x2)Û †0(tf , t2) |Ψκ〉|1ks〉,

(8.56)

where we have inserted a complete set of electronic eigenstates 1el =
∑
κ |Ψκ〉〈Ψκ|.

Recall that the observable only counts states with one photon in the mode ks. Using
the completeness of coherent states, we can write

|1ks〉〈1ks | =
∑
λs

∫ ∏
l6=ks

(
d2βl,µ
π

)
â†ks,λs |{βl,µ}〉〈{βl,µ}|âks,λs , (8.57)

where |{βl,µ}〉 is any mulitmode coherent state with βks,λs = 0, i.e., no photons in
the scattered mode. The crucial matrix elements in the last expression can thus be
factorized into the electronic and photonic subsystems

〈1ks |〈Ψκ| Û0(tf , t1)Â2(x1)n̂(x1)Û0(t1, tin) |Ψ0〉|{αk,λ}〉

=
∑
q,β

4π
V α2

1
√
ωksωq

ε∗ks,λs ·εq,β e−i(ks−q)·x1 e−iωq(t1−tin) e−iωks (tf−t1) αq,β

× 〈Ψκ|V̂el(tf , t1)n̂(x1)V̂el(t1, tin)|Ψ0〉 · 〈{βl,µ}|{αk,λ e−iωk(tf−tin)}〉. (8.58)

Inserting this result into Eq. (8.56) and using again the completeness for |{βl,µ}〉
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yields the differential scattering probability

P (ks) = lim
tf→∞
tin→−∞

∑
λs

tf∫∫
tin

dt1dt2 (α2

2 )2
∫∫

d3x1d3x2

∫ ∏
(k,λ)

d2αk,λ P ({αk,λ})

∑
p,α

∑
q,β

(
4π
V α2

)2 1
ωks
√
ωpωq

εp,α ·ε∗ks,λsε
∗
ks,λs ·εq,β e−iks·(x1−x2) eiωks (t1−t2)

α∗p,ααq,β eiωp(t2−tin)−ip·x2 e−iωq(t1−tin)+iq·x1

〈Ψ0|V̂ †el(t2, tin)n̂(x2)V̂ †el(tf , t2)V̂el(tf , t1)n̂(x1)V̂el(t1, tin)|Ψ0〉. (8.59)

At this point, we must not forget that V̂el depends on the properties of the radiation
field. Before we can trace over the photonic system (i.e., perform the integral over
d2α) we have to make this dependence explicit.
Recall that V̂el involves a time ordered exponential and can be expressed by

V̂el(t, tin) = e−iĤel(t−tin)∑
n

(−iα)n
( 2π
V α2

)n/2 t∫
tin

dtn
tn∫
tin

dtn−1 · · ·
t2∫

tin

dt1
∑

kn,λn

· · ·
∑

k1,λ1

(ωkn · · ·ωk1)−n/2 αkn,λn e−iωkn tn · · ·αk1,λ1 e−iωk1 t1 Î(tn) · · · Î(t1) .
(8.60)

To simplify the expressions, we introduce a more compact notation so that the last
line is written

V̂el(t, tin) = e−iĤel(t−tin)∑
n

(−iα)n
(

2π
V α2

)n/2 t∫
tin

dt(n) ∑
k(n)

αk(n)
√
ωk(n)

e−iω
k(n) t

(n)
Î(t(n)).

(8.61)

Using this short-hand notation, we now inspect the matrix element in the Eq. (8.59)
more closely

〈Ψ0|V̂ †el(t2, tin)n̂(x2)V̂el(t2, t1)n̂(x1)V̂el(t1, tin)|Ψ0〉

=
∑
a

∑
b

∑
c

(iα)a(−iα)b+c
(

2π
V α2

)(a+b+c)/2
t2∫

tin

dt(a)
A

t2∫
t1

dt(b)B

t1∫
tin

dt(c)C (8.62)

×
∑
k(a)

∑
k(b)

∑
k(c)

α∗k(a)αk(b)αk(c)
√
ωk(a)ωk(b)ωk(c)

e−iω
k(a) t

(a)
A e−iω

k(b) t
(b)
B e−iω

k(c) t
(c)
C

× 〈Ψ0|Î
†(t(a)

A ) eiĤel(t2−tin) n̂(x2) e−iĤel(t2−t1) Î(t(b)B )n̂(x1) e−iĤel(t1−tin) Î(t(c)C )|Ψ0〉 .

We found the dependence of the electronic state on the photonic state in the last
expression. This can now be used to trace out the photonic degrees of freedom, i.e.,
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8.A. Differential scattering probability considering high-intensity ionization dynamics

perform the integral over d2α in Eq. (8.59). At this point, we have to specify the
state of the radiation system. We assume that the P -function has Gaussian form
[71]

P ({αk,λ}) =
∏
k,λ

1
π〈n̂k,λ〉

e
−
|αk,λ|

2

〈n̂k,λ〉 . (8.63)

Glauber has shown that the P -function takes on a Gaussian form, with increasing
number of statistically independent, arbitrary, stationary sources which generate the
radiation field [198]. Because of the random excitation of the field, the corresponding
density operator describes a chaotic radiation field. Most importantly, it has been
shown that the x-ray radiation field produced by a SASE FEL can be described by a
Gaussian P -function [199, 200]. The correlation function of order (N,M) is defined
by

G(N,M)(x1, t1; . . . ; xN , tN ; y1, τ1; . . . ; yM , τM ) =
∑

k1···kN

∑
l1···lM

(−i)N (i)M (2π
V )(N+M)/2

×√ωk1 · · ·ωkN
√
ωl1 · · ·ωlM Tr(ρ̂Xin â

†
k1
· · · â†kN âl1 · · · âlM )

× e−i(k1x1−ωk1 t1) · · · e−i(kNxN−ωkN tN ) ei(l1x1−ωl1τ1) · · · ei(lMxM−ωlM τM ) . (8.64)

We consider the bandwidth to so small that we can replace the prefactors √ωk by√
ωin. Inserting the P -function of Eq. (8.63) into the state of the radiation pulse in

Eq. (8.54), we obtain

G(N,M)(x1, t1; . . . ; xN , tN ; y1, τ1; . . . ; yM , τM ) =
∑

k1···kN

∑
l1···lM

(−i)N (i)M (2π
V )

N+M
2

×
√
ωin

N+M
∫ ∏

(k,λ)
d2αk,λ P ({αk,λ})α∗k1,λin · · ·α

∗
kN ,λinαl1,λin · · ·αlM ,λin

× e−i(k1x1−ωk1 t1) · · · e−i(kNxN−ωkN tN ) ei(l1x1−ωl1τ1) · · · ei(lMxM−ωlM τM ) . (8.65)

Finally, we exploit the Gaussian form of the P -function by employing the very useful
identity [71] ∫

d2α e−C|α|2 αl(α∗)m = δlm π
√
l!m! C−(m+1), C > 0 . (8.66)

From this last identity follows that only terms with N = M contribute

G(N,M)(x1, t1; . . . ; xN , tN ; y1, τ1; . . . ; yM , τM ) = δNM (2π
V )NωNin

∑
k1···kN

∑
P

×
∫ ∏

(k,λ)
d2αk,λ P ({αk,λ})|αk1,λin |

2 · · · |αkN ,λin |
2

× eiωk1 (t1−τp(1)) e−ik1(x1−xp(1)) · · · eiωkN (tN−τp(N)) e−ikN (xN−xp(N)) , (8.67)
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

where we sum over all N ! permutations of the arguments 1, . . . , N . Moreover, from
Eq. (8.66) follows that in the case of a single mode with Gaussian P -function P (α) =

1
π〈n̂〉 e−|α|2/〈n̂〉 one has the moments 〈|α|2n〉 = n!〈|α|2〉n. As a result higher-order
correlation functions can be reduced to sums of products of the first-order correlation
function [71]

G(N,N)(t1, . . . , tN , τ1, . . . , τN ) =
∑
P

N∏
j=1

G(1,1)(xj , tj ,yp(j), τp(j)). (8.68)

Substituting Eqs. (8.68) and (8.62) into Eq. (8.59), we obtain

P (ks) = lim
tf→∞
tin→−∞

∑
λs

∫∫
d3x1d3x2

1
ωks
|ε∗in ·εks,λs |2 e−iks·(x1−x2)

×
∑
a,b,c

δa,b+c
(2π
V

) 1
ω

2(a+1)
in

tf∫∫
tin

dt1dt2
t2∫

tin

dt(a)
A

t2∫
t1

dt(b)B

t1∫
tin

dt(c)C eiωks (t1−t2)

×
∑
P

a+1∏
j=1

G(1,1)(xj , tj ,yp(j), τp(j))

(8.69)

× 〈Ψ0|Î
†(t(a)

A ) eiĤel(t2−tin) n̂(x2) e−iĤel(t2−t1) Î(t(b)B )n̂(x1) e−iĤel(t1−tin) Î(t(c)C )|Ψ0〉 ,

where in the argument of the correlation function we have tj ∈ {t2, tA1 , . . . , tAa} and
all (b+ c+ 1)! permutations of τj ∈ {t1, tB1 , . . . , tBb , tC1 , . . . , tCc}.
The first-order correlation function of the SASE FEL can be modelled as quasi-

stationary and quasi-monochromatic. This means we can describe the pulse by the
average intensity I(t) and the temporal coherence function γ(τ), i.e.,

G(1,1)(x1, t1,x2, t2) = 4παI( t1+t2
2 )γtp(t2 − t1) eikin(x1−x2) , (8.70)

where the temporal coherence function γtp(τ) = e−τ2/τ2
c eiωinτ defines the coherence

time τc of the pulse. We assume that the radiation is spatially coherent in the entire
interaction volume, such that the averaged intensity I(t) does not depend on x1,x2.
Moreover, we assume that the ionization process is only sensitive to the temporal
properties of the plulse, so that G(N,M) depends only on the time variables of the
ionization processes. Thus, we set x2, . . . ,xN ,y2, . . . ,yM = 0. In the following we
will assume that the coherence time is so short, the temporal coherence function is
essentially a delta function in time. This assumption is justified by the fact that
SASE FEL pulses have a spiky structure with coherence time in the subfemtosecond
regime. Note that the scattered photons must interfere coherently, an consequently
t1 and t2 must lie within the coherence time. Moreover, the ionization is assumed to
be a sequential process, by choosing all times tA1 , . . . , tAa to be mutually different.
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8.B. Averaging of S(Q) and simplification for numerical implementation

This is justified because in the hard x-ray regime each single-photon absorption leads
to the population of real atomic states. Thus, we neglect any statistical enhancement
of multiphoton absorption, which is a reasonable approximation [192, 195].
Finally, we obtain the scattering probability

P (ks) = lim
tf→∞
tin→−∞

∑
λs

2(2π)2

V

∫∫
d3x1d3x2

1
ωksωin

α|ε∗in ·εks,λs |2 eiQ·(x1−x2)

×
tf∫

tin

dt I(t)
ωin

∞∫
−∞

dτ e−τ2/τ2
c ei(ωin−ωks )τ

× Tr
(
ρ̂el(t) eiĤelτ/2 n̂(x2) e−iĤelτ n̂(x1) eiĤelτ/2

)
(8.71)

where

ρ̂el(t) =
∑
a

(4πα
ω2

in

)a t∫
tin

dtAa

tAa∫
tin

dtAa−1 · · ·
tA2∫
tin

dtA1 I(tA1) · · · I(tAa)

× e−iĤel(t−tin) Î(tAa) · · · Î(tA1) |Ψ0〉〈Ψ0| Î†(tA1) · · · Î†(tAa) eiĤel(t−tin) .

(8.72)

8.B. Averaging of S(Q) and simplification for numerical
implementation

We recast Eq. (8.30) into a from that can be readily evaluated numerically. If the
spin-orbital |ϕi〉 is occupied in the initial Slater-determinant |Ψ0〉 the occupation
number ηi is unity ηi = 1, otherwise the occupation number vanishes ηi = 0. Intro-
ducing the occupation numbers the static structure factor becomes

S(Q) = Z −
∑
j

∑
i

ηjηi
∣∣∣ ∫ d3xϕ†j(x)ϕi(x) eiQ·x

∣∣∣2. (8.73)

In the following we introduce an additional averaging 〈 · 〉det over the initial Slater
determinants |Ψ0〉. We have assumed the initial state to be a single Slater-determinant.
For open-shell atoms we will average over all possible initial occupations of orbitals
in the open subshell. Physically, this means we neglect any anisotropy of the initial
state, as well as we do not require particularly selected initial states. For exam-
ple, in carbon we do not consider the spatial orientation of the p-orbitals, instead
we average over all possible initial occupations of p-orbitals. The averaged static
structure factor is

〈S(Q)〉det = Z −
∑
j

∑
i

〈ηjηi〉det
∣∣∣ ∫ d3xϕ†j(x)ϕi(x) eiQ·x

∣∣∣2. (8.74)
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

Before we calculate the static structure factor, we analyze the averaged occupation
numbers. First, we determine 〈ηi〉det.
The simplest case is when the (ni, li) subshell is a closed subshell, i.e., it holds
2(2li + 1) electrons. Then we have 〈ηi〉det = 1.
In the case of an open (ni, li) subshell the number N of possibilities to distribute
Nni,li electrons onto the orbitals in the (ni, li) subshell is

N =
(

2(2li + 1)
Nni,li

)
.

The averaged occupation number is

〈ηi〉det = 〈ηni,li,mi,si〉det = 1
N
∑
det

ηni,li,mi,si = Si
N
, (8.75)

where Si denotes the number of initial Slater determinants. There are

Si =
(

2(2li + 1)− 1
Nni,li − 1

)

possibilities that |ϕni,li,mi,si〉 is occupied. This yields

〈ηi〉det = Si
N

= Nni,li

2(2li + 1) . (8.76)

Now we may look at the average of products of occupation numbers 〈ηjηi〉det. In the
simple case j = i we have 〈η2

i 〉det = 〈ηi〉det, because ηi ∈ {0, 1}. When |ϕj〉 belongs
to a closed shell we have ηj = 1 and thus 〈ηjηi〉det = 〈ηi〉det. Finally, consider the
case i 6= j and |ϕj〉 and |ϕi〉 belong to open shells. If |ϕj〉 and |ϕi〉 belong to different
subshells, i.e., ni 6= nj or li 6= lj the average factorizes

〈ηjηi〉det = 〈ηj〉det〈ηi〉det . (8.77)

If |ϕj〉 and |ϕi〉 belong to the same subshell,

〈ηjηi〉det = 1
N
∑
det

ηnj ,lj ,mj ,sj ηni,li,mi,si = Sij
N

= Nni,li(Nni,li − 1)
(4li + 2)(4li + 1) , (8.78)

where Sij

Sij =
(

2(2li + 1)− 2
Nni,li − 2

)

132
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is the number possibilities to distribute Nni,li electrons in the subshell, such that
ηni,li,mi,si = 1 = ηnj ,lj ,mj ,sj . In summary, we have

〈ηjηi〉det =



1, ϕi, ϕj in closed shells,
Nni,li

2(2li+1) , ϕi in open shell, ϕj in closed shell,
Nni,li

2(2li+1) , ϕi = ϕj in open shell,
Nnj,lj

2(2lj+1)
Nni,li

2(2li+1) , ϕi, ϕj in open shell, (nj , lj) 6= (ni, li)
Nni,li (Nni,li−1)
(4li+2)(4li+1) , (nj , lj) = (ni, li) open, mj 6= mi.

(8.79)

We observe that as long as (mi, si) = (mj , sj) the average 〈ηjηi〉det depends only on
ni, li and nj , lj .

Similar to Ref. [230] we can now simplify the matrix element in Eq. (8.74). We
choose the coordinate system in Q-direction. This means the Q-direction serves as
the quantization axis. Then we can expand the exponential term in terms of the
spherical Bessel functions jl and the spherical harmonics Ylm [243], with r = |x|,

eiQ·x = eiQr cosϑ =
∞∑
L=0

iL
√

4π(2L+ 1) jL(Qr)YL0(Ωx) . (8.80)

Assuming a spherically symmetric electronic Hamiltonian (cf. Sec. 8.3.4) the spin-
orbitals with quantum numbers (n, l,m, s) can be decomposed in radial and angular
part

ϕnlms(x) = unl(r)
r

Ylm(Ωx)
(
δs,+1/2
δs,−1/2

)
. (8.81)

The crucial matrix element then becomes

〈ϕj | eiQ·x |ϕi〉 =
∫

d3xϕ†nj ljmjsj (x) eiQ·x ϕnilimisi(x) (8.82)

= δsj ,si

√
4π(2L+ 1)

∑
L

iL
∫

dr unj ,lj (r) jL(Qr)uni,li(r)

×
∫

dΩx Y
∗
ljmj (Ωx)YL0(Ωx)Ylimi(Ωx) .

(8.83)

We can simplify the last equation to

〈ϕj | eiQ·x |ϕi〉 = δsj ,si
∑
L

iL (2L+ 1)RLnj ljnili(Q)
√

(2li + 1)
(2lj + 1)C

lj0
li0L0C

ljmj
limiL0 , (8.84)
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where C l3m3
l1m1 l2m2

are the Clebsch-Gordan coefficients and we have used the following
identity for the angular integral [243]∫

dΩx Y
∗
ljmj (Ωx)YLM (Ωx)Ylimi(Ωx) =

√
(2L+ 1)(2li + 1)

4π(2lj + 1) C
lj0
li0L0C

ljmj
limiLM

. (8.85)

Moreover, we have introduced the radial integral

RLnj ljnili(Q) =
∫

dr unj lj (r) jL(Qr)unili(r) . (8.86)

The expression for the squared modulus of the matrix element becomes∣∣∣〈ϕj | eiQ·x |ϕi〉
∣∣∣2 = 〈ϕi| e−iQ·x |ϕj〉〈ϕj | eiQ·x |ϕi〉 (8.87)

= δsj ,si
∑
L

∑
L′

iL(−i)L′ RLnj ljnili(Q)RL′nj ljnili(Q)

× (2L+ 1)(2L′ + 1)C lj0li0L0C
ljmj
limiL0C

li0
lj0L′0C

limi
ljmjL′0 .

(8.88)

The Clebsch-Gordan coefficients are only nonzero for mj = mi. Thus, the aver-
aged occupation numbers are independent of mj ,mi. Inserting Eq. (8.88) into the
expression (8.74) of the averaged static structure factor yields

〈S(Q)〉det = Z −
∑
sj ,si

δsj , sI
∑
nj ,lj

∑
ni,li

〈ηjηi〉det

×
∑
L

∑
L′

iL(−i)L′ RLnj ljnili(Q)RL′nj ljnili(Q)

× (2L+ 1)(2L′ + 1)C lj0li0L0C
li0
lj0L′0

∑
mj ,mi

C
ljmj
limiL0C

limi
ljmjL′0 .

(8.89)

From the properties of the Clebsch-Gordan coefficients [243] we obtain two useful
relations

∑
mj ,mi

C
ljmj
limiL0C

limi
ljmjL′0 = (−1)li−lj

√
(2li + 1)(2lj + 1)

2L+ 1 δLL′ , (8.90)

and

C
lj0
li0L0 = (−1)L

√
2lj + 1
2li + 1C

li0
lj0L0 . (8.91)

Using these relations we obtain the final result

〈S(Q)〉det = Z − 2
∑
nj ,lj

∑
ni,li

〈ηjηi〉det
∑
L

(2L+ 1)(2lj + 1)
∣∣∣RLnj ljnili(Q)C li0lj0L0

∣∣∣2 .
(8.92)
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8.C. Molecular scattering pattern

8.C. Molecular scattering pattern
To a first approximation we can think of complex biomolecules (up to ∼ 105 atoms)
as a random distribution of NC independent carbon atoms. For very short pulse du-
ration the atomic positions Ri are fixed during the pulse. We assume that scattering
at different times adds up incoherently and we average over the populations PI(t)
of the global electronic configurations I = (I1, . . . , INC ), where Ij is the electronic
configuration of the jth atom. The intensity scattered into a given solid angle dΩks
can be written

dImol
dΩks

=
( dσ

dΩ

)
Th

∫
dt j(t)

∑
I
PI(t)


∣∣∣∣∣∣
NC∑
j=1

fIj (Q) eiQ·Rj

∣∣∣∣∣∣
2

+
NC∑
j=1

(
SIj (Q) +N free

Ij

)  . (8.93)

Assuming that the ionization in one atom is statistically independent of the other
atoms, the global population factorizes into the individual atomic populations [244]

PI(t) =
NC∏
j=1

PIj (t). (8.94)

Under these assumptions the scattering intensity depends only on the single carbon
atom population dynamics, see Ref. [244]. Therefore, we need to consider only elec-
tronic configurations I of a single carbon atom, instead of the global configuration I.
The last term in Eq. (8.93) characterizes incoherent scattering on bound and ion-

ized electrons. The incoherent summation over single atoms contains no information
on the molecular structure. The resulting background signal is

dIbg
dΩks

=
( dσ

dΩ

)
Th
NC

∫
dt j(t)

∑
I

PI
(
SI(Q) +N free

I

)
. (8.95)

On the other hand, the first term in Eq. (8.93) derives from the coherent scattering
on bound electrons. It reduces to

dIel
dΩks

=
( dσ

dΩ

)
Th

∫
dt j(t)

[
NC

∑
I

PI |fI(Q)|2

+
∣∣∣∑
I

PI(t)fI(Q)
∣∣∣2∑

i,j
i 6=j

eiQ·(Rj−Ri)
]
. (8.96)
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The first term is exactly NC-times the coherent scattering signal of a single atom.
Furthermore, note that fI(Q) and SI(Q) are independent of the azimuthal angle
and only depend on θ, because in our approach is the atom spherically symmetric.
Taking the average 〈 dI

dΩks
〉θ only affects the last term in Eq. (8.96). We consider

sufficiently high resolution rres = 2π/Q. That is, we assume that rres is smaller than
almost all atom distances Ri,j = |Rj −Ri| > rres. For atom distances larger than
the resolution, the phase-factor Q · (Rj − Ri) � 2π oscillates strongly and thus
〈eiQ·(Rj−Ri)〉θ = 0. On the other hand, we assume that there are no atom distances
Ri,j � rres, for which the phase factors would add up coherently. This means, we
consider a resolution on the order of the nearest-neighbour distance. In this case we
have random phase factors, and their sum corresponds to the average position of a
random walk in the complex plane. This results in〈∑

i,j
i 6=j

eiQ·(Rj−Ri)
〉
θ

= 0. (8.97)

We considered the case of molecule with 10 nm radius and atom density 1/15 Å−3,
corresponding to ∼ 2.7 · 105 carbon atoms in total. This means there are about
∼ 8 atoms within a radius of 3 Å resolution. The nearest-neighbour distance is
∼ 1.5 Å. Assuming that the signal does not vary much over the independent pixel,
and combining Eqs. (8.95), (8.96), and (8.97) one obtains Eq. (8.40)〈dImol

dΩP

〉
θ

= ΩPNC

( dσ
dΩ

)
Th

∫
dt j(t)

∑
I

PI(t)
[
|fI(Q)|2 + SI(Q) +N free

I

]
, (8.98)

= ΩPNC
dI
dΩθ

. (8.99)

8.D. Photon count distribution
In this appendix we take a look at the probability distribution of the photon count.
Several stochastic processes have to be considered. So far we have always taken the
average of the molecular scattering pattern over a given scattering angle annulus.
Considering a random distribution of atoms the intensity in the diffraction pattern
is given by a probability distribution. Moreover, the actual number of scattered
photons is a stochastic process and consequently subject to noise. The photon count
distribution of the coherently scattered photons is a crucial statistical quantity for
the image classification in Ref. [177].
Given a random distribution of atoms the probability distribution for the coherent

scattering intensity has been given by Wilson [177, 241]

p(I) = 1
〈Icoh(θ)〉 e−I/〈Icoh(θ)〉, (8.100)
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Figure 8.12.: The probability distribution of the photon count at θ = 60◦ and
ωin = 10 keV for different x-ray fluences. Assuming a random distribution of
carbon atoms with R = 10 nm and ρC = 1/15Å−3. Shown are the probability dis-
tributions of photon counts of coherent scattering, background, and the combined
total photon count (see Eqs. (8.102), (8.103), (8.104)).

where 〈Icoh(θ)〉 is the average intensity over the annulus of scattering angle θ. Mod-
elling the molecule by a radius R and a carbon atom density ρC , we have

〈Icoh(θ)〉 = ΩP NC
dIcoh
dΩθ

= λ2
in ρC R

π

3
dIcoh
dΩθ

, (8.101)

where 〈Icoh(θ)〉 denotes the expectation value of coherently scattered photons from
a single carbon atom.
Because the sequential scattering of photons is a fundamentally stochastic process

the actually detected number of photons is subject to Poisson noise. Combining
the Poisson distribution with the intensity distribution in Eq. (8.100) we arrive
at the probability distribution to count K elastically scattered photons in a given
independent pixel [177]

pcoh(K) = 1
1 + 〈Iel(θ)〉

(
〈Iel(θ)〉

1 + 〈Iel(θ)〉

)K
. (8.102)

Finally, we have to combine this with the probability distribution of the back-
ground signal. Being isotropic the background is only subject to Poissonian noise

pbg(K) =
(
〈Ibg(θ)〉

)K
K! e−〈Ibg(θ)〉, (8.103)

where 〈Ibg(θ)〉 = ΩPNC
dIbg
dΩθ = ρCRλ

2
in
π
3

dIbg
dΩθ . Because elastic and background scat-

tering are statistically independent the probability distribution p(K) to detect K
photons is the convolution of the coherent and background distributions [245]

ptotal(K) =
K∑
Z=0

pcoh(K − Z) pbg(Z) . (8.104)
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Chapter 8. Compton scattering in single molecule coherent diffractive imaging

As before we consider the example with R = 10 nm and ρC = 1/15Å−3, and
assume ωin = 10 keV. The average number of photons scattered into an independent
pixel ΩP is shown in Fig. 8.10. The probability distribution of the photon count
at θ = 60◦ is presented in Fig. 8.12. In Fig. 8.12 we observe that only in the
low fluence case the combined probability distribution resembles the photon count
distribution of only coherent scattering. In particular at the highest fluence we find
that including the background the photon count distribution is governed by the
background scattering.
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The Road goes ever on and on
Out from the door where it began.

Now far ahead the Road has gone,
Let others follow it who can!

Let them a journey new begin,
But I at last with weary feet

Will turn towards the lighted inn,
My evening-rest and sleep to meet.

(From J.R.R. Tolkien’s “The Lord of the Rings”)

In this dissertation, I scrutinized nonresonant x-ray scattering. Using radiation
from x-ray free electron lasers (XFELs), nonresonant x-ray scattering is a promising
tool for x-ray imaging with atomic spatial and ultrafast time-resolution. XFELs
offer completely new perspectives in imaging with atomic resolution. Examples are
serial femtosecond crystallography of nanocrystals and coherent diffractive imaging
of single molecules, which are expected to have an enduring impact on structural
biology. Moreover, the technology of XFELs is rapidly evolving. Attosecond hard
x-ray pulses are expected to be available in the future. They will facilitate new
experiments on the time-scale of electronic processes in atoms in molecules. The
research field of attosecond physics is still young and mostly taking place in the
regime of optical photon energies. The direct investigation of electronic processes by
transient x-ray spectroscopy or time-resolved x-ray scattering imaging are exciting
potential applications of XFELs in this field.
A thorough understanding of the fundamental aspects of ultrafast nonresonant

x-ray scattering is necessary to gauge the full potential of present and future x-
ray light sources. This dissertation has discussed fundamental as well as practical
aspects of nonresonant x-ray scattering.
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Quantum theory of near-field and far-field imaging
I analyzed the theory of propagation-based phase contrast imaging (PCI), which is
a near-field imaging method. In Chapter 3 the classical theory of PCI has been
adapted. Based on optical scattering, the present approach is conceptually close to
the formulation in quantum theory. Moreover, the theory has been formulated for
x-ray pulse with quasi-stationary, quasi-monochromatic statistics.
In Chapter 4, I based the theory of phase contrast imaging on quantum theory for

the first time. The quantum theory is a rigorous validation of the classical expression,
which it fully recovers. Interestingly, there are automatically only contributions from
electronically elastic x-ray scattering. The expectation value of a suitable observable,
here the Poynting operator, has been determined in first order perturbation theory.
The (0,1) term has been demonstrated to fully account for the phase contrast effect.
This term, which cannot be obtained from transition probabilities, accounts for
the interference of scattered and unscattered photons. The consequences of this
quantum theory have been exploited in Chapter 5 for time-resolved imaging.
In the last three chapters, I investigated x-ray scattering in the far-field. In Chap-

ter 6, I uncovered the relation of the expectation value of the Poynting operator with
the commonly used transition probabilities. The (1,1) term of perturbation theory
has been demonstrated to be responsible for the far-field scattering pattern. This
term includes inelastic scattering, which cannot be properly described in classical
theory.

Time resolved imaging of electronic motion
Optical and x-ray imaging of electronic wave packets have recently seen a rapid
progress. In anticipation of further developments of femto- and attosecond x-ray
sources, I surveyed possibilities to image coherent electronic wave packets via non-
resonant x-ray scattering.
In Chapter 5, the quantum theory of phase contrast imaging has been applied

to the imaging of electronic motion. It turns out that PCI recovers, in contrast to
far-field methods, the instantaneous electron density. Examples for wave packets in
the hydrogen atom have been illustrated. Moreover, this method allows, by using
tomographic methods, the reconstruction of the 3d electron density and its Lapla-
cian, which contains information on the topology of the electron charge distribution.
Future experimental setups might satisfy the technological requirements to perform
such experiments.

In the near future, far-field x-ray imaging of coherent wave packets is expected to
become feasible. In Chapter 7, I have explored several imaging methods. As was
recently discovered, the far-field scattering pattern of electronic wave packets does
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not encode the instantaneous electron density, but complex spatio-temporal density
correlations. Here, an analysis of the role of photon energy resolution in the mea-
surement is provided. In the case of very high resolution, one measures a generalized
dynamic structure factor. In the case of no energy resolution, one measures a gen-
eralized static structure factor. For static targets the structure factor is known to
give information about electronic correlations. Interestingly, it may thus be possible
without energy resolution to probe time-dependent electronic correlations.
Moreover, it was demonstrated how time-resolved x-ray scattering experiments

can be used to reconstruct a generalized electron density propagator. The full prop-
agator, which characterizes the complete linear response behaviour of the system,
may be recovered in special cases. Additionally, a possibility to recover the in-
stantaneous electron density was discovered. X-ray crystallography from a regular
arrangement of wave packets automatically filters out the coherent scattering con-
tribution.
Finally, I proposed time-resolved Compton scattering of electronic wave packets. I

demonstrated that coincidence measurements of the scattered photon and the recoil
electron yield direct access to the instantaneous electron momentum density. If the
recoil electron is not observed, the measurement yields the time-dependent Compton
profile. Hence, this method gives a direct access to the instantaneous momentum-
space density. In many cases imaging in momentum space is equally desirable as
imaging in real-space. I illustrated this method in the case of a hydrogen wave
packet. Further studies will certainly test the method on more complex systems.
Simulations on complex systems should also be easier to perform than simulations
of the quasi-elastic diffraction patterns.

Incoherent scattering in single molecule imaging
Coherent diffractive imaging (CDI) of single molecules is one of the key applications
of x-ray free electron lasers. It promises to supersede the often impossible crys-
tallization of biomolecules. XFELs offer the required ultrashort x-ray pulses with
unprecedented high intensity. CDI relies on the connection of the elastic (coherent)
diffraction pattern with the electron density. Inelastic (incoherent) scattering causes
an undesirable background signal.
Chapter 8 presents an ab initio study of incoherent x-ray scattering under typical

single molecule imaging conditions. Due to the high-intensity regime, the target
will be ionized strongly. Here, electronic radiation damage of the strongly driven
electronic system is treated in a rate equation approach. Calculations have been
performed with the xatom-toolkit, which I have extended to comprise inelastic
scattering. I calculated the elastic and inelastic scattering patterns of the carbon
atom for different photon energies and photon fluences. From these results, I es-
timated the scattering patters of typical biomolecules. Remarkably, the scattering
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patterns exhibit a strong background signal at high fluence and high resolution.
Especially, the scattering from unbound electrons is responsible for a large part of
the background signal. Therefore, the results recommend higher photon energies
for imaging, due to the reduced photoabsorption. Moreover, the results suggest to
make the molecular classification and orientation algorithms, which are needed in
the reconstruction procedure, ready for strong background signals. With respect
to the expected huge impact of single molecule imaging, further refined studies are
indispensable. A logical next step would be to include the inelastic scattering cross
sections into molecular dynamics simulations of XFEL irradiated systems. More-
over, the scattering from unbound electrons, which has shown its crucial role, has to
be investigated in more detail. From a suitable model of the nonequilibrium state of
the electron plasma, one could obtain a more refined Compton spectrum from the
free electrons.

Outlook

For such a new method like XFEL imaging and in such a young research field like
attosecond physics, there remain many open questions. The results presented here
are a first step.
Most urgently, the inelastic background in CDI should be further investigated and

the algorithms should be adjusted. Moreover, further studies of Compton scatter-
ing in the high intensity regime, on heavy elements, are interesting. Possibly, the
Compton spectrum could be used as an online analysis tool. It is conceivable, that
it contains information about the ionization dynamics and may serve as a mean to
reduce the influence of volume integration.
Time-resolved imaging of electronic wave packets is an important aspect in the

long-term. Future studies will involve more complex wave packets. Compton scat-
tering is very promising, simulations seem feasible as they do not involve unoccupied
states. It would be interesting to analyze the importance of the plane wave assump-
tion, for instance, with TDCIS calculations. In the future, it will also be important
to include ionization into the models.
An important development for theory will be to devise a rigorous and practical

treatment of the ionization dynamics. A compelling question will be to bring to light
the importance of atomic coherences and statistical properties of the radiation pulse
in the ionization dynamics. With the emergence of seeded XFEL light sources, it
will prove important to quantify the effects of coherent light on the imaging process.
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