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Abstract

The cross sections for Neutral Current e+p Deep Inelastic Scattering (NC DIS) with
longitudinally polarised positron beams were measured at a centre-of-mass energy

√
s =

318 GeV using the ZEUS detector at HERA. Single-differential cross sections as a
function of the virtuality of the exchanged boson, Q2, of the inelasticity, y, and of
the Bjorken scaling variable, x, and reduced cross sections (as a function of x and
Q2) were measured in the phase space region defined as Q2 > 185 GeV2, y < 0.9 and
y(1 − x)2 > 0.004.

The results, based on data corresponding to an integrated luminosity of 135.5 pb−1,
are given for zero polarisation for the whole sample, as well as for both positive and
negative values of the longitudinal polarisation of the positron beam. The measured
cross sections are compared to the predictions of the Standard Model.

The proton structure function xF̃3 is measured and the interference term xF γZ
3 is

extracted as a function of x at Q2 = 1500 GeV2 by extrapolating the measurements
done at different Q2 values.

The presented measurements of the polarised e+p NC DIS cross sections, the xF̃3

structure function and the xF γZ
3 interference term exceed the precision of previous

ZEUS measurements.

The uncertainties of the Parton Density Functions (PDFs) for the gluon and the u-
valence quark are expected to be reduced at high-x values when the presented results
are included in the PDF fits of the proton.

A study is presented to further reduce PDF uncertainties for the gluon at very high
x (above 10−1) through the inclusion of DIS dijet cross sections in a ZEUS-JETS-like
PDF fit.

An irradiation facility to study the X-ray-induced radiation damage of silicon sensors
for the European XFEL was set up at HASYLAB. Nine gate-controlled diodes were
irradiated with doses from 1 kGy to 1 GGy in several irradiation steps and the surface
current Isurf and the flatband voltage Vfb were measured after each irradiation. It
was found that both, Isurf and Vfb, strongly increase at low doses, but decrease at
high doses (above 5 MeV). No evidence was found that this decrease was caused by
temperature-induced annealing.
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Kurzfassung

Die Wirkungsquerschnitte von tiefunelastischer e+p Streuung (DIS) des neutralen Stro-
mes (NC) mit einem longitudinal polarisierten Positronstrahl wurden bei einer Schwer-
punktsenergie von

√
s = 318 GeV am ZEUS-Experiment bei HERA gemessen.

Die einfach differentiellen Wirkungsquerschnitte als Funktion der Bosonvirtualität,
Q2, der Inelastizität des Ereignisses, y, und der Bjorken Skalenvariable, x, sowie die
reduzierten Wirkungsquerschnitte (als Funktion von x und Q2) wurden im Phasenraum
der Analyse von Q2 > 185 GeV2, y < 0.9 und y(1 − x)2 > 0.004 extrahiert.

Die Ergebnisse, basierend auf Daten mit einer integrierten Luminosität von 135.5 pb−1,
werden mit Null-Polarisation, sowie für negative und positive Polarisation des Positron-
strahls angegeben.

Es wird die Strukturfunktion xF̃3 gemessen, sowie der Interferenzterm xF γZ
3 , als

Funktion von x bei Q2 = 1500 GeV2, durch Extrapolation der Messungen an ver-
schiedenen Q2-Werten bestimmt.

Die präsentierten Messungen der Wirkungsquerschnitte von polarisierter NC e+p DIS,
der xF̃3 Strukturfunktion und ihres xF γZ

3 Interferenzterms sind präziser als die früheren
Ergebnisse von ZEUS.

Es wird gezeigt, dass durch die Einbeziehung der präsentierten Ergebnisse eine Re-
duzierung der Unsicherheiten der Partonverteilungsfunktionen (PDFs) bei hohem x für
das Gluon und das Valenz-u-Quark erwartet wird.

Es wird eine Studie präsentiert, die zeigt, dass sich die Unsicherheiten der PDFs des
Gluons bei sehr hohen x (über 10−1) durch die Einbeziehung von DIS-Zweijet Wirkungs-
querschnitten in einem ZEUS-JETS ähnlichen PDF-Fit weiter reduzieren lassen.

Der Aufbau eines Strahlungsstands am HASYLAB zur Untersuchung von Strahlenschä-
den an der Oberfläche von Siliziumsensoren für den Europäischen XFEL wird präsen-
tiert. Neun Teststrukturen (gate-controlled diodes) wurden mit Dosen von 1 kGy bis
1 GGy schrittweise bestrahlt und der Oberflächenstrom Isurf , sowie die Flachbandspan-
nung Vfb wurden gemessen. Isurf und Vfb steigen bei geringen Dosen stark an, um dann
(bei Dosen über 5 MeV) wieder abzufallen. Dieser Effekt konnte nicht auf Ausheilung
durch Temperaturerhöhung zurückgeführt werden.
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"You’ll find all the answers eventually, with enough time and study,

and the right sort of tools. That’s what you believe, isn’t it...as a

scientist?"

Star Trek Voyager, "Sacred Ground"





Frequently Used Abbreviations
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BSM Beyond the Standard Model
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CTD Central Tracking Detector
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DIS Deep Inelastic Scattering
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e+p positron-proton
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FCAL Forward Calorimeter

FLT First Level Trigger

IV Current-Voltage

LH Left-handed

MC Monte Carlo

NC Neutral Current

PDF Parton Density Function
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QCD Quantum Chromo Dynamics
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RCAL Rear Calorimeter
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SLT Second Level Trigger

SM Standard Model

TLT Third Level Trigger

TME Track Matching Efficiency
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1. Introduction

What is the world made of? Are there indivisible building blocks of matter? These ques-
tions have been asked by humankind for at least 2500 years1.

In the last 100 years there have been many important findings regarding these ques-
tions. With the resolving power of the probes growing, access has been granted to
smaller and smaller distance scales. Perrin confirmed the existence of molecules a bit
more than 100 years ago [3] and exactly 100 years ago Rutherford published his famous
explanation of the elastic scattering of alpha particles on gold nuclei [4] leading to the
discovery of the nucleus.

Going from this elastic scattering process to the inelastic scattering of alpha particles
on hydrogen nuclei (i. e. protons) [5], the proton was discovered. Since then the proton
has been the main target of scattering experiments from which models of the proton
and in general the Standard Model of particle physics have been developed.

According to the Standard Model, matter consists of fermions (particles with half-
integer spin), and forces between them are mediated by bosons (with integer spins).
There are three generations of fermions. Each of the generations consists of two quarks
(one with a charge of +2

3 of the electron charge e and another one with a charge of
−1

3e), and two leptons (an electrically neutral neutrino and a lepton with a charge of
−1e). The first generation comprises the u- and d-quark, the electron neutrino νe and
the electron. Almost all ordinary matter is made of first generation fermions. Every
particle has an oppositely charged anti-particle.

Three of the four fundamental forces are described within the Standard Model: the
electromagnetic interaction mediated by the photon, the weak interaction mediated by
the W and Z bosons and the strong interaction mediated by gluons.

The Standard Model has proven very successful in the last few decades: After the
discovery of the top quark [6] and of the tau neutrino [7], the Higgs particle is the last
missing piece to the Standard Model of particle physics and is being intensely looked
for at the Large Hadron Collider.

Continuing the success story of the early proton scattering experiments, the HERA
accelerator at DESY (1992-2007) was built with the purpose of resolving the proton
down to unprecedented small scales. Using electrons2 as probes to investigate the struc-
ture of the proton at a centre-of-mass energy of

√
s ≈ 318 GeV, the proton could be

resolved down to attometer (10−18 m) scales.

The proton is described in terms of three structure functions. Whereas the structure
function F̃2, which dominates most of the kinematic region at HERA, mainly describes

1The most well-known philosophers to ask these questions were Democritus (ca. 460 BC - ca. 370 BC)
and his teacher Leucippus [1], but there is evidence for atomism in the Upanishads in India in the
6th century BC, which has intensified in the Vaisheshika school [2].

2The term electron in this thesis refers to both the negatively charged electron and its antiparticle,
the positively charged positron.

1



the electromagnetic interaction between the probing electron and the quarks in the
proton, the structure function xF̃3 is due to the weak interaction and is sensitive to
the difference between the quark and anti-quark component in the proton. The third
structure function, the longitudinal structure function FL, quantifies the gluon content
of the proton.

The processes which give the most important contribution for the determination of
the proton structure at HERA are Neutral Current (NC) and Charged Current (CC)
Deep Inelastic Scattering (DIS). In this thesis an analysis of the NC DIS process is
presented, cross sections are measured and structure functions extracted. The analysis
was done on the high statistics data sample from the ZEUS experiment, which was
taken during the last period of HERA running at a centre-of-mass energy of 318 GeV.
In this period the positron beam was longitudinally polarised providing good sensitivity
to electroweak phenomena.

This study extends and complements previous analyses from HERA. It covers the
kinematic range at high negative squared 4-momentum transferred, Q2, (up to about
30.000 GeV2) with better precision than any other e+p measurement at ZEUS. In combi-
nation with the previously published e−p data [8] it allows the most precise extraction
of the structure function xF̃3 at ZEUS. Taking advantage of the polarisation of the
positron beam, parity violation in e+p scattering can be directly measured.

The results of this analysis are of considerable importance for understanding the
proton structure and are considered an essential part for the planned HERAPDF 2.0
fit of the proton parton distribution functions (and of other fits). In addition, they are
a fundamental input for the final search for Contact Interactions at ZEUS/HERA.

This thesis is organised as follows: In Chapter 2 an overview of the theory of Deep
Inelastic Scattering is given. Chapter 3 describes the experimental setup: the HERA
collider and the ZEUS detector. Chapter 4 lists the data and MC samples used in the
analysis and explains the reconstruction and simulation of events. In Chapter 5 results
of a detailed investigation of the samples are shown and additional corrections, mainly
for remaining detector effects, are derived. Chapter 6 describes the event selection and
Chapter 7 discusses the cross section binning and systematic uncertainties of the mea-
surement. The results of the analysis are presented in Chapter 8.

In Chapter 9 the influence of the data on the Parton Density Functions is assessed,
and a study is presented on whether additional jet data can improve the precision of
the Parton Density Functions. The further potential of the presented NC measurement
and the future of fits of the Parton Density Functions in general are discussed .

Chapter 10 explores a different part of accelerator-based physics at DESY: For future
experiments the radiation hardness of silicon sensors must be improved. Here a study
is presented, that investigates the radiation hardness of silicon sensors as necessary for
the European XFEL. The setup and first results of an irradiation campaign done at
HASYLAB with synchrotron radiation doses up to 1 GGy are presented.

Chapter 11 summarises the studies presented in this thesis.
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2. High Q2 Deep Inelastic Scattering at

HERA

In this chapter an overview of the theoretical background for the analysis described in
this thesis is given.

As mentioned in Chapter 1, the proton is composed of quarks and gluons, which are
kept together by the strong force. Since 1968, the process of Deep Inelastic Scattering
(DIS) has proven to be one of the most powerful tools for the investigation of the
proton structure. Section 2.1 will introduce this process and Section 2.1.1 will explain
the kinematic variables used to describe it.

DIS is an electroweak process. Thus Section 2.2 will give some details on the theory of
the electromagnetic and weak interaction and of their unification as electroweak theory.

Section 2.3 will give an overview of the proton models and their development with
time, as more precise experimental data became available.

The remaining part of the chapter will be devoted to the definition of the proton
structure functions (Section 2.4), of parton distributions (Section 2.5) and of how they
are extracted. In addition, major related HERA results will be highlighted (Section
2.6).

2.1. Deep Inelastic Scattering

Using scattering experiments to learn about the structure of an object has historically
been proven to be a very successful approach, the most famous example being the
Rutherford experiment [4] leading to the discovery of the nucleus. Nowadays, the main
subject of investigation by scattering experiments is the proton, also due to the fact
that present hadron collier experiments mainly use proton beams. In order to have
precise theoretical predictions and interpretations for proton-proton interactions, a pre-
cise knowledge of the proton structure is mandatory. Due to their point-like1 structure,
electrons are a perfect tool to investigate the structure of the proton.

The electron-proton collider HERA was therefore the perfect accelerator for proton
structure studies. In addition, the large energies at HERA (centre-of-mass energy of
318 GeV) made it possible to resolve the proton structure down to a scale of 10−18 m
(see Equation 2.3).

In the Deep Inelastic Scattering regime, due to the large momentum transferred
between the electron and the proton, the proton is broken up and a new hadronic final
state is created. According to the charge of the exchanged boson, DIS is divided into
Neutral Current (NC) DIS, where the mediating boson is a γ or Z, and Charged Current
(CC) DIS, where the mediating boson is a W + or W −.

1At least up-to-now there is no evidence for a substructure of electrons.
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The Feynman Graph of the simplest ep DIS process is shown in Figure 2.1. In the final
state of the reaction, there is the scattered lepton (e for NC and ν for CC) together
with the partonic system (a scattered quark and the proton remnant), which evolves
into a -partly observable- hadronic final state.

2.1.1. Kinematic Variables

In the Feynman diagram in Figure 2.1 the 4-momenta needed to describe the process
kinematics are indicated:

• k : 4-momentum of the incoming electron;

• P : 4-momentum of the incoming proton;

• k′ : 4-momentum of the scattered lepton;

• P ′ : 4-momentum of the hadronic final state;

• q : 4-momentum of the exchanged boson.

Using these variables the process can be conveniently described in terms of the fol-
lowing Lorentz invariants:

• the centre-of-mass energy squared, s, which is a function of the beam energies
and thus an accelerator property:

s = (P + k)2 , (2.1)

• the squared 4-momentum transferred from the electron to the proton, q2, and its
negative, Q2, (which is the virtuality of the exchanged boson):

Q2 = −q2 = −(k − k′)2 . (2.2)

The possible Q2 range is from 0 to s. With increasing Q2 the proton is probed at
smaller scales according to the equation

λ ≈ ~c
√

Q2
≈ 0.197 fm
√

Q2[GeV 2]
. (2.3)

where the wavelength λ of the exchanged photon represents its resolving power,

• the Bjorken scaling variable x, which is the momentum fraction of the proton
carried by the struck quark (see Section 2.3.1):

x =
Q2

2P · q
, (2.4)

• the inelasticity y, which in the proton rest frame represents the energy transferred
from the incoming electron to the proton:

y =
P · q

P · k
. (2.5)
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The variables Q2, x and y characterise the event kinematics. At fixed s only two
of them are independent, because (neglecting the masses2) the variables are related
through the relation

Q2 = s · x · y . (2.6)

e(k)
e/ν(k′)

γ/Z/W±(q)

p(P )

X(P ′)

Figure 2.1: A Feynman graph for DIS at HERA including the 4-momenta of
the involved particles.

2.2. Electroweak Physics

As mentioned at the beginning of this chapter, DIS is an electroweak process. The
theory of electroweak interactions unifies the electromagnetic and weak forces under a
SU(2)×U(1) symmetry. The mediators of the electroweak interactions are the photon,
the W ± and the Z bosons.

The electroweak theory was introduced by Glashow, Weinberg and Salam [9,10] .

In this theory the fermions have a new quantum number, the weak isospin T , which
is only carried by left-handed fermions. Its third component T3 is conserved in all weak
interactions. T3 and the electric charge q (in units of the electron charge) combine via

Y = 2(q − T3) (2.7)

to form the weak hypercharge Y . Table 2.1 summarises these quantum numbers for all

2In the energy range of this analysis, as the masses are much smaller than the involved momenta, this
is a valid assumption.
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fermions. The four bosons of the electroweak theory [11, pp. 246-250] come as compo-

nents of a T = 1 triplet of SU(2) (Wµ = W
(1)
µ , W

(2)
µ , W

(3)
µ ) and a single T = 0 U(1)

isoscalar Bµ. By the Higgs fields spontaneous symmetry breaking is introduced and three
bosons get massive (W +

µ , W −
µ , Zµ) while one (the photon Aµ) remains massless. Aµ

and Zµ are combinations of W
(3)
µ and Bµ mediating the neutral current:

(

Aµ

Zµ

)

=

(

cos(θW ) sin(θW )
− sin(θW ) cos(θW

)(

Bµ

W
(3)
µ

)

, (2.8)

with the weak mixing angle or Weinberg angle θW , which has to be measured experi-
mentally.

The charged current is mediated by

W ± =
W

(1)
µ ∓ W

(2)
µ√

2
. (2.9)

These expressions lead to the Lagrangian expressed as

L =
g√
2

(J−
µ W +

µ +J+
µ W −

µ )+
g

cos(θW )
(J (3)

µ −sin2(θW )Jem
µ )Zµ+g sin(θW )Jem

µ Aµ , (2.10)

with the coupling strength g, the weak isospin current Jµ, the weak hypercharge cur-

rent JY
µ , the electromagnetic current Jem

µ = JY
µ + J

(3)
µ and J±

µ = J
(1)
µ ± J

(2)
µ . In the

Lagrangian the first term is the weak charged contribution, the second term the weak
neutral contribution and the third the electromagnetic neutral contribution. As the
electromagnetic coupling is e, it follows that

e = g sin(θW ) . (2.11)

From Equation 2.10 it is visible that while the weak CC consists of only weak isospin
interactions (thus it only affects left-handed particles and right-handed anti-particles),
the weak NC has an electromagnetic current contribution. That means that the coupling
of a right-handed fermion to a Z boson gR is not 0, but

gR = − sin2(θW )q , (2.12)

and the coupling of a left-handed fermion to a Z boson gL is

gL = T3 − sin2(θW )q . (2.13)

It follows for the vector coupling of the Z boson to a fermion v:

v = gL + gR = T3 − 2 sin2(θW )q , (2.14)

and for the axial vector coupling a:

a = gL − gR = T3 . (2.15)

The theoretical values are tabulated in Table 2.1, while the measured values of v and

6



a are summarised in Table 2.2.

particle q T T3 Y v a

u, c, t 2
3

1
2

1
2

1
3

1
2 − 4

3 sin2(θW ) 1
2

d, s, b −1
3

1
2 −1

2
1
3 −1

2 + 2
3 sin2(θW ) −1

2

e, µ, τ -1 1
2 −1

2 -1 −1
2 + 2 sin2(θW ) −1

2

ν 0 1
2

1
2 -1 1

2
1
2

Table 2.1: Quantum numbers and couplings to the weak neutral current of left-
handed fermions. [12, p. 200]

2.3. Proton Structure

The evolution of the experimental techniques and of the resolving power of the probes
has allowed more and more precise models of the proton to be developed and tested
with increasing precision. The Quark Parton Model (QPM, Section 2.3.1) was able to
explain some of the first experimental observations. It was improved by the theory of
Quantum Chromo-Dynamics (QCD), which was able to resolve some of the issues of
the QPM (Section 2.3.2).

2.3.1. Quark Parton Model

The era of the investigation of the proton structure by DIS started with first results
from SLAC [13], [14]. They included several surprising findings, most importantly the
phenomenon that the proton structure3 in the investigated Q2-region (about 1 GeV2 <
Q2 < 10 GeV2) depended only on x and hardly on Q2. This so-called Bjorken scaling
(as it was predicted by Bjorken [15]) can be explained by the parton model introduced
by Feynman [16]. The idea behind the parton model is that the probing electron is
scattered elastically off a parton inside the proton. Due to the parton being point-like
there is no dependence on Q2. This then leads to the interpretation of x as proton
momentum carried by the struck parton. These partons were later identified as the
quarks from [17,18]4 constructing the Quark Parton Model.

The model of the proton being composed of three quarks left some unresolved issues.
First of all, the quarks were treated as free in the Quark Parton Model, but could not
be observed free. Secondly the momentum sum of the quarks lead to only about half
of the proton’s momentum [19]. Other issues related to the Quark Parton Model were
the deviations from Bjorken-scaling at small and large x, the violation of the Pauli
exclusion principle (in the ∆++ baryon there are three quarks of the same flavour) and
in general the question how the quark-composed particles held together.

3The investigated variable was the cross section, divided by the cross section of an electron scattering
off a point-like photon.

4Gell-Mann and Zweig had developed the concept of the quarks as part of an ordering scheme for the
many different observed hadrons.
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2.3.2. QCD and the Quark Parton Model

The problems of the Quark Parton Model were solved in the context of Quantum
Chromodynamics [20, 21], which is a locally gauge-invariant and renormalisable SU(3)
quantum field theory. It describes the strong interaction between the quarks and the
gluons of the Standard Model. Both the massless gluons and the quarks carry a new
degree of freedom called colour, which comes in three states (red, green, blue). According
to QCD quarks carry one colour charge, gluons (which come in eight types5) a colour
and a different anti-colour and every observable state must be colourless. Therefore the
observable states comprising the lowest number of quarks are the baryons (three quarks)
and the mesons (quark-anti-quark). The three "main" quarks of the proton (the quarks
of the QPM) are called valence quarks.

The colour charge is the source of the strong interaction: not only do quarks interact
by the exchange of gluons, but also gluons can interact with each other (see basic QCD
vertices in Figure 2.2). This is a feature of QCD caused by its non-Abelian structure.
Evidence for the existence of gluons was first found 1979 at the e+e− collider PETRA
at DESY by the observation of three-jet events [22–25].

gluon(g)

quark(q)

antiquark(q̄)

Figure 2.2: The fundamental vertices of QCD.

2.3.2.a. Asymptotic Freedom and Confinement

The coupling constant of the strong interaction, αs, depends on the renormalization
scale µR, which is typically taken to be the hard scale of the process. In perturbative
QCD the calculation of cross sections σ is done using an expansion in powers of αs:

σ =
∑

n

Cnαn
s , (2.16)

For each process, there is a power m, the lowest power of αs, which contributes (i.e.
Cm 6= 0). Calculations up to the αm

s term are then called leading order (LO), up to the
αm+1

s term next-to-leading order (NLO), up to the αm+2
s term next-to-next-to-leading

order (NNLO) etc.

Perturbative QCD needs to be renormalised [26] for regulating the ultraviolet diver-
gencies arising from the integration over all possible momenta.

5The ninth, totally symmetric in colour, would be colourless.
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Because of its dependence on the energy scale, µ2, αs is called a running coupling
constant6. It can be written in leading order as [27, pp. 50-52]:

αs(µ2) =
αs(µ2

R)

1 + αs(µ2
R)b0 ln( µ2

µ2
R

)
, (2.17)

where b0 =
33−2nf

12π
is a function of the number of active quark flavours nf available at

the energy scale µ.

The introduction of the convenient parameter ΛQCD defined as

ln Λ2
QCD = ln µ2

R − 1

b0αs(µ2
R)

, (2.18)

simplifies Equation 2.17 to:

αs(µ2) =
1

b0 ln( µ2

Λ2
QCD

)
. (2.19)

ΛQCD needs to be determined experimentally. It can be interpreted as the scale at
which αS becomes large and is found to be of the order of 250 MeV [28]. Perturbation
theory is only applicable, if µR >> ΛQCD is satisfied.

The running of the coupling constant explains why the quarks can be seen as free
particles inside the proton, but canot be observed free: At values of µR comparable to
ΛQCD (i.e. large distances) αs is steeply rising, leading to the confinement of the quarks
inside the proton. At large values of µR much bigger than ΛQCD (i.e. at small distances)
αs becomes small and the quarks behave as (quasi-)free particles, a behaviour that is
called asymptotic freedom. An illustration of the running of αs (at leading order) is
shown in Figure 2.3.

2.3.2.b. Factorization and DGLAP Evolution

One of the basic assumptions of the Quark Parton Model is that the short-range in-
teractions do not interfere with the long-range interactions. The DIS cross section can
therefore be described as a convolution of two independent terms: the hard scattering
cross sections σ̂i, which can be calculated perturbatively and describe the scattering of
the photon on the proton’s constituents i, and the parton distribution functions fi (the
index i refers to the type of parton, so this includes the functions for the quarks qi and
for the gluon gi), which are not calculable in perturbative QCD and describe the proton
content.

The DIS cross section can then be written as

σ =
∑

i

fi(x, µf ) ∗ σ̂i(x, αs(µ2
R), µ2

f ) , (2.20)

6The coupling constant of the electromagnetic interaction, αem, does also run, but the dependence is
much smaller and in the other direction.
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Figure 2.3: An illustration of the running of αs at leading order with nf = 5 and
ΛQCD = 250 MeV. The hashed blue area indicates the Q2 region of reduced cross
section extraction within this analysis.

where µf is called factorization scale7. It defines the boundary between σ̂i and fi: A
parton emitted at a scale smaller than µf is considered part of the proton, a parton
emitted at a larger scale part of the hard scatter.

As the proton is resolved better at higher scales (Q2) there are more soft partons
(quarks and gluons) visible, which are referred to as the sea. This is responsible for the
breaking of scaling at high Q2. The dependence of the parton density functions on Q2

can be calculated in QCD using the DGLAP [29], [27, pp. 79-81] equations8:

∂

∂ ln Q2

(

qi(x, Q2)
g(x, Q2)

)

=
αs(Q2)

2π

∑

j

∫ 1

x

dξ

ξ

(

Pqiqj
(x

ξ
, αs(Q2)) Pqig(x

ξ
, αs(Q2))

Pgqj
(x

ξ
, αs(Q2)) Pgg(x

ξ
, αs(Q2))

)(

qj(x, Q2)
g(x, Q2)

)

,

(2.21)
where the qi (and qj) are the quark and anti-quark distributions and g is the gluon
distribution. The Pab(z) are the splitting functions (see Figure 2.4), which describe the
probability that parton a emits parton b with the momentum fraction z of the initial
parton.

On the other hand, the x dependence of the PDFs cannot be calculated perturbatively,
but has to be determined experimentally (see Section 2.5).

7The x here, as always when it is an argument of the PDFs, refers to the fraction of the proton
momentum.

8In the DGLAP approximation it is assumed that the partons are strongly ordered by their transverse

momentum, so that only terms of the form αsln( Q2

µ2

f

) are considered.
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q(x) q(x) g(x) g(x)

Figure 2.4: The splitting functions

2.4. Structure Functions at HERA

In elastic processes form factors describe the charge and current distribution of the
scattering target. Structure functions are the extensions of the concept of form factors
to include target content and dynamics in inelastic processes. As such they describe
the effect of proton content on the DIS process and are what can be determined ex-
perimentally. In this section the DIS structure functions are introduced, it is explained
how they reflect the parton density functions and which terms need to be considered
for them.

2.4.1. Structure Functions in the QPM

In the simple Quark Parton Model (Section 2.3.1) the cross section of NC DIS can be
written as [27, p. 19]

d2σe±p

dxdQ2
=

2πα2

xQ4

[

1 + (1 − y)2
]

∑

i

e2
i xqi(x) , (2.22)

where ei is the electric charge and qi(x) the distribution function of the struck quark.9

According to the parton model with Bjorken scaling for ep NC DIS mediated by

photon exchange [27, p. 6] the double differential cross section d2σe±p

dxdQ2 can be expressed

in terms of the proton structure functions F1(x) and F2(x)10:

d2σe±p

dxdQ2
=

4πα2

xQ4

[

(1 − y)F2(x) + xy2F1(x)
]

. (2.23)

Comparing the two equations leads to

F2(x) =
∑

i

e2
i xqi(x) (2.24)

9The term 1 + (1 − y)2 stems from the scattering of same-handed scattering partners (isotropic, i.e. 1)
and opposite-handed (cos2( θ

2
) = (1 − y)) scattering partners.

10This is correspondent to the description of elastic scattering by form factors.
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and

F1(x) =
1

2x
F2(x) , (2.25)

the latter being referred to as the Callan-Gross relation.

From the Callan-Gross relation it would follow that the part of the structure functions
for the absorption of longitudinal photons

FL = F2 − 2xF1 (2.26)

was 0.

This proposition is due to the assumption that the photon is interacting with free
spin 1/2 quarks and holds as long as the exchanged boson interacts with free spin 1/2
particles exclusively.

2.4.2. Structure Functions Including QCD, Z Exchange and Polarisation

Taking into account both, electroweak and QCD effects, in an improved Quark Parton

Model, the double differential cross section d2σe±p

dxdQ2 for ep NC DIS reads

d2σe±p

dxdQ2
=

2πα2

xQ4

[

Y+F̃2(x, Q2) ∓ Y−xF̃3(x, Q2) − y2FL(x, Q2)
]

(2.27)

with
Y± = 1 ± (1 − y)2 (2.28)

and the generalised structure functions F̃2, F̃3 and FL.

By removing the kinematic term in front of F̃2 the reduced cross section σ̃ is defined:

σ̃e±p =
xQ4

2πα2

1

Y+

d2σe±p
NC

dxdQ2
= F̃2(x, Q2) ∓ Y−

Y+
xF̃3(x, Q2) − y2

Y+
FL(x, Q2) . (2.29)

2.4.2.a. Generalised Structure Functions and their Contributions

For obtaining F̃2 its terms need to be added taking the propagator and its coupling to
the electron as well as to the quark (see above) into account (the vector coupling of Z
to electron ve and the axial vector coupling ae, for χZ (see Equation 2.34)).

Without lepton polarisation one gets for F̃2

F̃2 = F γ
2 − veχZF γZ

2 + (v2
e + a2

e)χ2
ZF Z

2 (2.30)

and for xF̃3

xF̃3 = −aeχZxF γZ
3 + 2veaeχ2

ZxF Z
3 . (2.31)

Including the polarisation of the electron Pe, additional terms have to be included:

F̃2 = F γ
2 − (ve + Peae)χZF γZ

2 + (v2
e + a2

e + 2Peveae)χ2
ZF Z

2 (2.32)

and
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xF̃3 = −(ae + Peve)χZxF γZ
3 + (Pe(v2

e + a2
e) + 2veae)χ2

ZxF Z
3 . (2.33)

In these equations of the contributions to the generalised structure functions the
variable χZ is of major importance, which is calculated from

χZ =
1

sin2 θW

Q2

M2
Z + Q2

. (2.34)

The mass and Q2 dependence of χZ stems from the propagator term.
χZ accounts for the effect of the Z propagator compared to the (virtual) photon

propagator, and is illustrated in Figure 2.5. While the pure photon term does not
include χZ in any order, the photon-Z interference term includes χZ and the pure Z
term χ2

Z . This gives an idea of the suppression of the photon-Z interference term with
respect to the pure photon term.

]2 [GeV2Q
210 310 410 510

-210

-110

1

Z
χ

2
Z

χ

Figure 2.5: The behaviour of χz and its square χ2
z showing the order of the con-

tribution of γZ interference and pure Z term compared to the γ exchange. The
hashed blue area indicates the Q2 region of reduced cross section extraction within
this analysis.

From looking at Equations 2.32 and 2.33 it can be noticed that xF̃3 is suppressed
with regard to F̃2 for Q2 < M2

Z .
Due to the y2 term (see Equation 2.27), FL is suppressed at low y and only sizable

for high y.11

Therefore F̃2, and more precisely its photon exchange term F γ
2 , is dominant for most

of the Q2 region of HERA.

11The influence of FL for this analysis is discussed in Section 5.1.
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It can also be seen that the polarisation makes it possible to access more terms.
For example, the F γZ

2 contribution nearly vanishes without the polarisation due to the
smallness of ve (see Table 2.2) (but even including the polarisation is important at high
Q2 only).

particle vector axial vector

u, c, t 0.29+0.10
−0.08 0.50+0.04

−0.07

d’, s’, b’ −0.33+0.05
−0.07 −0.52+0.05

−0.03

e, µ, τ −0.0378 ± 0.0004 −0.5012 ± 0.0003

ν 0.5008 ± 0.0008

Table 2.2: Measured values of vector and axial vector couplings of the Z to
fermions [21].

2.4.2.b. Physics Interpretation of the Generalised Structure Functions

The generalised structure functions F̃2, F̃3 and FL are direct descriptions of the proton
content as probed by electroweak projectiles. They are combinations of the parton
density functions of quarks q, anti-quarks q̄ and gluons g.

The physics interpretation of F̃2 being the structure function to describe the sum of
all quarks is visible in

[F γ
2 , F γZ

2 , F Z
2 ] =

∑

q

[e2
q , 2eqvq, v2

q + a2
q ]x(q + q̄) , (2.35)

where F γ
2 is the photon exchange term, F γZ

2 the photon-Z interference term of F̃2 and
F Z

2 the term from pure Z exchange, vq is the vector coupling of the Z to the quark q
and aq the axial-vector coupling (see Table 2.2).

F2 is also sensitive to the gluon contribution via its dependence on Q2:

∂F2

∂ log Q2
∝ αsg(x) (2.36)

F̃3 describes the valence quark distributions and has only photon-Z interference
(xF γZ

3 ) and pure Z exchange (xF Z
3 ) terms:

[xF γZ
3 , xF Z

3 ] =
∑

q

[eqaq, vqaq]x(q − q̄) . (2.37)

As seen above, FL would be 0, if the proton was constituted from spin-1/2 particles
only. It becomes non-zero due to the presence of gluons, and thus is a direct measure
of the gluon content of the proton:

FL ≈ αs

8.3
xg(x) . (2.38)
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2.4.2.c. Polarisation Asymmetry and Parity Violation

The polarisation asymmetry of e+p scattering, A+, can be defined as (A− for e−p
scattering is defined in the same way):

A+ =
2

P +
e − P −

e

σ(P +
e ) − σ(P −

e )

σ(P +
e ) + σ(P −

e )
, (2.39)

where P +
e and P −

e are the average polarisations of the positively and negatively polarised
lepton beam, and

Pe =
Nrh − Nlh

Nrh + Nlh
(2.40)

is calculated from the number of right-handed, Nrh, and the number of left-handed,
Nlh, electrons. σ(P ±

e ) is the respective cross section.
As A+ measures the difference between cross sections with positively and negatively

polarised lepton beams, it is a direct measure of parity violation. To a good approxi-
mation, the asymmetry is proportional to the ratio of the pure photon and photon-Z
interference term of the structure function F2. Using Equation 2.35 one gets

A+ ≈ −χZae
F γZ

2

F γ
2

∼ aevq , (2.41)

showing that the asymmetry measures parity violation with a minimum sensitivity to
the PDFs and provides a direct test of the electroweak sector of the Standard Model.

2.5. Fits of Parton Density Functions

It was stated in Section 2.3.2.b, that, while the Q2 evolution of the Parton Density
Functions (PDFs) can be predicted by perturbative QCD, the x dependence needs to be
obtained experimentally. As described in the previous sections, NC and CC DIS provide
direct information on the structure of the proton. In the PDF fits, the parameters
describing the parton distributions are determined. The results are usually quoted in
terms of distributions of valence (uv, dv) and sea quarks (the u, d, s and c quarks12 and
their anti-partners ū, d̄, s̄ and c̄ of the quark sea) and of the gluon. Parton distribution
functions are extracted from the data by a fitting procedure involving the following
steps:

• Choice of data to be included: PDF-sensitive data with a precise theory descrip-
tion.

• Parametrisation of the PDFs as a function of Q2 at a small, but perturbatively
describable, Q2

0.

• Evolution of the PDFs to the Q2 of the data using DGLAP equations.

• Choice of the starting values of the parameters13.

12The b and t quark contributions are small due to their high masses.
13The starting values of the parameters should not influence the final results. The dependence on the

starting values of parameters is normally tested by the fitting groups.
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• Fitting the parameters (using χ2 minimisation method).

The choice of the data sets to use for the fitting is very important. The most precise
PDFs would be expected from using the maximal available input. The major drawbacks
with this approach are that some data sets were shown not to be consistent with each
other [27, p. 142], and that for some data of heavy target scattering nuclear binding
corrections are needed, which add additional uncertainties. Using inconsistent data sets
renders the method of χ2 minimisation problematic.

2.5.1. General Formalism

The parametrisation used at Q2
0 for the PDFs is different in the various approaches used

by different groups of fitters. A typical example (from HERAPDF 1.0 [30]) is

xf(x) = AxB(1 − x)C(1 + η
√

x + Dx + Ex2) , (2.42)

where f(x) is the PDF and A, B, C, D, E and η are the parameters to be determined
in the fit. For HERAPDF 1.0 the starting scale Q2

0 was fixed at 1.9 GeV2.
In addition, there are requirements on the PDFs, which are typically physics-driven.

Examples are sum rules, that all PDFs should be positive, that xdv > xd̄ at large x and
possibly that in the sea there should be symmetry between quarks and anti-quarks.

2.5.2. Gluon Distribution and Jets

As the gluon PDF contributes mostly indirectly to the inclusive DIS cross sections
through the scaling violation (see Equation 2.36), it is not very well constrained by
them. To access the gluon PDFs directly through the HERA data other processes need
to be investigated. In principle there are several possibilities: jet production and open
charm production (both through the boson-gluon fusion (BGF) process, see left part
of Figure 2.6), the longitudinal structure function (see Section 2.4.2), prompt photon
production (through the dominant subprocess gq → γq) and elastic (diffractive) J/Ψ
production (depends on the square of the gluon distribution).

At present, the process that has been proven to provide the most useful input to
the PDF fits is jet production. Jets help to remove the correlation between αs and the
gluon distribution present in the inclusive data. This is due to the fact that the QCD
Compton process (right part of Figure 2.6) only depends on αs, but not on the gluon
content of the proton. In this way αs does not need to be fixed anymore in the fit,
but can be treated as a free additional parameter. As a consequence, the fit provides
as an output both the gluon distribution and the value of αs. The uncertainty on the
extracted PDFs is similar to that obtained from the fit to the inclusive data with fixed
αs.

2.5.3. Electroweak Fits

The measurement of polarised cross sections in HERA-II data makes it also possible
to extract precise values of the electroweak couplings in the PDF fit14. The Charged

14For fits using only unpolarised HERA-I data the precision is much smaller [31], especially for the
vector couplings.
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Figure 2.6: The boson-gluon fusion process (left) and the QCD Compton process
(right).

Current cross section provides information about the mass of the W bosons and the
strength of the weak coupling while the Neutral Current cross section depends on the
couplings of the Z boson to the quarks (see Sections 2.2 and 2.4.2). The confidence
intervals extracted for the couplings are complementary to the ones measured at e+e−

and pp̄ colliders.

2.6. HERA’s Achievements to Date

Many important results come from HERA, which cannot be exhaustively described in
this section. Here only the current status of the results with direct connection to the
analysis described are highlighted: DIS cross sections, structure functions and parton
density functions.

2.6.1. DIS Cross Sections at HERA

At HERA, the CC and NC cross sections have been measured over a large range of
Q2 up to about 30000 GeV2. Through these results the generalised structure functions
F̃2 and (through the difference of e+p and e−p NC DIS) xF̃3 were precisely measured.
One of the textbook results is shown in Figure 2.7: the cross sections of NC and CC
DIS measured as a function of Q2, where electroweak unification at about Q2 = M2

Z is
confirmed.

Also the third structure function FL has been measured at HERA. This was made pos-
sible by dedicated running periods for the measurement of the cross section at different
centre-of-mass energies (see Figure 2.8).
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dQ2 cross sections of Neutral and Charged Current Deep Inelastic

Scattering measured at HERA. From [32].

The scaling violation has been quantified impressively using the NC DIS measure-
ments at different x values (see Figure 2.9). In addition the measurement of CC DIS at
different polarisation values (see Figure 2.10) made it possible to determine the polarisa-
tion dependence of CC DIS very precisely and to exclude the existence of right-handed
charged currents up to the experimental sensitivity.
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at HERA. From [33].
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2.6.2. PDF Fits at HERA

While several groups extract PDFs using data sets from many different experiments
(e.g. CTEQ [35,36], MSTW [37,38] and the NNPDF [39], which uses a different (Neural
Network) approach), H1 and ZEUS have fitted the Parton Density Functions based
only on HERA data [30, 34, 40]. That has several advantages, most importantly that
the problem of inconsistency of data sets is under much better control, but also that
the correlation between the different systematic uncertainties is well understood and
that the fitters are in general much more knowledgeable about the data sets used than
in a fit of data from many different experiments.

Figure 2.11 shows that HERA data cover nearly the whole x range of the displayed
important experiments.15
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Figure 2.11: Kinematic range in x and Q2 covered by different collider and fixed-
target experiments. On the left plot from [21, Fig. 16.3] in addition, the most
important regions for the various parton distributions are indicated. On the right
plot from [41] the coverage of LHC is indicated.

The parton distribution functions as a function of x from the HERAPDF 1.5 fit [34]
are shown for 10 and 10000 GeV2 of Q2 in Figure 2.12.

In 2005 ZEUS started using jet data in PDF fits [40], and the most recent (prelimi-
nary) results of the HERA PDF fit (HERAPDF 1.7) [42] include jet and charm data.
This is discussed in more details in Section 9.3.

15Not covered by HERA is mainly the very high x-region above ≈ 0.6.
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ZEUS [43] and H1 [44] have both performed electroweak fits extracting values of
the couplings of the Z boson to the quarks au, ad, vu, vd. The result of these fits is
shown in Figure 2.13. Especially the uncertainties of the u quark couplings are reduced
compared to measurements from other experiments and to the HERA results based
only on unpolarised data.
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Figure 2.13: Contours at 68% confidence level for the couplings of the Z boson to
the u (left) and d (right) quark. The results from ZEUS and H1 as well as results
from LEP and CDF are shown. [44, Fig. 1]
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3. The ZEUS Experiment at HERA

This chapter introduces the experimental setup, i.e the ep-collider HERA and the gen-
eral purpose detector ZEUS, which provided the data analysed here. Special emphasis
is placed on detector components with particular importance for the presented analysis,
namely the calorimeter, the central tracking detector, the polarisation detectors and the
luminosity detectors. Major parts of this chapter are taken from the author’s diploma
thesis [45], which uses [46] as main source of information.

3.1. HERA Accelerator

HERA (Hadron-Elektron-Ring-Anlage) was the main accelerator facility at DESY (Deut-
sches Elektronen SYnchrotron) and the only Multi-GeV electron-proton particle col-
lider in the world. It was situated in a tunnel about 15 to 20 m underground in Hamburg,
Germany. An aerial view of the site can be seen in Figure 3.1.

HERA’s main components were the two storage rings, one for the protons and one
for the electrons, which were built between 1984 and 1990. The total circumference of
the HERA ring was approximately 6.3 km. Before being injected into HERA there was
a system of pre-accelerators, which accelerated the electrons to 12 GeV and the protons
to 40 GeV. In HERA they finally reached the energy of 27.5 GeV (electrons) and 920
GeV (protons).1 Thus the centre-of-mass energy was

√
s =

√

4EpEe ≈ 318 GeV . (3.1)

Figure 3.2 shows the HERA accelerator, the four experiments and the system of pre-
accelerators.

Out of the four experiments the ZEUS and the H1 experiment were collider experi-
ments which used both the electron and the proton beam. Particle collisions were taking
place at a rate of approximately 96 ns. The ZEUS detector was located in the South-
ern experimental hall and the H1 detector in the Northern hall. HERMES (Eastern
Hall) and HERA-B (Western Hall) were fixed target experiments. The HERA-B experi-
ment [47], which used the proton beam to investigate CP-violation, had already stopped
taking data in 2003. HERMES [48] used the electron beam to investigate the nucleon
spin structure.

3.1.1. Luminosity at HERA

Through the reaction rate,
R = σL , (3.2)

1Proton energy was limited by the strengths of the superconducting magnets whereas the electron
energy was limited due to synchrotron radiation.
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Figure 3.1: Aerial view of the DESY laboratory in Hamburg. The HERA collider
is marked with the dashed line. In addition the pre-accelerator PETRA (enclosing
the main DESY site) is shown in the foreground. The ZEUS detector was situated
off the main DESY campus at the south side of HERA.

(where σ is the cross section of the reaction) the (instantaneous) luminosity L is a key
component of the accelerator. It can be expressed as

L = n1n2
f

A
, (3.3)

where f is the bunch-crossing rate, n1 and n2 are the number of particles per bunch for
each beam and A is the effective transverse area of the overlap of the beam and can be
expressed as (assuming Gaussian beams)

A = 4πσxσy , (3.4)

where σx and σy are the transverse dimensions of the beam.
The design values at HERA2 for these key parameters were [27, p. 139]: n1=4.18·1010

(electron), n2=10·1010 (proton), f=8.2·106 s−1 (174 bunches at a revolution frequency
of 4.7·104 s−1), σx = 118 µm and σy = 32 µm leading to an instantaneous luminosity
of 7·1035 m−2s−1.

The integrated luminosity,

2This is for the HERA-II running period as explained in 3.1.2, which is relevant for the analysis
described in this thesis.
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Figure 3.2: Schematic view of HERA and its experiments including the pre-
accelerator systems. The four experiments are ZEUS (Southern Hall), HERA-B
(Western Hall), H1 (Northern Hall), and HERMES (Eastern Hall).

L =

∫

L dt =
N

σ
, (3.5)

relates the number of observed events N to the cross section σ of a given process and
is a measure of the amount of data taken, which has been about 0.5 fb−1 for the H1
and ZEUS experiment each over the whole HERA running.

3.1.2. HERA Upgrade and Running Periods

At HERA data was taken from 1992 to 2007. During this period the polarity of the
electron ring was switched (electron and positron running) several times. Six high-energy
running periods can be distinguished from each other. Additionally, there were two
running periods with lower proton energies in 2007, which were dedicated to the study
of the FL-structure function. This running period will not be discussed here as FL is
not the focus of this analysis.

During the shutdown between the years 2000 to 2002 HERA was upgraded to increase
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the luminosity significantly and to provide longitudinally polarised lepton beams for H1
and ZEUS. The period before the upgrade is referred to as HERA-I, and the period
after the upgrade as HERA-II. This analysis is based on the e+p-data collected from
2006 to 2007 by the ZEUS experiment during the HERA-II running period. Thus the
analysis of this thesis was done with polarised positron beam. In Table 3.1 details
about the different running periods can be found. The integrated luminosity delivered by
HERA is shown as a function of time in Figure 3.3 and is summarised in the table, along
with the luminosity available for physics analyses recorded by ZEUS during the same
period. The achieved luminosity increase is clearly seen, when one compares HERA-I
and HERA-II running periods.

Period 94 - 97 98 - 99 99 - 00 03-04 04-06 06-07 07 LER 07 MER

Mode e+p e−p e+p e+p e−p e+p e+p e+p
Ep [GeV] 820 920 920 920 920 920 460 575
Ee [GeV] 27.5

ECMS [GeV] 301 318 318 318 318 318 225 251
L (HERA) [pb−1] 70.9 25.2 95.0 84.5 290.9 180.5 15.69 9.36
L (ZEUS) [pb−1] 48.3 16.7 65.9 40.6 213.5 145.9 13.18 7.77

Table 3.1: Main parameters of the HERA collider and its electron and proton
beams for the eight running periods.
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Figure 3.3: Integrated luminosity delivered by HERA during all HERA-I (1994-
2000, left plot) and HERA-II (2003-2007, right plot) running periods.
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3.1.3. Beam Polarisation

As mentioned in Section 3.1.2 one of the main achievements of the HERA upgrade [49–
51] was the longitudinal polarisation of the electron beam as it gives access to polarisa-
tion dependent physics.

The electron beam was unpolarised when it was injected into HERA. The first step of
the polarisation happened automatically through the Sokolov-Ternov effect [52]: Elec-
trons become gradually transversely polarised through asymmetric spin flips due to emis-
sion of synchrotron radiation. Thus electrons will become anti-parallel (and positrons
parallel) aligned to the external magnetic field. This effect builds up over time according
to

PT (t) = Pmax(1 − e−
t
τ ) , (3.6)

where

PT =
Nup − Ndown

Nup + Ndown
(3.7)

is the transverse polarisation (Nup: number of spin-up electrons, Ndown: number of spin-
down electrons), Pmax is the theoretically possible maximum polarisation of 0.924, t
the time and τ the time constant of about 40 min at HERA [53, pp. 5-6].

To change the transverse polarisation into longitudinal there were spin rotators in-
stalled in front of (and behind) the ZEUS and H1 experiments for HERA-II running
(see Figure 3.4) [54]3. They used a combination of horizontal and vertical dipole mag-
nets for rotating the polarisation axis. As they also have depolarisation effects, they
were one of the reasons for limiting the achieved maximum to approximately 40-50% of
maximum longitudinal polarisation and an average of about 30%.

Polarisation was measured using two independent polarimeters: the longitudinal po-
larimeter, LPOL, [55] and the transverse polarimeter, TPOL, [56], both indicated in
Figure 3.4. Both polarimeters used Compton scattering on the lepton beam of circularly
polarised photons, TPOL measuring the spatial asymmetry of the Compton photons
and LPOL measuring the energy asymmetries of converted e+e− pairs. The error on
the polarisation measurement is approximately 4%. [57]

3For HERMES spin rotators had been installed before.
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Figure 3.4: Electron spin configuration (indicated by the arrows), spin rotators
and polarimeters at HERA. From [53, p. 7].
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3.2. The ZEUS Experiment

Figure 3.5: Schematic view of the ZEUS detector along the beam direction.

The ZEUS detector [46] was a multi-purpose particle detector designed to measure
final state particles in ep-collisions. It has been dismantled in 2008 after the HERA
running ended.

Due to the imbalance in the beam energies at HERA4, the detector was asymmetric
in z-direction as is visible in Figure 3.5.5

The main detector components from the interaction point (IP) to the outer detector
surface (see Figure 3.6) were the Microvertex Detector (MVD), the Central Tracking
Detector (CTD), the Uranium Calorimeter (UCAL) and the muon detectors (Muon
Chambers and Backing Calorimeter). Between the CTD and the UCAL there was
a super-conducting solenoid producing a magnetic field of 1.43 T. The iron yoke outside
the UCAL was used as return path for the magnetic field.

In order to remove background from beam-gas events and secondary collisions there
were several detectors to veto such events. The Veto Wall (VETO) and the C5 Counter
(C5) were two of these detectors.

The main luminosity monitor was located 104 m away from the detector.

The sub-detectors most relevant to this analysis are described in detail in the following
sections.

4Due to this imbalance, the forward detector part generally contained more particles of higher average
energy than the rear part.

5The forward and barrel regions have extra instrumentation compared to the rear region.
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Figure 3.6: Schematic view of the ZEUS detector perpendicular to the beam
direction.

3.2.1. Luminosity Measurement

At accelerators, the luminosity is usually determined using a reaction with a well-known
cross section. At ZEUS it was measured using the bremsstrahlung process ep→epγ, for
which the cross section is known to the order of 0.5% as it is a pure QED process.
Luminosity monitors were used for measuring the event rate of this process by counting
photons. For HERA-I the photon detector was a lead-scintillator sandwich calorimeter
[58,59].

To handle the larger luminosity at HERA-II, the luminosity measurement was im-
proved. The two main components at ZEUS for detecting the photons from brems-
strahlung were the luminosity spectrometer SPEC [60] and the photon calorimeter
PCAL [61], [62] about 100 m away from the interaction point. Other new components
including a 6m-Tagger (≈ 6 m from the IP), which detected scattered electrons from
bremsstrahlung, were installed.

The layout of the upgraded ZEUS luminosity system is shown in Figure 3.7. The
beam was separated from the photons from bremsstrahlung through a bending magnet.
At the exit window approximately 9% of the photons convert into e+e− pairs. The
SPEC measured these electrons (the e+ and e− are separated from the photons and
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each other through a magnet), whereas the PCAL measured the showers and positions
of the non-converted photons.

Figure 3.7: The ZEUS system for luminosity measurement during the HERA-II
data-taking period.

As the PCAL was more stable and its instantaneous luminosity measurement more
precise, luminosity values were taken from the PCAL, but the systematic error6 and
the normalisation7 from the SPEC were used.

More details on the luminosity measurement for the 06/07 e+p period relevant for
this thesis and possible problems are discussed in Section 5.3.2. The achieved precision
for the period of the measurement described in this thesis is around 1.8% [63].

3.2.2. Tracking System

The ZEUS tracking system for the HERA-II data-taking period consisted of three detec-
tors: the Micro-Vertex Detector (MVD) [64], the Straw-Tube Tracker (STT) and the
Central Tracking Detector (CTD) [65]. They were designed to measure the momentum
and direction of charged particles with high precision and provide a reconstruction of
the event vertex position.

The main tracking device at ZEUS was the CTD , which was a cylindrical drift
chamber surrounding the beam pipe at the Interaction Point (IP). As it was inside
the magnetic field of 1.43 T from the solenoid, the momenta of charged particles can be
reconstructed from the trajectories measured by the CTD. The precise vertex position
is reconstructed from the measured particle trajectories. The CTD covered the polar

6Because it was better understood, see e.g. [63].
7That means that results for each run were taken from the PCAL but multiplied by an average factor

of LSP EC

LP CAL
≈ 1.01.
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Figure 3.8: One octant of the CTD.

angle region from 11.3◦ < θ < 168.2◦ and had full azimuthal coverage.8 The CTD
extended from an inner radius of 18.2 cm to an outer radius of 79.4 cm, stretching out
from z=-100 cm to z=104 cm. The chamber was filled with a mixture of argon, carbon
dioxide and ethane9.

The CTD was divided into nine superlayers (counted from inside to outside) and
eight octants (see figure 3.8). Each octant consisted of 72 drift cells, each with eight 30
µm thick sense wires, leading to the number of 4608 sense wires for the whole CTD.
The sense wires were surrounded by the field wires. Odd numbered superlayers had
their wires parallel to the z-axis whereas the even numbered ones had their wires tilted
by 5◦ to achieve a z-measurement for the tracks.

When a particle passed through the CTD ionizing the gas mixture, the electrons
drifted to the positively charged sense wires and the ionized atoms to the field wires.
The drift velocity of the electrons was almost constant over most of the drift cell. Close
to the signal wires the number of electrons was amplified by avalanche multiplication.
The read-out electronics recorded both the amplitude and the time of the signal. From
these measurements the xy-position could be determined with an accuracy of 200 µm.
From the tilted wires a z-resolution of approximately 2 mm could be obtained. Using a fit
to all reconstructed tracks, the position of the interaction vertex can be reconstructed
with a resolution of about 0.1 cm in x and y and with around 0.4 cm in z.

The nominal resolution of the transverse momentum, pt, of a particle for vertex-
fitted tracks passing a minimum of three superlayers and having a minimal transverse
momentum of 170 MeV can be described by [66]:

σ(pt)

pt
= 0.0058 · pt[GeV ] ⊕ 0.0065 ⊕ 0.0014

pt
. (3.8)

The first term depends on the CTD hit resolution, while the second and third arise due

8The precision at the edge is not as good as for the central region. Results of further studies relevant
for the analysis of this thesis are shown in Section 5.9.

9The mixing ratio was 85 parts of Ar, 5 parts of CO2, 1 part C2H6.
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to multiple scattering in material between the interaction point and the CTD.10

The resolution for a particle with a transverse momentum of 10 GeV is around 6.5%
and 3.6% for one with a pt of 5 GeV.

The CTD can also be used for particle identification by measurements of the mean
energy loss −dE

dx
of charged particles in the gas of the active volume, which is described

by the Bethe-Bloch [67] equation.

The original VerteX Detector (VXD) inside the CTD was removed during the 95/96
shutdown due to high voltage problems and synchrotron radiation damage. It was re-
placed in 2000/01 by the MVD, which was a silicon strip detector having a hit resolution
of 20 µm and a track separation better than 200 µm. The tracking system also had addi-
tional components in the forward and backward direction: the FTD (Forward Tracking
Device) and the STT (replacing the Transition Radiation Detector TRD in 2000) in
the forward and the RTD (Rear Tracking Device) in the rear part of the detector.

3.2.3. Calorimeters

Figure 3.9: Schematic representation of the three sections of the ZEUS Uranium-
Scintillator Calorimeter (UCAL).

The high resolution Uranium-Scintillator CALorimeter (UCAL) was an almost her-
metic calorimeter with a coverage of 99.7% of the 4π solid angle. A schematic view is
shown in Figure 3.9. It was a sampling calorimeter using uranium plates for absorption
and scintillator layers for optical readout. The 3.3 mm thick depleted uranium plates
(98.1% 238U, 0.2% 235U and 1.7% Nb) alternated with the 2.6 mm thick layers of organic
scintillator (SCSN-38 polystyrene). The thickness was chosen to achieve a good hadronic
energy resolution through the method of compensation. That means that nearly equal
responses to electromagnetic and hadronic showers were achieved (

EMresp

Hadresp
= 1.00±0.02

in the UCAL). This worked through the specific characteristics of uranium as an ab-
sorber for hadronic activity: It provides a high yield of neutrons from spallation which
transfer their energy to the hydrogen nuclei (protons - nearly same mass as the neu-

10⊕ stands for the quadratic sum.
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trons) of the scintillator. This and the photons from neutron capture in the Uranium
compensate for energy losses due to nuclear excitations in hadronic cascades, which
are not present for electromagnetic cascades from electrons and photons - thus leading
to a different response for electromagnetic and hadronic showers in non-compensating
sampling calorimeters.

The energy resolution achieved for electromagnetic showers is

σ(Eem)

Eem
=

18%√
E

⊕ 2% . (3.9)

And the resolution for hadrons is

σ(Ehad)

Ehad
=

35%√
E

⊕ 1% . (3.10)

The worse resolution for the hadronic showers is due to the fluctuation of the electro-
magnetic part of the hadronic shower.

In addition to this, for the resolution it is very important to take inactive (dead)
material and non-uniformities into account as they influence the energy measurement
considerably (see Section 5.8 for details). Pre-samplers, which measured the particle
multiplicity in front of the RCAL and the FCAL, were installed to help estimate the
inactive material energy loss.

As visible from Figure 3.9 the UCAL is divided into three parts [68–70]:

• the Forward CALorimeter (FCAL) at z = 234.4 cm covering θ = 2.2◦ to 39.9◦,

• the Barrel CALorimeter (BCAL) at Rin = 134.5 cm covering θ = 36.7◦ to 129.1◦

and

• the Rear CALorimeter (RCAL) at z = 162.2 cm covering θ = 128.1◦ to 176.5◦,

Due to the much higher proton energy, more of the energy was deposited in +z than in
-z-direction and the thickness of these three parts was different: the FCAL has a depth
of around 7 interaction lengths, the BCAL of around 5 and the RCAL of around 4.

Each of these CAL parts was divided into modules and each module was subdivided
into one ElectroMagnetic Calorimeter (EMC) section and two HAdronic Calorimeter
(HAC) sections (only one HAC section in the RCAL). As an example this is shown in
Figure 3.10 for the FCAL. The sections consisted of cells, which were 20 cm long in
x-direction and extended 5 cm (EMC FCAL & EMC BCAL), 10 cm (EMC RCAL) or
20 cm (HCAL) in y-direction depending on the calorimeter part. This and some other
important characteristics of the different calorimeter parts are summarised in Table 3.2.

After the deposition of energy in the calorimeter the light produced in the scintillator
plates of each cell was read out by 2 mm thick WaveLengthShifters (WLS), which were
attached to both sides of the module. Then it was transferred to the Photo Multiplier
Tubes (PMT) where the light signal was transformed into an electric signal. These

11This is the depth for one of the HCAL sections, so it has to be multiplied by two in case of FCAL
and BCAL. Additionally for the whole radiation lengths λ0 of the UCAL section one also has to
take into account the ECAL. This leads then to the above mentioned values of approximately 7 for
FCAL, 5 for RCAL and 4 for RCAL.
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Figure 3.10: FCAL module, which is divided into electromagnetic (EMC) and
hadronic (HAC) section.

signals could be used for energy, position and time measurement. The timing was mea-
sured with a precision of about 1 ns for a signal with an energy deposition of at least
1 GeV.

3.2.4. Trigger

At HERA the bunch-crossings took place at a rate of about 10 MHz. This exceeded
the data storage possibilities by far. Additionally the total interaction rate (any signal in
the detector) was dominated by background events (beam-gas collisions, cosmic showers
etc). Therefore an efficient and very fast trigger system was required to select ep physics
events of interest and reduce the event rate.

At ZEUS a three-level trigger was used. An overview of the trigger and data acquisi-
tion system is shown in Figure 3.11.

First Level Trigger The First Level Trigger (FLT) [71] was a hardware trigger de-
signed to reduce the input rate from the 10 MHz of the bunch-crossing to below 1 kHz,
which was the design rate of the Second Level Trigger (SLT). The data of each bunch
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UCAL part FCAL BCAL RCAL

Region 2.2◦ < θ < 39.9◦ 36.7◦ < θ < 129.1◦ 128.1◦ < θ < 176.5◦

EMC sections 1 1 1

HAC sections 2 2 1

EM depth [X0] 26 21 26

Had depth 11 [λ0] 3.1 2.0 3.1

EMC section [cm2] 20 x 5 20 x 5 20 x 10

HAC section [cm2] 20 x 20 20 x 20 20 x 20

Table 3.2: Important Parameters of the UCAL Sections.

crossing was stored in a pipe which was 46 events deep. This gave the FLT around
4.4 µs to decide about the value of the event. For that there were two steps. In the first
step each detector component provided its FLT information and sent it to the Global
First Level Trigger (GFLT). This took around 2.5 µs. Then the GFLT reached a final
decision within the left-over 1.9 µs. For the FLT only very general information like track
multiplicity12, muon chamber hits and regional energy sums could be used.13

Second Level Trigger Whenever an event was accepted by the FLT it was sent to
the SLT, which had more time and information to decide on the event. It had an input
rate of approximately 1000 Hz and an output rate of around 50 to 100 Hz. Analo-
gously to the FLT each component had a component SLT which passed the data to
the GSLT [72], where the decision about the event was taken. One of the most impor-
tant information on this trigger level was the timing information from UCAL. Naturally
most non-ep background events are off the expected timing and can be filtered out
through timing criteria (see Section 6.2).

Third Level Trigger If an event was accepted by the GSLT the complete data of
each component was sent to the Event Builder, which combined the data for an event
and wrote it into the ADAMO [73] database tables. The combined data was sent to
the Third Level Trigger [74] (TLT), which was based on the offline reconstruction code
and selected special classes of interesting ep events. Unlike the FLT and the SLT the
TLT was run on highly configurable computer server clusters. The input rate of the TLT
was the 50 to 100 Hz coming from GSLT, whereas the output rate was 3 to 5 Hz.

12This is of outermost importance for the track veto efficiency discussed in Section 5.5.
13For details on he FLT bits used in this analysis refer to Appendix B.
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Figure 3.11: Data flow through the three-leveled ZEUS trigger and the data
acquisition systems.
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4. Event Reconstruction and Simulation

This chapter1 describes which data and Standard Model Monte Carlo samples were
used in the presented analysis and how they were processed before the analysis. This
includes a description of the event reconstruction methods and of the first level of
detector-related corrections needed for an accurate NC cross section measurement.

4.1. Data Samples

The ZEUS data from 06/07 e+p-running at nominal proton beam energy of 920 GeV
was used for the analysis described in this thesis. This is the last HERA period with full
energy.2 Only runs with a good data quality3 were used. This data set has an integrated
luminosity of 135.5 pb−1, out of which 78.8 pb−1 are of positive and 56.7 pb−1 of negative
polarisation (see Equation 2.40) respectively. The polarisation of the different periods
is shown in Figure 4.1. A summary of the integrated luminosity and polarisation values
for the different sub-periods is shown in Table 4.1.

Run number
60500 61000 61500 62000 62500

P
ol

ar
is

at
io

n

-1

-0.5

0

0.5

1
Polarisation
Average Polarisation

Figure 4.1: The lepton beam polarisation as a function of run intervals (points)
and the average polarisation for the right-handed and left-handed period.

The period in the beginning, when the positron beam was positively polarised, is
referred to as RH (right-handed) period in the following, the later period4 with negative

1Some parts on general event reconstruction, the ZEUS analysis environment and the scattered e+

reconstruction are taken over from the author’s diploma thesis [45].
2The run range is from run 60005 to 62639.
3The exact requirements are described in Section 6.3.4.
4from run 61548 onwards
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Luminosity [pb−1] Polarisation

All 135.5 +3.5%

RH 78.8 +31.8%

LH 56.7 -35.9%

LH1 33.2 -35.5%

LH2 23.5 -36.5%

Table 4.1: Integrated luminosities and average polarisation for each investigated
subperiod.

polarisation as LH (left-handed) period.

The LH period has been further subdivided into two sub-periods referred to as LH1
and LH2. They are separated by an extended shutdown in early 2007.5 This sub-division
was proven necessary based on studies from this analysis (see Section 5.3).

4.2. Monte Carlo Generation of Standard Model Events

The main aim of the analysis described here is the NC DIS cross section measurement.
For extracting the cross section, the correction of different effects is needed, which are
mainly detector- and selection-related. For that purpose (that includes also selection
criteria optimisation and background contribution subtraction) an acceptance correc-
tion based on Monte Carlo events is used. That means the Standard Model prediction is
transformed into a pseudo-data sample mimicking as close as possible what data would
look like if the Standard Model would perfectly describe the data. This section explains
the generation of Monte Carlo events for Standard Model signal and background. How
these samples are treated after the generation is discussed in Section 4.3.

The MC samples are luminosity-weighted to be directly comparable to data. For that

wL =
Ldata
∑

i Li
MC

(4.1)

is used, where wL is the weight calculated from the integrated luminosity of data Ldata

and the sum of the integrated luminosities of all MC samples below the Q2 of the event
Li

MC .6

4.2.1. Signal NC DIS Monte Carlo

In this analysis the main sample of signal NC DIS events were generated with DJAN-
GOH 1.6 [75] using PDFs from CTEQ5D [76]. DJANGOH is an interface of the programs
HERACLES [77] generating the event kinematics and ARIADNE7 [78] simulating the
parton cascade based on the Colour Dipole Model [79]. Instead of using ARIADNE,

5Last physics run before the shutdown was 62003 and first after 62050.
6For the photoproduction there is just one sample for resolved and direct photoproduction, so Equation

4.1 becomes wL = Ldata

LMC
.

7ARIADNE version 4.12 was used.
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LEPTO [80], which uses the Matrix Element and Parton Shower (MEPS) approach,
can be chosen.8 The LUND string fragmentation model from JETSET [81] is used for
simulation of hadronisation.

HERACLES does include emission of one photon from the electron9, self-energy cor-
rections and all electroweak one-loop corrections. The processes included are depicted
in Figure 4.2.

Figure 4.2: Processes included in HERACLES: a) Born-level process, b) initial
state radiation, c) final state radiation, d) vertex correction, e) self-energy correc-
tion. From [82, p. 59].

DJANGOH was set up to include diffractive [83] events.
The main sample of this analysis has about 8 million events and a lower Q2-limit

of 100 GeV2. Additional samples were generated with minimum Q2 of 400, 1250 and
10000 GeV2 to keep the statistical uncertainty of MC insignificant across the whole
kinematic range of the analysis. The samples are summarised in Table 4.2. As shown,
even just the MC sample with Q2 > 100 GeV2 has more than 7 times more statistics
(i.e. luminosity and thus approximately events after selection) than the complete data
sample. Thus the statistical uncertainty due to MC can be neglected.

minimum Q2 [GeV2] generated events σ[pb] Luminosity[pb−1]

100 7999056 8111 986.2
400 1999958 1168 1712

1250 999993 198.1 5047
10000 260000 2.83 91990

Table 4.2: Details of the NC DIS MC samples used in this analysis.

4.2.2. Background Monte Carlo

The main background process for the NC DIS process as shown in previous analyses
(e.g. [84], [85], [82], [86]) is photoproduction, the Feynman diagram of which is shown

8The effect of this on the cross section measurement is discussed in Section 7.3.
9Thus including initial and final state radiation.
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in Figure 6.4. Its characteristics are discussed in Section 6.2.

The direct and resolved photoproduction (see Feynman diagrams shown in Figure
6.4) samples were generated by HERWIG [87]10 using CTEQ4D [88] PDFs. Due to the
high photoproduction cross section, the following cut was applied on the generator level:
Et > 30 GeV or pt > 6 GeV.

The samples used in the analysis are summarised in Table 4.3. On top of the given
luminosity a factor of 1.56 was applied, which was extracted for this sample in a previous
study [86, pp. 63-65].

maximum Q2 [GeV2] generated events σ[pb] Luminosity[pb−1]

direct 4 530000 2830 187.28
resolved 4 630000 11900 52.94

Table 4.3: Details of the photoproduction MC samples used in this analysis.

4.3. From Raw Data and MC to Data Tables

Data In order to reconstruct an event fully, the raw data of the TLT-selected events
described in Section 3.2.4 are processed using the reconstruction software package
ZEPHYR (ZEus PHysics Reconstruction) [89], which does data calibration and correc-
tion (e.g. for dead cells, see Section 4.5), runs the reconstruction codes for the compo-
nents and then relates the information to each other and reconstructs the event globally.
Finally it processes the events through physics filters and writes events passing at least
one physics filter to Data Summary Tapes (DST). Information about the physics fil-
ters selecting the events is also saved. These are the so-called DST-bits. This is in effect
a fourth level trigger and events with a common DST bit can be easily selected saving
CPU time.

Monte Carlo For MC events to be comparable to data, there has to be a different
approach. The output of the MC event generators consists of a list of the 4-vectors of
all final state particles. These enter a simulation of the ZEUS detector that describes
the response of all the components and the efficiency of the triggers.

This simulation of the detector is performed by the MOZART [90] [91] package,
which is based on GEANT [92]. Trigger simulation is done by the ZGANA (Zeus Geant
ANAlysis) package [90] [93] with the same trigger logic as for the real data. Afterwards
the response of the detector to the passage of the individual particles is simulated, for
which an identical reconstruction code as for data is used (ZEPHYR). Hence, the output
is given in the same format as for the data, allowing a direct comparison between MC
and data. In addition, information about the generated particles is saved.

The ZEUS detector and trigger simulations as well as the ZEUS reconstruction pro-
gram for MC are done using the ZEUS Monte Carlo production facility FUNNEL [94].
For the analysis described in this thesis funnel version num07t3.6 was utilised.

10HERWIG version 5.9 was used.
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Figure 4.3: Diagram of the ZEUS offline and MC simulation programs.

4.4. ZEUS Analysis Environment

The data and MC from the ADAMO tables can be analysed using either an ORANGE
job or an EAZE job and analysis code in C++ or FORTRAN11.

In this analysis the software package ORANGE (Overlying Routine for Analysis
Ntuple GEneration) [95,96] is used to analyse the real data (as well as MC) of the ZEUS
experiment. It contains the basic techniques and methods to perform standard parts of
a physics analysis which are common for many research projects and creates Ntuples
with specific variables appropriate for an analysis. The subroutines of the ORANGE
and related PHANTOM libraries can be adjusted and variables selected for the spe-
cific requirements of each analysis. With data preservation and easy access to the data
becoming more and more important for ZEUS, the Common Ntuple project has been
developed, where ORANGE Ntuples suitable for an as-broad-as-possible range of anal-

11EAZE jobs and FORTRAN have been extensively used in the past, but are hardly used nowadays.
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yses are produced and can be used for analyis now and in the future. The analysis
presented here was done on analysis Ntuples from ORANGE created specifically for
this analysis, but was compared to a Common Ntuple analyses [97].

Offline selection of detector data as well as of simulated events is based on ROOT [98]
using C++-code in the analysis described here.

Additionally the event display ZEVIS (Zeus Event VISualization)12 [100] can give
a visual impression of what a specific event "looks like" in the detector. Sometimes
checking peculiar events by eye-scanning is still of advantage.13

A flow-diagram of the processing of ZEUS data and simulated events is shown in
Figure 4.3.

4.5. Calorimeter Pre-corrections

Before reconstruction of the event the calorimeter information should be pre-processed
removing fake signals due to noise and aligning the calorimeter with respect to the
CTD.

Noise Sources for noise in the calorimeter can be faulty photomultipliers or electronics,
photomultiplier sparks and the inherent uranium radioactivity of UCAL.

The radioactivity noise was suppressed by requiring a minimum energy in the cells
and the threshold is increased if surrounding cells have no energy deposited.

Photomultiplier sparks are a spontaneous discharge of photomultiplier tubes fak-
ing a large energy deposit. The second photomultiplier tube of the same cell is not
affected by that and the energy balance of the two photomultiplier tubes can be used
for rejection of the sparks.

Noisy and dead cells were found looking at their long-term behaviour and corrected
for.

The energy scale of the three calorimeter parts (RCAL, BCAL, FCAL) was pre-
corrected on a cell-by-cell basis for the EMC section of RCAL and by an overall correc-
tion factor for the other UCAL parts.

Alignment The CTD is used as frame-of-reference for alignment at ZEUS. For a good-
quality reconstruction the position of the calorimeter with regard to the CTD needs to
be known very precisely as e.g the match of the track and a calorimeter cluster of an
electron depends on it.

The positions were measured by optical survey during shutdowns and checked and
refined using NC event electrons. The principle in using NC DIS events was comparing
the positions of the scattered electron using track position information from CTD and
cluster position information from calorimeter.

The precision reached for the data period of this analysis was about 1 mm and 1 mrad
for RCAL and BCAL and about 2 mm for FCAL. [86, p. 43]

12LAZE (Logical Access to ZEUS Events) [99] is an older ZEUS event display.
13This is especially the case for halo muons and cosmic muons, as there is no MC generated for these

background events.
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4.6. Track and Vertex Reconstruction

The tracks of each event are reconstructed based on the hit information from the CTD
and the MVD (and STT for the forward tracks). The Rigorous Track Fit method
(RTFIT) [101] is used for the track reconstruction. Within this method a weight is
assigned to each hit depending on the component it originated from. The weight is
based on the component’s resolution. The track fit itself is based on the Kalman filter
technique [102].

The vertex position was determined by extrapolation of the reconstructed tracks.14

4.7. Scattered e+ Reconstruction

For the analysis described here the identification of the scattered electron, on which
the event selection and kinematic reconstruction is based, is most important. Electron
candidates are characterised by a localized energy deposit in the electromagnetic part
of the calorimeter with no or little energy leakage into the hadronic part and usually a
track pointing towards it. Hadronic showers are on average transversally much broader
and longitudinally much deeper. In addition the scattered electrons should be well
separated from the hadronic system.

Extensive studies were done on the topic of electron identification and two sophisti-
cated algorithms have been developed at ZEUS to identify electrons and to quantify
their quality: EM [103] and Sinistra [104].

Both work in a similar way, but Sinistra is optimized for lower Q2, i.e. for the rear
region, whereas EM is better suited for FCAL/BCAL15 with high Q2 than Sinistra. A
detailed comparison of the finders can be found in [105]. In this analysis EM is used.

4.7.1. EM Finder

EM calculates many different sub-probabilities for each calorimeter cluster (e.g. for
the calorimeter shape of the electron) to calculate the likelihood of the cluster to be
an electron. These sub-probabilities are then combined to the so-called Grand Probabil-
ity. The seven sub-probabilities are based on:

1. The fraction of the energy in the HAC layers.

2. The fraction of the EMC energy outside the highest energy cell strip pair.

3. The fraction of the energy in the highest energy module pair.

4. The energy not associated to the candidate in an ηφ-cone of radius 0.8.

5. The difference of the polar angle θ for the calorimeter cluster and the track.

6. The difference of the azimuthal angle φ for the calorimeter cluster and the track.

14Also possible secondary vertices were reconstructed.
15EM is optimized for BCAL and FCAL separately for avoiding problems due to the crack between

the two.
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7. 1
E

− 1
Ptrk

, where E is the energy from calorimeter and Ptrk the momentum from
the track.

As 1-4 are calorimeter variables and 5-7 include tracking, the last three sub-probabilities
can only be calculated, if a track is matched to the calorimeter cluster. The distribu-
tions of the subprobabilities are shown in Figure 4.4 for the selected scattered positrons
of the NC DIS sample of this analysis.

From all available N sub-probabilities the Grand Probability is calculated using fol-
lowing formula:

PGrand = P
N−1
∑

k=0

(− log P )k

k!
, (4.2)

where P is the product of the sub-probabilities: P =
∏N−1

i=1 pi. If no track is matched,
but the electron is found in the CTD acceptance region (0.3 < θ < 2.85), the probability
is reduced by a suppression factor.

As the Grand Probability is a kind of multiplication of several probabilities below 1,
any value above 0.001 still corresponds to a good electron candidate.

The EM Calorimeter Probability is calculated in the same way, but only taking into
account the calorimeter variables (1-4), even if a track is associated to the candidate.

The Selection Probability PSel of the EM finder is a tool to find a candidate with
not only a high probability to be an electron, but to be the scattered electron. It is
calculated as

PSel = PGrand · 1

Q4
· Ppt , (4.3)

where Ppt is the probability calculated that it is not a fake scattered electron with
another candidate with high transverse momentum being the correct one (Ppt=1, if
there is no other candidate).16 The term 1

Q4 comes from the DIS cross section and

suppresses candidates with a Q2 that is higher, as events with higher Q2 happen less
often and thus the probability of that electron to be the DIS electron is lower. The EM
electron candidates are ordered according to their Selection Probability.

4.8. Reconstruction of Hadronic Final State

The hadronic final state (HFS) is reconstructed from all anergy deposits (and tracks)
except for the ones associated with the scattered electron.

16 Ppt is

1. 1, if there is no other electron candidate;

2. based on the pt of the candidate ptrue
t and the pt of the candidate with the second highest pt

(then taken as p
fake
t ), if the candidate is the one with the highest pt;

3. based on the pt of the candidate ptrue
t and the pt of the candidate with the highest pt (then

taken as p
fake
t ), if the candidate is not the one with the highest pt.

In the second and third case the value of Ppt is calculated using a formula depending on the bin of ptrue
t

and r(pfake
t , ptrue

t ) = log(
p

fake
t√

((ptrue
t

)2+1)
). This formula is of the form A · e(−B·(r(p

fake
t

, ptrue
t )+C)

D

,

where the parameters A, B, C and D depend on the bin.

48



For the analysis described in this thesis the CorAndCut [106] algorithm was used for
the reconstruction of the HFS. CorAndCut uses calorimeter and vertex information. It
calculates the angle of the clustered calorimeter energies as an energy-weighted mean.
CorAndCut suppresses bias from the "backsplash" (energy deposits, which are not from
the ep interaction point and are mostly due to back scattering from the calorimeter)17.
Thus CorAndCut improves the measurement of γhad, which is important for the recon-
struction of kinematic variables in this analysis. In addition CorAndCut includes energy
corrections leading to an agreement of data and MC simulation on a few percent level.

4.9. Reconstruction of Kinematic Variables

The kinematic variables of the events must be accurately reconstructed in order to
measure the cross sections precisely. The main kinematic variables of DIS are Q2, x and
y (see Section 2.1.1). They are related through Equation 2.6, Q2 = xys, and the squared
centre-of-mass energy s is known. Therefore, two measured variables are sufficient to
reconstruct Q2, x and y. In this section different methods to reconstruct the event
kinematically are described. They differ in the choice of measured variables used for
reconstruction, and are employed to correct for various detector effects.

They are all based on the four-vectors of the electron and the hadronic system after
the scattering (k′ and p′) as well as the knowledge about the four-vectors of the beam
electron and proton (k and p) and momentum and energy conservation. The four-vectors
are18
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0
0

−Ee
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E′
e

E′
e sin(θe) cos(φe)

E′
e sin(θe) sin(φe)
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Ehad

E′
had sin(γhad) cos(φhad)

E′
had sin(γhad) sin(φhad)

E′
had cos(γhad)













,

(4.4)
where Ee is the energy of the incoming electron and E′

e the energy, θe the polar angle
and φe the azimuthal angle of the scattered electron. Ep is the proton beam energy and
Ehad, γhad and φhad are the energy, polar and azimuthal angle of the hadronic system
respectively. Additional useful observable quantities are the transverse momenta of elec-
tron and hadronic system pe

t and phad
t and the difference of the energy and longitudinal

momentum component E − pz.19

4.9.1. Electron Method

In the Electron Method the measurements of the energy and the polar angle of the
scattered electron are used for the reconstruction of the kinematic variables20:

Q2
el = 2EeE′

e(1 + cos(θe)) , (4.5)

17For HERA-II study and update see [85, 65-68].
18The masses are neglected.
19In Section 6.1 the importance of E − pz for the NC DIS measurement is explained.
20The equations assume no initial and final state radiation.
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xel =
Ee

Ep
· E′

e(1 + cos(θe))

2Ee − E′
e(1 − cos(θe))

, (4.6)

yel = 1 − E′
e

2Ee
(1 − cos(θe)) . (4.7)

The Electron Method is well suited for high-y measurements, at small y the resolution
in x is not sufficient.

4.9.2. Jacquet-Blondel Method

In the Jacquet-Blondel Method the measurements of the energy and the polar angle of
the hadronic system are used for the reconstruction of the kinematic variables:

Q2
JB =

(phad
t )2

1 − (E−pz)had

2Ee

=
(phad

t )2

1 − yJB
, (4.8)

xJB =

(phad
t )2

1−
(E−pz)had

2Ee

s · (E−pz)had

2Ee

=
Q2

JB

s · yJB
, (4.9)

yJB =
(E − pz)had

2Ee
. (4.10)

At low y and low Q2 this method is less reliable due to low hadronic energy in the
detector. The Jacquet-Blondel Method is used for the reconstruction of CC DIS events,
where the scattered neutrino is not detected.

4.9.3. Double-Angle Method

The Double-Angle Method combines information from the scattered electron and the
hadronic final state and uses the angles of the electron and the hadronic system for the
reconstruction of the kinematic variables:

Q2
DA = E2

e

sin(γhad)(1 + cos(θe))

sin(γhad) + sin(θe) − sin(γhad + θe)
, (4.11)

xDA =
Ee

Ep
· sin(γhad) + sin(θe) + sin(γhad + θe)

sin(γhad) + sin(θe) − sin(γhad + θe)
, (4.12)

yDA =
sin(θe)(1 − cos(γhad))

sin(γhad) + sin(θe) − sin(γhad + θe)
. (4.13)

The major advantage of the Double-Angle Method is that it does not depend on the
absolute calorimeter energy measurement in the detector, so it is almost insensitive to
the calorimeter energy scale and its uncertainty. It has been shown that the Double-
Angle Method is the best-suited two-variable method (i.e. all described methods except
for Kinematic Fitting) for the kinematic region of this analysis [107], [85, pp. 49-54]
and therefore it is used as main method for reconstruction of the kinematic variables
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in this thesis.21

4.9.4. Kinematic Fitting

In Kinematic Fitting [108] the energy and angle of the scattered electron and the
hadronic system are used. As all available information is taken into account, improve-
ment of the precision of the measurement is expected. In addition, this method gives
the possibility to extract the energy of an initial-state-radiation photon, Eγ . At HERA
it has recently been tested for high-x NC DIS analysis [109] and will be explained in
more detail in [110].

The aim of the fit is to get the set of x, y and Eγ (λ = (x, y, Eγ)) values with
the highest probability. For that, during the fit λ-points are supplied and from it the
values D = (E′

e, θe, Ehad, γhad) are calculated and compared to the measured values
Dmeas. Then the probability for λ to be true if Dmeas is measured P (λ|D), is calculated
according to Bayes’ theorem:

P (λ|D) ∝ P (D|λ) · Q(λ) . (4.14)

P (D|λ) (the likelihood to measure D, if λ is the true value) and Q(λ), the prior for λ22,
need to be supplied.

Finding P (D|λ) is the central point of the Kinematic Fitting Method. In the simplest
case it is a Gaussian distribution centered at the true values for all measured variables.

At ZEUS the λ of the highest probability was calculated using BAT [111].
Resolution for very high x (greater than 0.1) is shown to be better for Kinematic

Fitting [109], but for the phase space of the analysis described in this thesis the re-
construction using the Double-Angle Method is of about the same quality as using
Kinematic Fitting.

21The resolution of the Double-Angle Method worsens for small values of either angle, but that is not
a severe problem for the presented analysis.

22In case of the high-x NC DIS analysis [109] Q(λ) = (1−x)5 ·
1+(1−

Eγ
Ee

)2

y2x2·
Eγ
Ee

was used, but the dependence

on the choice of prior was shown to be small.
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Figure 4.4: Control distribution of the EM subprobabilities (explained in Section
4.7.1)and the EM Grand Probability for data (black data points) compared to NC
DIS MC (cyan histograms) and the php background from MC (yellow histogram).
The selection is the one described in Chapter 6.
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5. Corrections Applied to the Data and

MC Samples

Even though the event kinematics are already well-reconstructed and the Standard
Model Monte Carlo describes the distributions reasonably after the procedures de-
scribed in Chapter 4, for the high-statistics and high-precision measurement of NC
DIS described in this thesis an improvement is highly desirable. Therefore additional
studies were done and corrections were developed to improve the understanding of the
samples, the precision of the reconstructed variables and the description of data by the
Monte Carlo simulation. As for the extraction of cross sections the acceptance correc-
tion is required (which is extracted from the MC prediction) this description is vital for
a precise measurement.

The studies described in this chapter were done with NC DIS events selected with a
similar selection as the one described in Chapter 6.

5.1. FL Correction

The cross section for NC DIS does depend on the longitudinal structure function FL

(see Section 2.4). For this high-Q2 analysis the influence of FL is rather small compared
to the influence from F̃3 and especially F̃2, but it cannot be completely neglected. From
Equation 2.27 it is easily visible that the main influence of FL is for high values of
the inelasticity y. The influence of FL for NC DIS at HERA is for example discussed
in [112, pp. 79-82], where it is quoted as up to 10% at high y and small x.

The MC used in this analysis has FL set to 0. The reason is that for unfolding cross
sections from HECTOR [113] were used, where FL is set to 0, so that for cancellation
reasons the MC needs to have FL = 0 as well (see Section 7.2).

It follows that for obtaining a good description of the data by MC (i.e. for the control
plots mainly) a correction is needed to take FL into account. For that purpose the MC
is reweighted in bins of simulated x and Q2 using a factor extracted from dividing a
prediction of CTEQ5D with (σFL

) and without (σ0) FL in each bin [114] [115]:

wFL
=

σFL

σ0
. (5.1)

The result is the reweighting factor wFL
used for the distribution comparison only.1 The

effect is especially visible in y and related variables and is illustrated in Plot 5.1, where
the influence and better description of the data at high y after inclusion of FL is visible.
The overall effect on normalisation of this correction is 1% for the investigated sample.

1All other corrections are applied both for distribution comparison and acceptance correction.
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Figure 5.1: Distribution of yDA with data (black data points) and SM MC (NC
and php) with (blue hashed histogram) and without (red hashed histogram) FL

included. In addition the ratio of data and MC is shown in the lower part of the
plot: red filled triangles for the SM predictions without and blue open circles for
the predictions with FL.

5.2. Polarisation Correction

As the NC DIS MC used (see Section 4.2.1) does not include polarisation, a correction
was needed to take into account the effects of the positron beam polarisation. For
that HECTOR interfaced to BASES [113,116] was used: Integrated cross sections were
predicted for bins in Q2 without polarisation (σunpol) and with the average polarisation
(σpol) for the data period. In each bin a correction factor wp was calculated by dividing
the two and this factor was applied to the MC events generated with a Q2 value within
this bin:

wp =
σpol

σunpol

. (5.2)

The influence on the total number of events is about 1% upwards for RH and 1%
downwards for LH data. In the lowest Q2 bins (of the cross section) the influence is of
the order of half a percent, in the highest bins of the order of 10%.

5.3. Different Running Periods

In Section 4.1 it was already mentioned that there is a sub-division of the LH period.
The decision to divide the samples originates from observed differences regarding the
events per integrated luminosity (called rate in this section) of NC events within the
sub-periods: Looking at the rates of NC events the drop of event numbers going from
the RH to the LH period can be clearly seen (see Figure 5.2). In addition there is a
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drop after the shutdown in early 20072.

Run number
60500 61000 61500 62000 62500

1600

1800

2000

2200

2400

-1Events per pb

Data rate
Data rate averaged 
MC expectation
RH->LH
LH1->LH2

-1Events per pb

Figure 5.2: The rate (events per integrated luminosity) of NC events in the final
sample (black points, bar is error on luminosity measurement) compared to the ex-
pectation of the Standard Model. The blue line indicates the switch of polarisation
from RH to LH, the red line the shutdown in early 2007. Here the MC prediction
only includes the polarisation correction and selection is without the loosened cut
on track requirement.

Whereas a rate drop is expected from the RH period compared to the LH period due
to polarisation effects (see MC prediction in the Figure), there is no obvious explanation
for the difference between the LH13 and the LH24 period.

Subdividing the LH period into LH1 and LH2 is thus motivated by three reasons:

• The rate difference between the two sub-periods

• The fact that there was the extended shutdown between these runs, which might
have affected detector conditions [117]

• The differences in distributions as shown in this section

The following possible reasons were investigated to account for the rate drop and are
finally able to explain it reasonably well:

1. General trigger inefficiencies and problems with trigger variables (see Section 5.4)

2. Track Veto Efficiency (see Section 5.5)

3. Track Matching Efficiency (see Section 5.9)

4. Differences in the Zvtx distribution (see Section 5.7)

5. Problems with the luminosity measurement (see Section 5.3.2)
2The last physics run before the shutdown was 62003 and the first after 62050.
3Runs from 61548 to 62003
4Runs from 62050 till 62639
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5.3.1. Comparison of Variables

The distributions of all variables on which cuts were applied and of some important
other variables were compared between the LH1 and the LH2 data period (and RH for
cross check). Mostly the difference of the shape of the variable distributions between LH1
and LH2 was about the same size (or less) as the difference between RH and LH1, so a
usual fluctuation related not only to statistics, but also due to minor detector changes
(changes with time and due to shutdowns)5. As an example, the plot for the comparison
of the positron angle φ is shown in Figure 5.3. The only significant differences found were
in the tracking variables (see Figure 5.4) and the Zvtx (see Figure 5.5) distributions.
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Figure 5.3: Distribution of the angle φ of the positron for the different data periods
RH (cyan histograms), LH1 (red data points) and LH2 (black filled data points).
In the lower part of the plot the ratio of the two LH periods and the RH period is
shown (LH1/RH (red data points) and LH2/RH (black filled data points)).

The tracking variables seem to indicate that the tracking was somehow worse for
LH2 compared to LH1. The tracks being reconstructed by few superlayers are more,
the ones with more superlayers are less.6 This supports strongly the described need to
do corrections for tracking and to do them separately for LH1 and LH2. This difference
is as much as possible resolved by the sub-period dependent TVE and TME corrections
described in Sections 5.5 and 5.9.

The Zvtx distribution of LH2 period shows that there are more satellite and less
nominal events. This proves the point of doing the Zvtx-reweighting for the periods
separately, which makes MC mimic this behaviour and thus resolves the problem. This
procedure is described in Section 5.7.

5Comparing RH to LH one needs to be very careful though as the polarisation effects come into play.
So the normalisation is different and in many cases also the shape of the distribution of the variable.
The polarisation of LH1 and LH2 is within the error of the polarisation measurement the same (see
Table 4.1).

6It should be mentioned that the plot shows the fraction of selected events, not the number of evetns.
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Figure 5.4: Distribution of the number of superlayers detecting the track associ-
ated with the positron for the different data periods RH (cyan histograms), LH1
(red data points) and LH2 (black filled data points). In the lower part of the plot
the ratio of the two LH periods and the RH period is shown (LH1/RH (red data
points) and LH2/RH (black filled data points)).
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Figure 5.5: Distribution of the longitudinal vertex position (in cm) for the different
data periods RH (cyan histograms), LH1 (red data points) and LH2 (black filled
data points). In the lower part of the plot the ratio of the two LH periods and the
RH period is shown (LH1/RH (red data points) and LH2/RH (black filled data
points)).
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5.3.2. Rates and Luminosity Measurement

A drop of the event rate (events per integrated luminosity) could also be caused by a mis-
measurement of the luminosity (see Equation 3.5). After all corrections it is about the
size (1%) that luminosity measurement could vary between periods7 [118]. As the MC
is reweighted according to luminosity, the event numbers from MC scale linearly with
the luminosity, so that difference could be explained by luminosity mismeasurement.8

For run-dependent luminosity measurements (see descriptions in Section 3.2.1) values
from PCAL are used, which are rescaled by 1% based on the longterm ratio of LSP EC

LP CAL
.

PCAL uses for its acceptance calculation the beam widths measured by SPEC, as
they are more precise. For the run period in question (LH2), SPEC was offline for a
considerable time (see Figure 5.6) and for PCAL luminosity calculation average values
from other periods were used for the beam widths. It is of course not clear, whether these
values are correct within the needed precision (normally every three minutes they are
updated), especially since there was a shutdown in-between and the beam positions at
the interaction points have changed (see Figures 5.7 and 5.8). The acceptance correction
is described in detail in [59, Ch. 4.3]. Figure 5.9 illustrates the need for a geometrical
acceptance correction. As one can see from that figure, the dependence on the y-position
and width is much smaller than the one for x, where one can expect a difference of the
result in the luminosity measurement of 1% for a width increase of 1 mm [119].

During later runs in the LH2 period, SPEC was partially working (without the down-
x part, this is the so-called noDX period) [121] [118] and it is possible to reconstruct σx

and σy with another method. A study was done of how much the reconstructed values
are biased through this method. (Results are shown in [120], where there are also details
about the technical reasons for the noDX period and the reconstruction method.) It was
found that σx = is measured 0.6 mm too large and σx = is measured 0.5 mm too large
on average using the new method. As for this analysis even small luminosity differences
are important, approximate values of the beam widths for the available period were
calculated:

• Approximate value of σx =21.5 mm (as measured with the new method) -0.6 mm
(influence of the new method)=20.9 mm

• Approximate value of σy =10.2 mm (as measured with the new method) -0.5 mm
(influence of the new method)=9.7 mm

The influence of σy is considered negligible, but the value of σx is significantly off the
value of 2.2 cm used as average for PCAL [119]9. The above approximation would lead
to the statement that luminosity might be overestimated by about 1% for LH2 period.

Another approach for approximating the error of the LH2 luminosity measurement
is to look at the typical fluctuation of σx. Judging from Figure 5.6, there seems to

7LH1 and LH2 are not separate periods though. And as shown later the error might actually have
different reasons than what is the cause for this 1% uncertainty between periods.

8Finally after all found differences between the LH1 and LH2 period have been corrected, there is still
a slightly larger rate drop between the two periods than can be accounted for (see Figure 6.12 and
Table 6.1).

9This value is not directly comparable though as the value from SPEC would need to be geometrically
corrected for SPEC.
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Figure 5.6: Change of σx (upper plot) and σy (lower plot) from SPEC with time/
run number. The arrow labelled vacuum leak indicates the transition from LH1 to
LH2 (LH2 period is also indicate by dashed red line). The light blue shaded part is
the part, where SPEC was (partially) offline and PCAL used average values for the
acceptance correction. The solid red line is the noDX period of the spectrometer.
The plot is taken from [120].
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Figure 5.7: Change of Xvtx (in cm) with time/run number: Shown is the mean
value of Xvtx and its RMS for each run. LH1 sub-period starts at 61548, LH2
sub-period at 62050.

be a variation of σx of about 1 mm, which is (according to above’s approximation)
equivalent to a luminosity value variation of about 1%. So the additional systematic
error on the luminosity measurement of the affected period (without up-to-date values
of σx from SPEC for acceptance correction) is about 1%. This is in good agreement with
the number from the calculation from noDX period and done for this analysis. For final
values, it would be necessary to feed the new σx (and σy) values into the acceptance
correction for PCAL and get more precise luminosity values for the LH2 period and
reduce its error.
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Figure 5.8: Change of Yvtx (in cm) with time/run number: Shown is the mean
value of Yvtx and its RMS for each run. LH1 sub-period starts at 61548, LH2 sub-
period at 62050.
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Figure 5.9: Projection of the acceptance contour (black lines) due to the HERA
beam line and simulated spatial distribution (points) of the photons on PCAL [59,
Figure 14].

61



5.4. Trigger Variable and Rate Studies

One of the reasons why there are less events for a period than expected from comparing
to other periods could be event loss at the trigger level. Thus it is very important to
know the trigger efficiency precisely and implement this precise knowledge into the MC
simulation.

5.4.1. Trigger Variables

Here two very basic things were studied on FLT level: whether the events triggered
really satisfied exactly the criteria (described in Appendix B) they should, and whether
the trigger rate stayed within the expected fluctuations constant over time.

All variables used on FLT level were investigated and plotted for all NC events
triggered by this FLT bit. An efficiency was then calculated through division by all NC
events satisfying the supposed criteria. Though the sample is biased due to the selection
of NC events10, problems with the trigger bits should show up. An example plot is shown
in Figure 5.10, where the efficiency of FLT 40 is shown as a function of the EMC energy
in the calorimeter. It can be clearly seen that the investigation of FLT bit 40 shows
results in accordance with the description of the bit (see Appendix B), which requires
events with more than 20 GeV of CAL_EMC11 and really triggers the events satisfying
this criterium (as the efficiency is close to 1 for events with CAL_EMC >20 GeV).

Most of the bits were shown by this study to behave as expected, only bits with
a requirement on RCAL_EMC do show a problem. This can be seen especially well
for FLT 30 of which a plot is shown in Figure 5.11. Not all events which should be
triggered, are triggered for data (efficiency is lower than 1). In contrast, the MC shows
the expected behaviour, the limit on RCAL_EMC for FLT 30 being about 4 GeV.
That means that for the data there is a clear problem. A correction routine will be
described in Section 5.4.3.

5.4.2. Trigger Rates

The number of events per pb−1 for each trigger bit used in this analysis (FLT, SLT and
TLT) was plotted as a function of run number to check for periods in which the trigger
was not working in the expected way. For most of the bits no peculiarity was found (see
Figure 5.12 for an example and Appendix D for the other bits).

The problem for the bits depending on RCAL_EMC (the so-called RISOE bug),
which was described above, is visible here as well though. In Figure 5.13, which shows
the rate of FLT 30, there is for part of the right-handed period14 some runs for which
the rate is considerably lower. This is visible by a kind of double-line: some of the runs
are along a line of about 0.0015 events per attobarn as for the other periods, but some
are along a line of about 0.0009 events per attobarn. These are the bug-affected runs.

10As there is no possibility of having a non-trigger biased sample, a sample with NC selection was used
for this study. That made it also possible to compare to MC.

11All the subtriggers used and their variables are explained in Appendix B.
12See Appendix B for explanation.
13See Appendix B for explanation.
14runs 60226 till 60778
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Figure 5.10: Efficiency of the FLT variable CAL_EMC12 [in MeV] for FLT 40
with data (black data points) and NC MC (cyan histograms). In addition the ratio
of data and MC is shown in the lower part of the plot.
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Figure 5.11: Efficiency of the FLT variable RCAL_EMC13 [in MeV] for FLT 30
with data (black data points) and NC MC (cyan histograms). In addition the ratio
of data and MC is shown in the lower part of the plot. The efficiency below unity
for data is due to the RISOE bug explained in Section 5.4.3.
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by FLT 30.
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5.4.3. RISOE Correction

The reason for the RISOE bug, which can be clearly seen in the FLT bits based on
RCAL electrons (30 and 36 for this selection), has been first described in [122].

Within the period of runs 60226 till 60778 for specific trigger settings15 the threshold
of RCAL_EMC used for the bits in question was not set properly (i.e. to about 4 GeV)
but to infinity. As the logic of these bits is an OR of requirements on RCAL_EMC and
RCAL_EMC_T H, events were still passing the trigger slot through the RCAL_EMC_T H
criteria, so the rate did not drop to 0 and the problem was not immediately spotted.
About 15 pb−1 of data were affected. The double-line feature of Figure 5.13 can be
explained by only some trigger configurations being affected16.

Though the influence is small as the bug only biases events which are exclusively
triggered by FLT 30 and 36 (i.e. about 3.5% of events) of about one tenth of the
sample, a correction routine was applied to compensate for this effect.

The correction routine (see [122], [86, p.100] for details), does select data events of the
same kind as the affected events and gives them a weight higher than 1 to compensate
for the lost events. The total effect for this analysis is about 0.15% on total number of
events from data (about 0.25% of RH data, LH is unaffected).

5.5. Track Veto Efficiency

On FLT level most of the trigger bits do have a track veto (for details on the FLT
bits see Appendix B). That means that events with a special track topology are not
selected even if they satisfy the other criteria. Track vetoing is based on the so-called
track classes, which are a function of the number of all tracks and vertex-fitted tracks17

and which are shown in Figure 5.14. For the FLT bits used in this analysis there are
the following track vetoes:

1. Track class 2 is rejected (FLT bits 36, 41 and 47)

2. Track class 2 is rejected and track class 8 if there are at least 26 tracks (FLT bit
40 and 28 if isolated electron is found in FCAL)

3. Track classes 0, 1, 2 and 8 are rejected (FLT bit 44)

4. Track classes 0, 1, 2 are rejected (FLT bits 39, 43 and 46)

5. Track classes 0, 1, 2 are rejected and track class 8 if there are at least 26 tracks
(FLT bit 28 if isolated electron is found in BCAL)

6. No track veto (FLT bit 30)

The problem is that tracking is not well described in the MC simulation (as has been
seen in Section 6.5). This is unfortunately true for the tracking classes as well (see
Figure 5.15), which leads to different efficiencies for the trigger selection based on these
track classes.
15affected were STD_060801_High/Low, STD_060823_High
16not affected were STD_060801_Low_LER, STD_060823_Low
17Here number of all tracks and vertex-fitted tracks refers to these variables on FLT level. After the

whole reconstruction chain the numbers are often different.
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Figure 5.14: Definition of track classes from [123].
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Figure 5.15: Distribution of the track classes for data events (black data points),
NC MC from the funnel version num07t3.6 used in this analysis 18 (cyan histograms)
and NC MC from funnel version num07t3.1(empty histograms with wider black
line). In addition the ratio of MC and data is shown in the lower part of the plot.

From Figure 5.15 it can be concluded that for the sample of this analysis track
classes 0 and 1 do hardly play any role19, which is due to the requirement of good
tracks (see description of selection in Sections 6.4.1 and 6.4.2). That means that track
veto conditions 1 and 4 do not need to be treated separately. These veto conditions
are called loose track veto from now on. Track veto types 2 and 5, which also differ by
track classes 0 and 1 only, are subsumed as semi-loose veto and track veto condition 3
is called tight track veto.

As the aim is to correct for the different efficiencies in data and MC, a method is
devised to extract the efficiencies from data and MC. For that FLT 30 is used, as it
is the only one without a track veto. So a sample is created from the NC selection by
requiring FLT 30 for all events. Then the efficiency Eff is calculated as

Eff =
NF LT 30&&T rack V eto

NF LT 30
, (5.3)

where NF LT 30 is the number of events of NC selection with FLT 30 and NF LT 30&&T rack V eto

is the number of events of NC selection with FLT 30 plus the requirement of the track
veto in question.

The efficiencies were plotted for loose, semi-loose and tight track vetoes as a function
of different variables (kinematic and detector-related). An example is shown in Figure
5.17. There were three important conclusions drawn from these studies:

• The difference between semi-loose and loose track veto is negligible.20

18For a description of the funnel versions and their main differences see Section 5.6.
19They are the track classes for events without any vertex track found on FLT level.
20This is quite reasonable as they differ only for events with track class 8 and at least 26 tracks. As
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Figure 5.16: Distribution of the track multiplicities on FLT level for data events
(black data points), NC MC from funnel version num07t3.6 (cyan histograms) and
NC MC from funnel version num07t3.1(empty histograms with wider black line).
In addition the ratio of MC and data is shown in the lower part of the plot.

• There are considerable differences between the different data (sub-)periods, so the
correction needs to be done sub-period dependently (see Figure 5.17).

• There is a dependence on other variables, most notably γhad (also visible in Figure
5.17), so a correction factor should be variable-dependent.

To take all these points into account the efficiency ratio of data and MC was fitted for
each sub-period (and all data) for the (semi-)loose and tight track veto as a function of
γhad. γhad was chosen as it is highly correlated with the number of tracks, but correcting
on it avoids a direct bias due to the difference in the distributions of number of (vertex)
tracks for data and MC.21 A fourth degree polynominal was found to describe the
efficiency reasonably well and was used for fitting. The results for loose track veto can
be found in Figure 5.1 and for tight track veto in Figure 5.2.

The weight for each MC event was then multiplied by the track veto efficiency (TVE)
weight wT V E , separately for the following three cases:

• If FLT 30 triggered the event wT V E=1, i.e. no correction as FLT 30 does use no
track veto.22

• If the event was not triggered by FLT 30, but by any event with a (semi-)loose
veto, wT V E was calculated by Equation 5.4 using the (semi-)loose parameters

can be seen from Figures 5.15 and even more importantly 5.16, the number of these events is very
small.

21Due to the problematic simulation of the tracking variables, there are events of different physics
topology in data and MC in a bin of a direct tracking variable (e.g. number of tracks). Thus when
comparing events from data and MC in a tracking bin, you compare apples and oranges and bias
the correction.

22FLT 30 triggers about 75% of the events in the final selection.
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Figure 5.17: Loose track veto efficiency as a function of γhad for MC (black points),
RH data (green upward triangles) and LH data (blue downward triangles). In ad-
dition the ratio of MC and data efficiency is shown in the lower part of the plot.

tabulated in Table 5.1.
• If the event was neither triggered by FLT 30, nor by any event with a (semi-)loose

veto, wT V E was calculated by Equation 5.4 using the tight parameters tabulated
in Table 5.2.23

The weight applied was calculated using the following equation:

wT V E =
1

p0 + p1 ∗ γhad + p2 ∗ γ2
had + p3 ∗ γ3

had + p4 ∗ γ4
had

. (5.4)

Period p0 p1 p2 p3 p4

All 1.008927 0.020829 -0.030502 0.021778 -0.004404

RH 1.006749 0.024269 -0.043516 0.030723 -0.006285

LH 1.011914 0.016892 -0.014096 0.010123 -0.001924

LH1 1.011645 0.010865 -0.014184 0.016096 -0.003931

LH2 1.012364 0.025045 -0.012312 0.000068 0.001311

Table 5.1: The parameters of the fourth degree polynomial (semi-)loose efficiency
correction function of Track Veto Efficiency for each sub-period.

The overall effect on the number of events is about 0.4% for RH and 0.7% for LH
data. For the discussion of the error of this efficiency extraction, refer to Section 7.6.

23This is only the case for the very small number of events being triggered exclusively by FLT 44.

69



Period p0 p1 p2 p3 p4

All 1.017347 0.089308 -0.094140 0.061045 -0.012465

RH 1.014636 0.093528 -0.116458 0.072666 -0.014321

LH 1.020805 0.086463 -0.067830 0.046565 -0.010079

LH1 1.022110 0.052672 -0.022951 0.029992 -0.008566

LH2 1.018845 0.136703 -0.135377 0.071864 -0.012481

Table 5.2: The parameters of the fourth degree polynomial tight efficiency correc-
tion function of Track Veto Efficiency for each sub-period.

5.6. Funnel Versions

The funnel version (see Section 4.3 for explanation of funnel) used in this analysis is
num07t3.6. Results have been cross-checked with num07t3.1 and num07t4.1. The most
important difference between the versions is the CTD gas gain settings. In neither of
the versions are they simulated perfectly (which is the main reason for the necessity of
TVE correction), but the description in num07t3.6 is significantly improved compared
to num07t3.1 (see trigger plot in Figure 5.18 still without corrections).

The final analysis (including all corrections) has been cross checked using num07t4.1
and been proven to agree well within the expectation. In num07t4.1 it is possible to have
run-depedent settings (that means MC simulates the time-dependent differences), but
as within this analysis the whole sample is used and our corrections take into account
the sub-period-dependencies, num07t3.6 is sufficient. The only important difference seen
in the distributions of variables is for the trigger bits, especially 44 (see Figure 5.19).
As described in Section 5.5 (details in Appendix B) 44 is the only trigger bit with tight
track veto used in this analysis and thus the difference is expected due to the CTD
gas gain differences. The only trigger bit where no difference is seen is the FLT bit 30,
which is the one without any track veto, thus the above interpretation is confirmed.
To conclude: it is expected that the results from num07t3.6 would be reproduced very
exactly with num07t4.1 if the corrections were re-extracted based on them.24 As by
far the main difference of the different funnel version is due to the track vetoes, the
systematic uncertainty of the choice of funnel version is accounted for by the uncertainty
of the TVE correction (see Section 7.6).

5.7. Correction of the Longitudinal Vertex Position

The interaction vertex is reconstructed for each event using tracks from charged par-
ticles measured by the tracking system of the ZEUS detector (see Section 3.2.2). The
longitudinal vertex position Zvtx does affect the reconstructed kinematics as the angle
in the coordinate system of the detector is a function of the scattering angle and the
vertex position. Thus it is very important to have a good consistency of vertex distri-
butions of real data and simulation to be able to use the simulation for the acceptance
correction. In addition it is necessary to impose restrictions on the Zvtx position to

24Similarly it would probably be possible to use num07t3.1 with the proper set of extracted corrections.
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Figure 5.18: Distribution showing the number of weighted events triggered by
each FLT bit used in this analysis (the number on the x-axis refers to the number
of the FLT bit) within data (black points), num07t3.1 MC (red hashed histogram)
and num07t3.6 MC (blue hashed histogram). The upper plot shows the absolute
event numbers, the middle plot the ratio of data and MC prediction (3.1: filled
triangles, 3.6: empty circles) and the lower plot the ratio of the different MC funnel
versions.
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remove non-ep background, which necessitates a good description of the vertex position
in MC as well. As the vertex position changes for different runs (i.e. accelerator and
detector conditions) as depicted in Figure 5.20, it is necessary to do the extraction of
the Zvtx distributions anew for each period one wants to measure separately. In case of
this analysis it was done for the whole 06/07 e+p-running as well as RH period, LH1
and LH2 (for description of this periods see Section 4.1) alone. Comparing the whole
set to adding RH, LH1 and LH2, results were consistent.
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Figure 5.20: Change of Zvtx with time: Shown is the mean value of Zvtx (in cm)
and its RMS for each run. LH1 sub-period starts at 61548, LH2 sub-period at
62050.

The method of extracting the Zvtx distributions is described e.g. in [124] and the
extraction for this period in more detail in [97]. As the trigger and detector are biased
towards events in the central region, this bias needs to be taken into account and
compensated as well as possible to describe the event vertex properly. The region of
-100 cm to 100 cm, in which the distribution is extracted, is thus divided in three parts,
where the efficiency is then measured and fitted. Based on that a Zvtx distribution is
reconstructed from the measured events and fitted with the sum of seven Gaussians (1
central peak, 4 electron satellite peaks, 2 proton satellite peaks).25 The fit is shown in
Figure 5.21.

The result is shown in Figure 5.22 for one sub-period. It can be clearly seen that the
description of the longitudinal vertex distribution has been improved much compared
to the previously extracted distributions.

The Zvtx-reweighting shows significant differences between the different periods, which
can account for a considerable part of the rate drop between LH1 and LH2 seen in Fig-
ure 5.2. The different Zvtx-distributions are the reason for nearly 3% of rate difference
between the LH1 and LH2 data period.

25Other fits e.g. with 5 Gaussians were found to describe the distribution only slightly worse. The
difference on the final NC analysis is extremely small.

26The period shown is the LH2 period with the highest influence of the Zvtx reweighting on normalisa-
tion.
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Figure 5.21: Fit of the Zvtx distribution: Data is shown in black points, the central
peak in red, the electron satellites in green and the proton satellites in blue. The
black line is the fit (sum of the seven Gaussians). From [125].

5.8. Energy Corrections

A precise measurement of the electron energy is highly relevant for this analysis. Starting
on the raw energy measurement from the calorimeter there are different effects which
have to be taken into account and corrected for to get as close as possible to the
true energy of the electron and to have the detector response well-modeled in the
Monte Carlo events. The steps taken in this process are described in this section. The
measurement of NC DIS is much less sensitive to the hadronic energy (see Section 7.5
for details). As one can see from Figure C.5 the hadronic angle (which is the variable of
the most importance that is directly related to the hadronic energy) the hadronic energy
was already described precisely enough for this analysis. It is based on the CorandCut
correction routine described in [106] and included in the ORANGE [95] environment.
Thus only the electron energy measurement was optimised in course of this analysis.
As statistics are very low for the FCAL, the energy of the FCAL electrons was taken
from past studies included in the ZEUS analysis environment, whereas for the RCAL
and the BCAL the raw measured energy was taken and calibrated specifically for this
period and analysis in several steps.

5.8.1. Cell-wise and Radial Factors in the RCAL

The cell-wise and radial correction factors27 (for the RCAL) were extracted comparing
the measured energy to the energy from the Double-Angle method described in Section
4.9.328. Using this method the energy of the scattered lepton is written as a function of

27They were applied during Ntuple creation and optimised iteratively.
28In addition Kinematic Peak method was used. For details refer to [126].
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the scattering angles of the lepton and the hadronic system alone29:

EDA = 2Ebeam
e+

sin(γhad)

sin(γhad) + sin(θe+) − sin(γhad + θe+)
. (5.5)

As EDA is independent of the calorimeter energy scale it can be used to cross check the
energy measured in the calorimeter.

Factors were extracted cell-wise whenever possible. In case of statistical limitations
radial factors were extracted. Originally for the data from the data-taking period of
this analysis, these factors were extracted based on the (limited) data for the analysis
of the longitudinal structure function FL (i.e. low Q2 and x). Investigations showed (see
Figure 5.23), that the existing factors from this subsample were not sufficient for this
analysis.

Based on a wider range of kinematics by combining samples (from this analysis and
the FL analysis) new factors were extracted (see [110]).
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Figure 5.23: The averages of Emeas

EDA
as a function of radius (in cm) in the the

RCAL. Compared are values with the factors extracted from previous samples
(SCHEME 2, red data points and MC histogram) to values after extraction from
bigger sample including Ntuples from this analysis: data points in black and Monte
Carlo prediction in blue histogram. The middle ratio of data and MC clearly shows
improved agreement with the new settings (black ratio points) compared to the old
one (red ratio points). The bottom green ratio points show that the two schemes
differ mainly for large radii. The accuracy of the values for very small radii are
statistically limited.

29Only the beam energy is needed, but no energy measured from the detector.

76



5.8.2. Inactive Material and Non-Uniformity Corrections

Corrections for inactive (also called dead) material and non-uniformities in the detector
need to be applied for precise energy measurements. The method for extracting both
corrections is the same for data and MC, but the values were extracted separately and
do differ.

Dead material corrections are necessary as the particles produced loose energy pass-
ing through inactive material like cables, beam-pipe and magnets before reaching the
calorimeter. For taking this into account a dead material map was available, so that
the amount of dead material in units of radiation lengths (X0) can be calculated as
function of the position and angle of the electron.30 The corrected energy Ecor is then
calculated from the energy before this correction Ebefore with the formula

Ecor = 2Ebefore · (1 +
A(X0)

E
B(X0)
before

) . (5.6)

A(X0) and B(X0) are calibrated with the help of test beam results for data [127] [128].

Non-uniformity corrections are needed because of the different response of the calorime-
ter with regard to the position of the electron in the calorimeter due to gaps and struc-
tures in the calorimeter itself. In the RCAL they are done as a function of x- and
y-position of the electron, in the BCAL the correction routine depends on position and
angles, but also directly on distance to cell and module edges. For both corrections
existing routines were used, which were found applicable to this analysis with minor
modifications.31 The improvement due to the corrections is sizable, an example plot is
shown in Figure 5.24. As the corrections are different for data and MC, not well tuned
corrections do have a big effect in the description of data by the MC for this analysis,
which depends very much on the electron energy measurement.

5.8.3. Energy Scaling and Smearing

After the corrections described in the previous sections32, the measured energies of the
data and the simulated events were compared to the energies reconstructed with the
Double-Angle Method (see Section 4.9.3, an illustration of the used distributions is
shown in Figure 5.25). A Gaussian was then fitted on the ratio of Emeas and EDA in
bins of EDA. From these, global factors were extracted for the RCAL and the BCAL
(for the FCAL statistics were too low): A straight line was fitted through the MC-Data
ratio of the center values of the Gaussians to extract a factor of scaling the energy of
the events for MC. In addition the resolution was compared for data and Monte Carlo
(i.e. the width of the distribution) and a factor extracted to compensate for the slightly
better resolution in the simulation.33 The extracted factors were then used on top of

30In the RCAL it is also possible to use the PRES to measure the produced particle multiplicity of an
event, which is closely correlated to the energy loss due to dead material.

31They are described in more detail elsewhere: see [110] for the RCAL and [129] for the BCAL. Originally
they were developed for the high-x NC DIS analysis in e−p (BCAL) and e+p data.

32The routine used for the correction of dead material and non-uniformities in the BCAL already
includes an overall scaling factor.

33The extraction procedure will be described in more detail in [97].
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Figure 5.24: The averages of Emeas

EDA
as a function of distance to calorimeter module

edge (in cm) in the BCAL. Compared are values without the correction of dead
material and non-uniformities (red data points and MC histogram) to values after
correction: data points in black and Monte Carlo prediction in blue histogram. The
ratio clearly shows an improved agreement with the new settings (black ratio line)
compared to the old one (red ratio line). The bottom green ratio line shows the
amout of change by the corrections.
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the other corrections to shift and smear the reconstructed energies. The influence of
this correction is shown in Figure 5.26, the extracted numbers are summarized in Table
5.3.

RCAL BCAL

Shift -0.7% -1.1%

Smear 3.22% 2.93%

Table 5.3: Factors extracted for scaling and smearing of electron energy after the
other correction routines.

Mean   0.9901

RMS    0.07326
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Figure 5.25: Example plot from which information about scaling and smearing
factors can be extracted by fitting a Gaussian (black line): Histogram of the ratio
of the measured energy of scattered electrons (in the RCAL) to the electron energy
reconstructed using the Double-Angle Method.
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squares) the additional shifting and smearing.
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5.9. Track Matching Efficiency

The selection of NC DIS events includes numerous track-related selection criteria (see
Sections 6.4.1 and 6.4.3). Thus the validity of the acceptance correction depends on the
tracking efficiency in the MC simulation to reproduce the real efficiency from the data.

To investigate how well the MC describes the track matching efficiency of the data,
a sample was selected with the NC DIS selection criteria excluding all track-related
restrictions, namely:

• Matched track in CTD acceptance region

• Track momentum in the CTD acceptance >3 GeV

• DCA(Track,Cluster) < 10 cm in CTD acceptance

• Distance to module edge > 1.5 cm in CTD acceptance

• At least one good track (pt > 0.2 GeV, outer superlayer≥ 3, inner superlayer≤ 1,
primary vertex fitted)

All restrictions except for the last one depend directly on whether the positron candidate
is found within the so-called CTD acceptance region. Historically this acceptance region
was defined as 0.3 < θ < 2.85, which was also used for this study34. The track matching
efficiency TME was then defined in each investigated bin as

T ME =
Nall cuts

Nwo track
, (5.7)

where Nall cuts is the number of events satisfying all criteria including the track-related
criteria35 and Nwo track is the number of events satisfying the selection criteria without
track requirements (i.e. a less tight selection).

Figures 5.27 and 5.28 show the result as a function of θ and positron energy. More
Figures can be found in Appendix E. It can be clearly seen that the efficiency of track
matching is not the same in data and MC36. There are actually two separate effects: a
major one in the RCAL and a less prominent one in the BCAL.

RCAL The effect in the RCAL (visible at high θ in Figure 5.27, and at energies
around 25 GeV in Figure 5.28) gets worse the closer the polar angle is to the cut-off
value 2.85, from which onwards no track is required. It was decided to resolve the
disagreement of data and MC in this region through removing the track requirement in
this region completely. There was hardly any influence on purity observed as the increase
of background events was relatively small. Also the effect on resolution was found to be
negligible [97] [130]. Thus the CTD acceptance region was defined as 0.3 < θ < 2.5 for
this analysis as used in Chapter 6.

34Due to the requirement of Q2 = 185 GeV2, θ ≈ 2.85 was not reached for positrons in this analysis.
35That responds to the standard selection used in this analysis with higher upper θ-value for CTD

acceptance.
36The photoproduction background is subtracted from data here and compared to the NC DIS MC as

there is no track expected in the majority of photoproduction events, so the term track matching
efficiency is not applicable in case of photoproduction.
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Figure 5.27: Track matching efficiency as a function of the angle θ of the scat-
tered positron from data (black data points, php contribution subtracted from SM
prediction) and NC MC (cyan histograms). In addition the ratio of data and MC
is shown in the lower part of the plot.
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Figure 5.28: Track matching efficiency as a function of the energy of the scattered
positron with data (black data points, php contribution subtracted from SM pre-
diction) and NC MC (cyan histograms). The red triangles show the TME of data
assuming a 50% higher photoproduction contribution. In addition the ratio of data
and MC is shown in the lower part of the plot.
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BCAL The effect in the BCAL (visible at medium θ in Figure 5.27, and at energies
around 15 GeV in Figure 5.28) is rather of a different nature: It spreads among a
large angular range basically central in the detector, where no inefficiency due to e.g.
thresholds is expected. Interestingly the drop in T MEData

T MEMC
thereby is situated in the

same regions in which the contribution from photoproduction background is expected
to be high. Looking at the TME in other variables (see Appendix E) shows the same:
T MEData

T MEMC
is lower for low positron energy, where the photoproduction contribution is

comparably high.37.
Furthermore the relatively high uncertainty on the photoproduction cross section

(50%) could account for the difference seen in TME in data and MC as shown in Figure
5.28. Thus the option of reweighting the NC DIS MC in this region was disfavored
(though proven to give reasonable results as well).

5.10. Summary of Applied Corrections

It was found to be necessary to apply the following corrections to the samples:

• FL correction, which mainly influences the high y region. The overall effect on
the number of MC events is about -1%.

• Polarisation correction, which changes the MC mainly at high Q2 in opposite
ways for the opposite lepton beam polarisations.

• Luminosity uncertainty correction, the uncertainty has been increased by an
additional 1% for the LH2 period.

• RISOE correction, which only has a tiny influence.
• Track veto efficiency correction, which was applied as a function of γhad and

which is very period-dependent.
• Zvtx reweighting, which explains a major part of the rate difference between the

periods.
• Energy smearing/scaling, which improves the ability of the MC to describe

the measured positron energy.
• TME: change of region in which track is required, there are two separate

effects: one in the RCAL and one in the BCAL.

In this way, a good description of the variables by the Standard Model MC, necessary
for a reliable acceptance correction, is achieved.

The differences in events per luminosity between the different data-periods can be
understood by the sum of the corrections .

The uncertainties of the corrections and their influence on the systematic error are
discussed in Section 7.6.

37Of course, positron θ and energy are closely correlated, but also in less correlated variables, there
seems to be a correlation of lower T MEData

T MEMC
and higher photoproduction contribution.
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6. NC DIS Event Selection

In this chapter it is described which characteristics signal NC DIS events and back-
ground events do exhibit in the detector and how the NC DIS events were selected in
this analysis.

6.1. Signal Event Characteristics

NC DIS events at high Q2 have a clear signature of a well-isolated electromagnetic
cluster in the calorimeter with a track pointing towards it from the scattered electron
and a hadronic final state which compensates the transverse momentum of the scattered
electron.

A typical NC event as recorded by the ZEUS detector is shown in Figure 6.1. In the
XY view it can be seen, that the hadronic transverse momentum balances the trans-
verse momentum of the electron. A Feynman graph of NC DIS is shown in Figure 6.2.
The proton remnant is usually either detected very close to the forward beam pipe or
escaping detection in the beam pipe.

The scattered electron is usually detected as a well-isolated shower in the electromag-
netic part of the calorimeter to which a track is pointing from the interaction point. As
the scattering angle of the electron is closely connected to Q2 of the event (see Equa-
tion 4.5) and the cross section drops with 1

Q4 most of the events are recorded at large

angles1, thus with the scattered electron in the RCAL2. Events above approximately
500 GeV 2 are found in the BCAL and the rare NC DIS events with the electron in
the FCAL are of very high Q2. Furthermore it can be seen from the equation that the
energy of the scattered electron increases with Q2 and x. The angle of the hadronic
system (corresponding to the scattered quark in the QPM picture) is directly related
to x. It is scattered to the rear direction at low x and to the forward direction for high
x. The event topology and its dependence on x and Q2 is illustrated in Figure 6.3.

Momentum conservation requires that the transverse momentum of the electron is
balanced by the hadronic transverse momentum in NC DIS.

A very important variable for the selection of NC DIS events stemming from energy
and momentum calculation is δ = E − pz.

The total energy is the sum of the proton and electron beam energy E = Ep + Ee

and the longitudinal momentum is (neglecting the masses) pz = Ep − Ee as there is no
transverse momentum of the beams and the electron and the proton move in opposite
directions. This leads to

1As the angle is measured from the direction of the proton, a large angle is actually a small electron
scattering angle.

2The selection requirement on a lower cut of Q2 thus is also a cut on the angle.
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Figure 6.1: A NC DIS event in the ZEUS detector as visualised by the ZEVIS [100]
event display. This event was reconstructed with the scattered electron at θ ≈ 0.69,
φ ≈ 1.02 and Q2 ≈ 10000 GeV 2, y ≈ 0.57 and x ≈ 0.17 .
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Figure 6.2: A Feynman graph of Neutral Current Deep Inelastic e+p Scattering.
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Figure 6.3: Topology of NC DIS events depending on their Q2 and x values. The
thick blue arrow shows the direction and energy (arrow length) of the hadronic
system, the thin blue arrow corresponds to the scattered electron. The figure is
taken from [85, p. 45].
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δ = E − pz = Ep + Ee − (Ep − Ee) = 2Ee . (6.1)

Assuming energy and momentum conservation and cancellation for the particles
escaping detection through the forward beamhole (mainly the proton remnant) as
Ei − pi

z = Ei(1 − cosθi) ≈ 0 3 δ is conserved and a value of δ around 55 GeV (twice the
energy of the positron beam) is expected for well-reconstructed NC events (without e.g.
initial state radiation).

6.2. Background Characteristics

6.2.1. Photoproduction

The most important background for NC DIS is photoproduction due to its huge cross
section. In Figure 6.4 the Feynman graphs are shown for direct and resolved photopro-
duction.

In photoproduction in ep scattering, the electron emits a quasi-real photon, which
scatters of the proton. The electron is scattered by such a small angle (large θ) that it
remains in the beam-pipe and is not detected.

Misidentification as a NC DIS event can happen if a fake electron is found by misiden-
tification e.g. the overlay of a charged hadron and a photon. Rejection of these events
is possible by different cuts, which depend on the kinematic variables of the electron.
Requiring the electron to be isolated is helpful as well as the cut on the electron energy.
Furthermore, as the real electron escapes without detection, the cut on δ suppresses
most photoproduction events.

e+

p

e+

p

γγ

g

a) b)

Figure 6.4: Feynman graphs of a) direct and b) resolved photoproduction.

3The index i here refers to the escaping particles.
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6.2.2. Elastic QED Compton

The Feynman graph for QED Compton scattering is shown in Figure 6.5: the initial
or the scattered electron emits a hard photon, which biases the reconstruction of the
kinematic variables. The inelastic QED Compton process (proton dissociates) is well-
simulated by Monte Carlo, but the elastic process is not and thus needs to be removed
from the sample (see 6.4.2 for details on elastic QED Compton removal).

e+

e+

p
X

γ/Z

γ
e+

γ/Z

p
X

e+

γ

Figure 6.5: Feynman graphs of QED Compton processes: initial (right) or scat-
tered (left) electron emits a hard photon.

6.2.3. Charged Current Deep Inelastic e+p Scattering

CC DIS events, where a W-Boson is exchanged instead of a photon or Z-Boson are a
background to NC DIS events as well. As through this interaction the electron is changed
into a neutrino, which escapes the detector undetected, the signature of these events
is clearly different: There is no scattered electron, but missing transverse momentum.
This also leads to a E − pz distribution, which is very different to the NC DIS one.
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Figure 6.6: A Feynman graph of Charged Current Deep Inelastic e+p Scattering.

Figure 6.7: A CC DIS event in the ZEUS detector as visualised by the ZEVIS [100]
event display. This event was reconstructed with Q2 ≈ 53000 GeV 2 and x ≈ 0.59.
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6.2.4. Beam-gas and Beam-pipe Interactions

As the vacuum in the beam-pipes was not perfect, the beam electrons and protons could
interact with the remaining molecules of the beam gas. Similarly interactions with the
beam-pipe could also happen if the beam particles are not perfectly positioned. Already
on trigger basis, such events were mostly rejected e.g. by the information from the Veto
Wall.

Additionally they often create an imbalance of the transverse momentum and can be
rejected by a cut on δ.

6.2.5. Halo Muons

“Halo” muons originate from the decay of hadrons which are produced by an interaction
of the stored beam particles with residual beam gas (beam gas events) or with the beam
pipe outside of the ZEUS detector. These muons are produced within the beam-pipe
and move (nearly) parallel to it. They can create a fake electron signal in the calorime-
ter. In contrast to the signal events, halo muon events do often show an imbalance of
the total transverse momentum due to interacting mainly in a located region of the
calorimeter. Halo muons can also be rejected by calorimeter timing as they travel hori-
zontally through the detector, so the timing of their arrival in the RCAL and the BCAL
is different from particles coming from a vertex in the centre of the detector.

6.2.6. Cosmic Muons

“Cosmic” muons are produced in the atmosphere by the decay of e.g. pions which are
created by the interaction of cosmic particles with the atoms of the atmosphere. They
are part of cosmic showers and have often a very high energy and velocity leading to
a quite long lifetime in the frame of the earth. In general, the transverse momentum of
a cosmic muon event is not transversely balanced and the track does not go through a
vertex in the centre of the detector. In addition, the timing of cosmic muons is naturally
not in any way correlated with the bunch crossings. Thus timing is a good method to
remove most of the cosmic muon background. 4

6.3. Preselection

Event preselection consists of requirements of trigger bits (on FLT, SLT and TLT level)
and the rejection of periods in which a detector component important for the analysis
was not working properly.

Technically, before the creation of the analysis Ntuples possible suitable events were
selected based on TLT bit DIS03 (explanation see Section 6.3.3). This preselection of
events from the ZEUS 06/07 e+p data was done using zesLite [131]. Based on the output
of zesLite, Ntuples were created and the remaining preselection was done offline.

4For more information on cosmic muon rejection see [45, 46].
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6.3.1. First Level Trigger

The FLT trigger bits (explanation of the FLT see Section 3.2.4) used for this analysis
can be divided into two sub-categories: bits based on the detection of a possible isolated
electron (FLT 28, FLT 30, FLT 36, FLT 39, FLT 46, FLT 47) and inclusive bits based
on calorimeter energies mainly (FLT 40, FLT 41, FLT 43, FLT 44).

A detailed explanation of the trigger bits can be found in Appendix B. Here only
a rough summary is given. On most of the trigger bits there are veto conditions from
the Veto Wall, the C5 counters5, the SRTD, tracking conditions and others. For this
analysis only the tracking vetoes necessitate further discussion and were described in
Section 5.9. The logic required for the analysis is an OR of all the following FLT bits:

• FLT 28: Isolated electron in the FCAL or the BCAL and some track require-
ments6

• FLT 30: Isolated electron in the RCAL, more than 4 GeV7 in the EMC section
of the RCAL or more than 15 GeV very close to beampipe (first inner ring)

• FLT 36: Isolated electron in the RCAL, more than 4 GeV8 in the EMC section
of the RCAL or more than 5 GeV very close to beampipe (first inner ring) and
some track requirements

• FLT 39: Isolated electron in the BCAL, more than 3.5 GeV in the EMC section
of the BCAL and some track requirements

• FLT 40: More than 20 GeV of energy in the electromagnetic part of the calorime-
ter and some track requirements

• FLT 41: More than 30 GeV of total transverse energy in the calorimeter and
some track requirements

• FLT 43: More than 15 GeV of total transverse energy in the calorimeter and
some track requirements

• FLT 44: More than 5 GeV in the EMC section of the BCAL or more than 3.5 GeV
in the EMC section of the FCAL and some track requirements

• FLT 46: Isolated electron in one of three quadrants of the RCAL9 and more
than 2 GeV in the EMC section of the RCAL or more than 4 GeV if very close to
beampipe (first inner ring) and some track requirements

• FLT 47: Isolated electron in one of three quadrants of the RCAL and more than
2 GeV in the EMC section of the RCAL or more than 4 GeV if very close to
beampipe (first inner ring) and some track requirements in addition to a veto
related to total calorimeter energy

5Veto Wall and C5 counters do check the timing of the event, which is necessary for rejection of non-ep
backgrounds as described in Sections 6.2.4, 6.2.5 and 6.2.6.

6The requirements for tracks in the FLT and its consequences have been discussed in Section 5.9.
7The limit is only about 3.5 GeV for part of the investigated period.
8As for FLT 30 limit is only about 3.5 GeV for part of the investigated period.
9In the fourth quadrant, contribution from background sources was comparably high.
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The above described sums of calorimeter energies exclude the first inner ring of CAL
towers for the RCAL and the FCAL and by that avoid counting most of the energy
from proton remnants and beam-gas events.

6.3.2. Second Level Trigger

The SLT (explanation of the SLT see Section 3.2.4) requirements are based on the FLT
bits described above plus some additional information. On SLT level there is also vetoes,
most importantly further timing vetoes against cosmic and halo muons and beam-gas
events.

• EXO 1: Total transverse energy of more than 35 GeV

• EXO 2: Total transverse energy of more than 15 GeV if triggered by FLT 28 or
total transverse energy of more than 25 GeV and E − pz > 15 GeV

• EXO 3: Total transverse energy of more than 16 GeV and E − pz >34 GeV

• DIS 7: Triggered by a DIS FLT bit (28, 30, 31, 36, 39, 40, 41, 43, 44, 46, 47
or 62), an electron candidate with energy of more than 5 GeV, (E − pz) + 2 ·
ELumimonitor > 29 GeV (ELumimonitor is the energy detected in the luminosity
monitor originating from a radiated photon) and more than 2.5 GeV of energy in
the EMC section of the BCAL or the RCAL or more than 10 GeV in the FCAL

The DIS bit is supposed to trigger most NC DIS events on SLT level. For triggering very
high Q2 events, the EXO bits, which are based on high transverse energy (excluding
most of the proton remnant due to the the RCAL inner ring exclusion), are used.

6.3.3. Third Level Trigger

On the TLT (explanation of the TLT see Section 3.2.4) level only bit DIS03 was used
for the selection. Its requirements are based on the FLT and SLT bits described above
plus again some additional information not available at lower trigger levels. For DIS03
it is required

• Certain FLT and SLT bits (including requirements on CAL energy, an electron
candidate or high transverse energy and a lower E − pz-cut)

• (E − pz) + 2 · ELumimonitor > 30 GeV

• E − pz < 100 GeV

• Reconstruction of a primary vertex

• An electron candidate (outside a radius of 35 cm if in the RCAL) with an energy
of more than 4 GeV
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6.3.4. Data Quality

It was required that all detector components used in the NC DIS analysis were in good
working condition. This was done using a requirement of EVTAKE bit (requires CTD,
CAL, LUMI and the magnet to be working and at least 100 events in the run) as well
as MVDTAKE and STTTAKE for the MVD and the STT.

In addition, it was required that the polarisation measurement was working. In con-
trast to the data quality bits described above, LPOLTAKE and TPOLTAKE are event-
based bits and can change within a run. For the polarisation measurement it is enough
if either LPOL or TPOL are working, but as luminosity numbers are only available for
LPOL and TPOL separately (i.e. how much luminosity was recorded during all the time
LPOLTAKE (TPOLTAKE) was TRUE for this run), it was not possible to require a
simple OR of TPOLTAKE and LPOLTAKE as then the luminosity sum could not be
calculated. Thus it was decided for each run whether to use LPOL or TPOL and all
events within this run which were recorded during time the corresponding polarimeter
was not working were discarded. To maximize luminosity always the polarimeter with
the higher luminosity was chosen.10

6.4. Selection

The final selection criteria for the NC DIS events can be divided in the sub-categories
trigger chain, data quality, positron selection (including detector-related geometry),
background suppression, Monte Carlo validation and phase space. In the specific sub-
sections these criteria are discussed in detail.11 All selection criteria (including the
trigger and data quality criteria described in the previous Section 6.3) are summarised
for convenience in Appendix A.

6.4.1. Positron Selection

This subsection describes in detail the criteria used to find the scattered positron with
high efficiency and purity. The EM finder [103] (see Section 4.7.1) is used to find suitable
candidates on which the following requirements are imposed12:

• If more than one electron candidate is found, the one with the highest EM Selec-
tion Probability is selected.

• The EM Grand Probability should be greater than 0.001 to ensure that the candi-
date is most probably an electron.

• Scattered electron energy E′
e greater than 10 GeV selects a large kinematic range

of NC DIS events and removes much background (most photoproduction events
with fake scattered electron (e.g. from pions) have lower electron energies as can
be seen in Figure 6.8).

10A summary of luminosity and polarisation numbers for the investigated periods is given in Table 4.1.
11This set of selection requirements has been developed and improved over many years of analysing

ZEUS NC DIS events (see e.g. [84], [85], [82], [86]).
12Any event in which there is no EM candidate is of course rejected.
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• Requiring a matched track in CTD acceptance 0.3 < θ < 2.5 is a good tool to
select electrons, where tracking detectors are available, in order to reject photons
with a similar shower in the EMC part of calorimeter. The CTD acceptance range
is discussed in Section 5.9.

• The track momentum of an associated track in CTD acceptance region should
be higher than 3 GeV to increase the purity by lowering the probability that the
track belongs to another particle.

• The track association is more refined by requiring the distance of closest approach
(DCA) between the track and the calorimeter to be less than 10 cm (if the track
is found in CTD acceptance region).

• A minimum distance to module edges of 1.5 cm is required (if the track is found in
CTD acceptance region), as the energy measurement close to the edge of calorime-
ter modules is less reliable.

• The positron should be isolated: Energy not belonging to the positron within a
cone of radius of R =

√

(∆φ)2 + (∆η)2 =0.8 should be less than 5 GeV. This
requirement improves the reliability of the energy measurement and reduces the
number of fake positron candidates from the overlay of a hadron track and a
photon deposit.
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Figure 6.8: Positron energy E′
e, with data (black data points) and NC MC (yellow

histograms) and the php background from MC (blue histogram). The selection
includes all cuts and corrections except for the cut on the positron energy, for
which the rejected part is indicated by the grey hashed area. In addition the ratio
of data and MC is shown in the lower part of the plot.
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Detector Geometry

This subsection describes in detail the selection criteria for the scattered positron due
to detector constraints. The removal of some of the specific geometric regions from the
sample can be seen in Figure 6.9.

• Events where the positron goes into one of the so-called supercracks between the
RCAL and the BCAL or the BCAL and the FCAL pose problems to the precise
energy measurement and simulation in the MC. Thus they are rejected by a cut
on the z-position of the positron in calorimeter, rejecting events with the positron
between -104.0 cm and -98.5 cm or between 164.0 cm and 174.0 cm.

• In upper central part of the RCAL there were pipes carrying liquid helium to and
from the superconducting solenoid. There some CAL cells are missing and thus
energies in this so-called chimney region are not precisely measured. Thus events
with the positron were rejected if the absolute of their calorimeter x position was
within 12 cm and their y position above 80 cm.

• The most outer part of the RCAL is screened by the BCAL, which leads to impre-
cise energy measurement [132, p. 89] and is not well simulated in MC, especially in
the trigger simulation (shown in [132, p. 64]). Therefore events with the scattered
positron in the RCAL are rejected if the radius of 175 cm is exceeded.
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Positron positions in RCAL

Figure 6.9: A plot showing the reconstructed positions of positrons in the RCAL.
The size of the boxes is proportional to the number of events in this area. The
prominent empty space in the upper central part is the chimney region.
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6.4.2. Background Suppression

This subsection describes in detail the cuts mainly used for suppression of the back-
grounds discussed in Section 6.2.

• As discussed in Section 6.1 the E −pz of NC DIS events should be around 55 GeV.
As this is not the case for the background sources the cut 38 GeV < E−pz <65 GeV
is very valuable for background reduction as visible for photoproduction in Figure
6.10.

• y is large for events in the FCAL, where tracking is not available, with low energies
(see Equation 4.7). Without a track the probability of misidentifying a photon for
an electron is very high, so yel <0.9 is required.

• The transverse momentum should be balanced for NC DIS events, so the global
pt should be 0 except for the limited resolution which is approximated as

√
E.

So pt/
√

Et < 4 GeV0.5 is used to impose a transverse momentum balance. In
addition pt/Et < 0.7 is required. Background which does not satisfy these criteria
(e.g. cosmic and halo muons, beam-gas and beam-pipe events) are often not even
simulated by the Monte Carlo, so it is important to remove them to be able to
do a MC-based acceptance correction.

• Elastic QED Compton rejection13 is done according to [85] as elastic QED Comp-
ton events are neither well simulated nor rejected. Rejected are events by the fol-
lowing criteria which have two good electron candidates (one of them the misiden-
tified photon in a QEDC event)

– Two good electron candidates being back-to-back (azimuthal angle difference
of more than 3 rad);

– these candidates having balanced transverse momentum (ratio between 0.8
and 1.2),

– and hardly any other activity in detector (less than 3 GeV of CAL energy
from other sources)

Vertex

• The longitudinal vertex position is important for the reconstruction of the event
and its kinematic variables. Best results and simulations are achieved for events
with the vertex at the nominal interaction point. In addition most NC DIS events
(of the primary bunches) do happen there, which is not true for non-ep background
sources. Thus it is required that a vertex is found (according to χ2

vtx < 100) and
a cut on |Zvtx| < 30 cm is done.

• For a good vertex it is required that at least one good track, associated to this
vertex, is found. This track should satisfy having a transverse momentum of more
than 0.2 GeV and pass through at least three superlayers.

13This cut does also reject di-electron events.
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Figure 6.10: Control distribution of E − pz with data (black data points) and NC
MC (yellow histograms) and the php background from MC (blue histogram). The
selection includes all cuts and corrections except for the cut on the positron energy,
for which the rejected part is indicated by the grey hashed area. In addition the
ratio of data and MC is shown in the lower part of the plot.

6.4.3. Phase Space and Monte Carlo Validation

In this subsection the phase space selection is described.

• Events, where the hadronic final state is found very close to the beam pipe are
not simulated very well due to the particles escaping detection through the beam
hole. Then the measurement of the angle γhad is not reliable, which is important
for the kinematics calculation with the Double-Angle Method. Thus events where
the γhad-projection on the FCAL gives a value of less than 18 cm are rejected.

• At very low y and high x the MC is not valid due to missing higher order QED
corrections [75], [133]. Thus a cut of yJB(1 − xDA)2 > 0.004 was used to remove
this region.

• The phase space was limited to Q2
DA > 185 GeV2. The exact value was chosen to

be consistent with previous measurements, especially [8] for the direct extraction
of xF3 and the easier input into the PDF fits. The lower Q2-limit made it also
possible to use the Double-Angle Method reliably.

6.5. Comparison of Data and SM MC Prediction

In total 301428 events are selected from the data, which correspond to a reweighted
301851 events due to the correction of the RISOE trigger inefficiency (see Section 5.4.3).
Whereas out of the 11,259,007 NC DIS MC events 4,156,683 are selected, which are
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reweighted to 304562 including all corrections. From the photoproduction MC only 353
events (out of 1,160,000) were selected, which are reweighted to 602, so the background
contribution is very small (about 0.2%).

The total event numbers, summarised in Table 6.1, (reweighted to the integrated
luminosity and with all described corrections) do agree well within the uncertainty of
the error on luminosity measurement (1.8% for RH and LH1, 2.1% for LH2) for all
periods. The MC prediction is only based on leading order calculations and a difference
of about 1.5% on total normalisation is expected to arise compared to next-to-leading
order calculations.

Data NC MC php MC difference in %

All 301851 304562 602 1.10

RH 178697 179711 353 0.76

LH1 73132 73832 148 1.16

LH2 50022 50871 101 1.90

Table 6.1: Selected reweighted events from data and Standard Model prediction
(signal NC MC and php background) for the whole sample and each subperiod.
In addition the relative difference of prediction to data ( NMC

NData
− 1) is shown. The

numbers include all corrections described in this and the next chapter.

In Figure 6.12, the rate of NC DIS events over time is shown after implementation of
all corrections. The changes of the rate are now described well by the MC prediction.
The effect of the corrections is especially visible comparing Figure 6.12 to Figure 5.2,
which shows the prediction without track veto efficiency (see Section 5.5), Zvtx (see
Section 5.7) and track matching efficiency (see Section 5.9) related changes.

Figure 6.11 shows an overview of the distributions of important kinematic variables.
Agreement between data and SM prediction (including FL correction) is good.

As the cross sections are measured in the kinematic variables Q214, x and y, looking
at the agreement for these variables is especially insightful. Control plots including
ratio plots of all important variables can be found in Appendix C. As the description
of the data is overall good (problems with the description of the tracking variables are
described in 5.9 and 5.5 and are dealt with by the respective corrections) it is possible
to use the MC for determining a reliable acceptance correction and unfold the cross
sections.

14The bin around log(Q2
DA) ≈4.2 has 6 data events, where approximately 16 are predicted. This is

a deviation of about 2.5 σ, which is not significant. Such a deviation is expected due to the large
number of investigated bins.
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Figure 6.11: Distributions of important variables from high Q2 NC selection. Data
is represented by black points, the NC DIS MC by yellow histograms and the pho-
toproduction background MC by blue histograms. a) shows log(Q2

DA), b) log(xDA),
c) yDA, d) E − pz, e) θ of the scattered positron and f) the energy of the scattered
positron. In addition the ratio of data and MC is shown in the lower part of each
plot.

100



Run number
60500 61000 61500 62000 625001800

2000

2200

2400

2600

-1Events per pb

Data rate
Data rate averaged 
MC expectation
RH->LH
LH1->LH2

-1Events per pb
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expectation of the Standard Model. The blue line indicates the switch of polar-
isation from RH to LH, the red line the shutdown in early 2007. Here the MC
prediction includes all corrections and selection is with the loosened cut on track
requirement.
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7. Studies of Systematic Uncertainties of

the Cross Section Measurement

In this chapter the studies done to investigate systematic effects of the measurement,
that can influence and bias the unfolding of the cross sections, are described. They must
be taken into account for the uncertainty calculation.

For that first the cross section bins of the polarised and unpolarised cross section
measurements are defined and their applicability is shown (Section 7.1, they are tab-
ulated in Appendix G and H.). Next the cross section unfolding method is explained
(Section 7.2).

Then systematic effects of the cross section measurement are discussed: Possible ef-
fects stem from the parton shower model of the MC, the algorithm used for identifying
the scattered positron, the choice of selection thresholds and the corrections (described
in Chapter 5). Each of these effects has been investigated and will be described. At the
end of this chapter plots are shown that summarise the individual uncertainties in the
same bins as used for the cross section measurements, which allows comparing them
to each other, to the statistical uncertainty and to the uncertainty of the luminosity
measurement.

7.1. Bin Definition

The size of the bins, in which the cross sections are extracted, is limited by mainly two
factors: statistics (i.e. number of data events in the bin) and resolution of the variable
as a function of which the cross section is measured. In addition for the extraction of
xF3 (and for the PDF fits) it is convenient to have the cross section extracted in the
bins of the previous e−p measurement [8]. As the measurement was done with the same
detector and similar luminosity (169.9 pb−1), the bins and their sizes were taken and
checked for applicability within this analysis.

The quality of a bin can be expressed in terms of the purity P , efficiency E and
acceptance A calculated from the MC according to

P =
Nmeas, i

gen, i

Nmeas, i
, (7.1)

E =
Nmeas, i

gen, i

Ngen, i
, (7.2)

A =
Nmeas, i

Ngen, i
, (7.3)
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where Nmeas, i
gen, i is the number of events generated and measured in bin i, Nmeas, i is

the number of events measured in bin i (regardless of where the events originated from)
and Ngen, i is the number of events generated in bin i (regardless of whether they were
selected and in which bin they ended up reconstructed).1

The purity quantifies the effect of migration between kinematic bins. A low purity
values indicates that the bin is very much affected by migration from other bins into
it and indicates that the bin is too small for the given resolution. In the cross section
measurement low purity means you are endangered by not measuring the cross section
of the bin region itself well enough, but are biased by the neighbouring bins.

The efficiency quantifies the fraction of signal events selected. Low efficiency means
that you reject many events. It is not problematic in itself, but means that your statistics
is much reduced and thus the statistical uncertainty increases.

The acceptance also counts the selected events, but regardless of whether they are
signal events and correctly reconstructed. Other than for purity and efficiency values
larger than 1 are possible for acceptance if more events migrate from other bins to the
bin under investigation than are not selected in this bin though they were generated in
it. The value of acceptance is needed for the bin-by-bin unfolding method described in
Section 7.2.

From Equations 7.1, 7.2 and 7.3 it follows that acceptance, efficiency and purity are
connected via the equation

A =
P

E
. (7.4)

7.1.1. Bin Definition for the dσ
dQ2 Measurement

For the single differential cross section dσ
dQ2 34 bins of Q2 were defined covering Q2

values from the analysis’ cut-off value of 185 GeV2 up to 51,200 GeV2. The sizes of Q2

bins up to about 2000 GeV2 are similar in log(Q2), for higher ones the size is increased
due to statistical limitations.

The acceptances, purities and efficiencies within the bins are shown in Figure 7.1.
The purity is about 70% on average and never below 60%. It is slightly increasing with
Q2 (where bin limits are determined not from the resolution but mainly from statistics).
The dip at about 650 GeV2 in efficiency and acceptance (i.e. less selected events) is due
to the crack between RCAL and BCAL (see first detector geometry cut in 6.4.1).

7.1.2. Bin Definition for the dσ
dx

Measurement

For the extraction of single differential dσ
dx

cross sections there were two measurements
done: one with the selection’s lower Q2 cut of 185 GeV2 and one with a higher cut of
3000 GeV2. The latter was done to extend the measurement to higher x and especially
y (see Section 7.1.3) with reasonable values of acceptance, efficiency and purity.

For the measurement with Q2 greater than 185 GeV2 8 x bins were defined starting
from 0.0063 and going up to 0.25. For the measurement with Q2 greater than 3000 GeV2

6 x bins were defined starting from 0.04 and going up to 0.75. For both cases, bins were
of approximately logarithmically equal widths.

1An event being generated in a bin refers to its true values.
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Figure 7.1: Acceptance (black filled dots), purity (blue empty dots) and efficiency
(red crosses) in the bins of the dσ

dQ2 measurement.

The acceptances, purities and efficiencies within the bins are shown in Figures 7.2
and 7.3. The purity is about 65% on average for Q2 > 185 GeV2 and about 75% for
Q2 > 3000 GeV2, where it is increasing with x (where bin limits are mainly determined
from statistics, not from resolution).
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Figure 7.2: Acceptance (black filled dots), purity (blue empty dots) and efficiency
(red crosses) in the bins of the dσ

dx
measurement with Q2 > 185 GeV2.
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Figure 7.3: Acceptance (black filled dots), purity (blue empty dots) and efficiency
(red crosses) in the bins of the dσ

dx
measurement with Q2 > 3000 GeV2.

7.1.3. Bin Definition for the dσ
dy

Measurement

For the extraction of dσ
dy

there were equally two measurements done: one with the

selection’s lower Q2 cut of 185 GeV2 and one with a higher cut of 3000 GeV2.

For the Q2 greater than 185 GeV2 measurement 15 y bins were used, the lowest
starting from 0 and the highest going up to 0.75. For the Q2 greater than 3000 GeV2

measurement 17 y bins of were used starting from 0.05 and going up to 0.9. For both
cases, bins were of equal widths of 0.05.

The acceptances, purities and efficiencies within the bins are shown in Figures 7.4
and 7.5. The purity is about 55% on average for Q2 > 185 GeV2 and about 65% for
Q2 > 3000 GeV2.

In both cases the purity decreases with y considerably, but less for the measurement
with Q2 > 3000 GeV2. For the measurement with Q2 > 185 GeV2 it starts with a purity
of larger than 80%, then the purity drops to only slightly above 40% at y ≈ 0.5. This is
due to the efficiency of the selection, which drops because of very tight selection criteria
in this region to remove photoproduction background - mainly the lower cut on the
energy of the scattered positron, which puts an upper limit on y 2 (see Equation 4.7).

7.1.4. Bin Definition for the Reduced Cross Section Measurement

90 bins are defined with a Q2 between 185 and 50000 GeV2 and x between 0.0037 and
0.75. The purity is above 50% in all bins, on average it is about 65%. It is rising with Q2.

2The limit on y is a function of cos(θe) or (using Equation 4.5 in addition to Equation 4.7) a function

of Q2: y = 1 − Q2

4
· E′

e
2
.

106



y0 0.2 0.4 0.60

0.5

1

Acceptance
Purity
Efficiency

Figure 7.4: Acceptance (black filled dots), purity (blue empty dots) and efficiency
(red crosses) in the bins of the dσ

dy
measurement with Q2 > 185 GeV2.
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Figure 7.5: Acceptance (black filled dots), purity (blue empty dots) and efficiency
(red crosses) in the bins of the dσ

dy
measurement with Q2 > 3000 GeV2.

In the highest Q2 bins, it is much higher (as there the bin size is limited by statistics
and not by resolution).
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7.2. Unfolding

What has been shown in the previous chapters is how to get the number of events and
the values of acceptance in the bins described. To obtain the cross sections from those
numbers a bin-by-bin unfolding method is used.

In general, in addition to Equation 3.5, for extracting the Born-level cross section at
a specific point one needs to take into account

• background subtraction,

• acceptance correction,

• radiative corrections and

• bin-centering correction.

Background Subtraction

As the measured data events do not only include NC DIS events, the background con-
tribution (estimated from photoproduction MC) needs to be subtracted and Equation
3.5 gives for the NC DIS cross section in the bin σi

σi =
Ndata

i − Nphp
i

L · Ca
i , (7.5)

where Ndata
i is the number of data events in the bin, Nphp

i the number of photoproduc-
tion MC events in that bin and L is the integrated luminosity of the data sample. Ca

i

are the remaining correction factors described below.

Acceptance Correction

The cross section needs to be corrected for the measurement’s acceptance (see Equation
7.3). This leads to

σi =
Ndata

i − Nphp
i

L · Ai
· Cb

i , (7.6)

with the acceptance value of the bin Ai and the remaining correction factor Cb
i .

Radiative Corrections

As the data include electroweak radiative effects, there needs to be a radiative correction
(calculated from theory corrections) to get to the cross section at Born level

σi =
Ndata

i − Nphp
i

L · Ai
· σborn

i

σrad
i

, (7.7)

where σborn
i is the theoretical cross section at Born-level and σrad

i is the theoretical cross
section including radiative corrections.
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Bin-centering Correction

The events are measured in a bin. To get the differential cross section of a variable w
at a specific point wpoint the theoretical prediction has to be used:

dσi

dw
(wpoint) =

Ndata
i − Nphp

i

L · Ai
· σborn

i

σrad
i

·
dσborn

i

dw
(wpoint)

σborn
i

, (7.8)

where
dσborn

i

dw
(wpoint) is the theoretical prediction at wpoint.

As visible from Equation 7.8, as long as the theoretical predictions are done in the same
order and the cross sections are evaluated using the same PDFs this equation becomes

dσi

dw
(wpoint) =

Ndata
i − Nphp

i

L · Ai
·

dσborn
i

dw
(wpoint)

σrad
i

. (7.9)

Using MC prediction for Unfolding

If the NC DIS MC includes radiative processes and is of the same order and uses the

same PDFs as the theoretical prediction for
dσborn

i

dw
(wpoint) the relation

L · σrad
i · Ai = NNC DIS MC , (7.10)

with the number of events from NC DIS MC, NNC DIS MC , holds.
The conditions are met for the NC DIS MC used in this analysis (see Section 4.2.1),

which is based on HERACLES, and the used HECTOR prediction also based on HER-
ACLES. [134], [85, p. 96]

Thus Equation 7.9 can be simplified and finally the cross section can be extracted
using the following expression

dσi

dw
(wpoint) =

Ndata
i − Nphp

i

NNC DIS MC
· dσborn

i

dw
(wpoint) . (7.11)
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7.3. Dependence on Parton Shower Model

As the acceptance corrections are calculated from the MC simulation the measured
cross section directly depends on them. Thus this dependence needs to be accounted
for in the uncertainties. This was done using a different MC using the MEPS model
from LEPTO [80] instead of ARIADNE (see Section 4.2). The main difference of the
two programs is that MEPS uses the matrix element parton shower model whereas
ARIADNE employs the colour-dipole model of the hadronic shower. In addition, using
two Monte Carlo simulations also accounts for the overall uncertainties in setting up a
MC simulation.

Comparing the results from both samples in this analysis the main differences between
MEPS and ARIADNE are in the variables directly connected to the hadronic final state
as expected (see e.g. the comparison of the total sum of the transverse momentum

∑−→pt

in Figure 7.7), but a difference can also be seen in variables such as the number of EM
electron candidates to which the differences propagate indirectly (see Figure 7.8) which
MEPS over- and ARIADNE underestimates. In comparison much smaller differences are
in the variables in which the cross sections are measured (see Q2 plot in Figure 7.9). In
general both MC samples describe the data reasonably well and neither is considerably
worse/better than the other.

Overall the MEPS MC leads to 0.3% less expected events than the ARIADNE MC.
The uncertainty on the cross section in the bins used for the measurement is of the
order of 0.5-2% reaching up to 7% in low statistics bins.3

3This could possibly be improved by including more or bigger MC samples at higher Q2, but as in
this region the statistical error is by far dominant, it is not necessary.
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Figure 7.7: Distribution of the total transverse momentum showing the number
of data events (black points) compared to the ARIADNE NC DIS MC (red hashed
histogram) and the MEPS NC DIS MC (blue hashed histogram). The upper plot
shows the absolute event numbers, the middle plot the ratio of data and MC pre-
dictions and the lower plot the ratio of the different MC generators.
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NC DIS MC (red hashed histogram) and the MEPS NC DIS MC (blue hashed
histogram). The upper plot shows the absolute event numbers, the middle plot the
ratio of data and MC predictions and the lower plot the ratio of the different MC
generators.
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7.4. Dependence on Positron Finder

For investigation of the effects due to characteristics of the EM electron finder [103]
(see description in Section 4.7.1) the analysis was done with the SINISTRA electron
finder [104], which is based on a neural-network algorithm, instead of EM. As the BCAL
energy corrections in the current format were not available when using SINISTRA they
were switched off for EM for this study as well to allow a direct comparison. Using
SINISTRA resulted typically in a higher cross section, the difference being about 0.5-
2%, but reaching about 10 times as much in high y and high Q2 bins. Similar effects
have been observed in past analyses (see e.g. [84]) and studies regarding the differences
of the electron finders can be found in [105] and in [84, App. C] with regard to the
NC DIS analyses. The exact reason of the higher cross section and the shape of the
difference remains unclear.

Within the course of this analysis another study was done to investigate the un-
certainty due to the electron finding: instead of the EM candidate with the highest
selection probability the candidate with the highest EM grand probability is used (see
Section 4.7.1 for an explanation of EM probabilities). The shape of the differences due
to this change are indeed very similar to the changes due to changing to SINISTRA
including the bump at medium Q2. Thus it looks like the main difference is within the
1

Q4 suppression factor or the Ppt probability (see Section 6.4.1).4

Due to the strong correlation of both effects, only the uncertainty due to the change
to SINISTRA was included in the computation of the total systematic error.

7.5. Dependence on Energy Scaling and Smearing

The energy of the positron influences the measurement in different ways, most signifi-
cantly through the selection cut requiring at least 10 GeV. The precision of the energy
measurement and its description by MC simulation were described in Section 5.8. The
error on the overall scale after this procedure is below 0.5%, but differs in different kine-
matic regions (non-uniformity effects), so that a 1% uncertainty is a reasonable choice
to use for the uncertainty of the cross section measurement. A variation of 1% leads to
less than 0.5% uncertainty in most cross section bins, but reaching up to 3% in high-y
bins (see Figure 7.13).

Also the error on smearing was considered and the MC energy smeared by 1% more
or 1% less. The effect was found to be negligible (about 0.1%, maximum of 0.3% in a
single bin of the double-differential cross section).

The hadronic energy was shifted by 1% in both directions as well. Due to the weak
dependence of this measurement on the hadronic energy (discussed in Section 5.8) the
effect was comparably small, mostly less than 0.1%, nowhere reaching more than 0.7%.

4It should be mentioned though that the medium Q2 region is also the region of BCAL and this study
was done without BCAL corrections, but (as mentioned before) for both electron finders.
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7.6. Correction and Photoproduction Cross Section

Uncertainties

To improve the description of the data by the MC simulation the following correction
methods were applied (described in Chapter 5)5:

• Track veto efficiency correction (TVE)

• Track matching efficiency correction (TME)

• Polarisation correction

• RISOE correction

• Zvtx correction

The uncertainty coming from the Zvtx reweighting procedure is indirectly accounted
for by the variation of the Zvtx cut (see Section 7.7).

The RISOE correction itself is so small, that its uncertainty can be neglected.

Also the uncertainty of the polarisation correction is not considered. It would only be
sizable for the higher Q2 regions in which the statistical uncertainty by far dominates.

The TVE correction uncertainty is important and the error of the fit is considerable.
Thus it is varied by 50% in both directions to calculate the systematic uncertainty. The
main influence of TVE is for medium Q2. The uncertainty due to the TVE there is
about 1.5% (see Figure 7.10 and e.g Figure F.6).

For TME purposes the cut value of the positron polar angle θ for track requirement
was changed to 2.5 due to the dropping of the TME in this region. Figure 5.27 shows
that varying this cut value by 0.1 is a reasonable choice for uncertainty calculation.
Overall the uncertainty due to the TME is below 1%, but reaching up to 2% in the low
Q2 region (see Figure 7.10 and Figure F.1).

As the uncertainty of the photoproduction cross section might be related to the
TME in BCAL they are treated as a combined systematic effect by variation of the
photoproduction cross section of 50%. The resulting uncertainty on the cross section
measurement reaches up to 1.4% in the middle Q2 region (which is the BCAL region),
but for most bins is about 0.1-0.2%.

7.7. Cut Threshold Sensitivity

The selection criteria, where a sizable difference could occur from the cut variation, were
varied within a region of reasonable cut variation. The following criteria (see Section
6.4 for detailed description of the criteria) were varied by the mentioned amount:

• Track momentum of the scattered positron in the CTD acceptance region ptrk > 3 GeV
varied by 1 GeV in both directions

5As the FL correction was not needed for the cross section extraction, there is no systematic error
originating from it.
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• Distance of closest approach between positron track and cluster DCA(Track,Cluster)< 10 cm
in the CTD acceptance region set to 8 cm

• Energy not assigned to the e+ in R=
√

(∆φ)2 + (∆η)2 = 0.8 cone < 5 GeV varied
by 2 GeV in both directions

• 38 GeV< E − pz < 65 GeV: making the boundaries tighter or looser by 2 GeV on
each side

• pt/
√

Et < 4 GeV0.5 varied by 1 GeV0.5 in both directions

• pt/Et < 0.7 varied by 0.1 in both directions

• |Zvtx| < 30 cm varied by 5 cm in both directions

• γhad-projection onto FCAL > 18 cm varied by 2 cm in both directions

Using this as systematic uncertainty the arbitrariness of the exact cut value is taken
into account. The difference caused by the cut threshold variation on the measured
cross section is shown in Table 7.1.6

Cut variation ≈influence in % highest DD influence

ptrk ±1 GeV 0.3% 6%
DCA -2 cm 0.2% 6%
Econe ±2 GeV neg. 5%
E − pz ±2 GeV 0.5% 5%
pt/

√
Et ±1 GeV neg. 0.1%

pt/Et ±0.1 neg. 2%
|Zvtx| ±5 cm 0.3% 7%
Projγhad

±2 cm 0.1% 6%

Table 7.1: Amount of variation and approximate change of the cross section for
cut variation. Selection criteria where the variation shows that the influence on
cross section is completely negligible are marked as neg. . The last column denotes
the highest influence in any of the double-differential cross section bins.7

The main effect from the cut variation comes from the E − pz, followed by the |Zvtx|
and the ptrk cut variation. In general the systematics due to the cut variations are very
small though, which shows the good choice of selection criteria and good description of
the data by the MC simulation.

6The threshold sensitivity is also a measure of the description of the data variable in question by MC.
7The highest influence is normally in a low statistics bin, where the systematics is completely dom-

inated by statistics and the reason for the systematic being so high is most probably statistics as
well.
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7.8. Major Effects

From the above sections it can be concluded that the effect of the different systematics
is of very different sizes. The Figures 7.10, 7.11, 7.13 and 7.12 and 7.14 summarise
them for the single-differential cross sections and Figure 7.15 shows an example for the
double-differential case, for which plots of the other bins are shown in Appendix F.

It can be concluded that the dominant sources of the systematic uncertainties are
the change of EM electron finder to SINISTRA (0.5-2% on average) and using MEPS
MC including a different parton shower model instead of ARIADNE MC (0.5-2% on
average). In addition there is the bin-to-bin correlated uncertainty on the luminosity
(1.8% for the RH and the LH1 period, 2.1% for the LH2 period), which is not shown
on the plots, but is not negligible. The TME and TVE correction uncertainties are
important for the low Q2 region. E − pz cut variation (mainly for higher Q2) and
shifting of the positron energy are important as well.
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Figure 7.10: The fractional systematic and statistical uncertainties of the differ-
ential cross section dσ

dQ2 for y < 0.9. Indicated by the symbols are the individual
systematic uncertainties. Red lines show the statistical and dashed black lines the
quadratic sum of all systematic uncertainties.
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Figure 7.11: The fractional systematic and statistical uncertainties of the differen-
tial cross section dσ

dx
for Q2 > 185 GeV2 and y < 0.9. Indicated by the symbols are

the individual systematic uncertainties. Red lines show the statistical and dashed
black lines the quadratic sum of all systematic uncertainties.
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Figure 7.12: The fractional systematic and statistical uncertainties of the differen-
tial cross section dσ

dx
for Q2 > 3000 GeV2 and y < 0.9. Indicated by the symbols are

the individual systematic uncertainties. Red lines show the statistical and dashed
black lines the quadratic sum of all systematic uncertainties.
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Figure 7.13: The fractional systematic and statistical uncertainties of the differen-
tial cross section dσ

dy
for Q2 > 185 GeV2. Indicated by the symbols are the individual

systematic uncertainties. Red lines show the statistical and dashed black lines the
quadratic sum of all systematic uncertainties.
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Figure 7.14: The fractional systematic and statistical uncertainties of the differen-
tial cross section dσ

dy
for Q2 >3000 GeV2. Indicated by the symbols are the individual

systematic uncertainties. Red lines show the statistical and dashed black lines the
quadratic sum of all systematic uncertainties.
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Figure 7.15: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =1500 GeV2. Indicated by the
symbols are the individual systematic uncertainties. Red lines show the statistical
and dashed black lines the quadratic sum of all systematic uncertainties.
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8. Results

In this chapter the results extracted using the selection described in Chapter 6 are
presented. The cross sections are presented in the bins described in Section 7.1. They
include the statistical and systematic uncertainties (see Chapter 7).

The unpolarised cross sections together with the published e−p measurement are used
to extract the structure function xF3 (Section 8.1). Finally the polarised cross sections
(separate cross sections for positive and negative polarisation) are used for extracting
the polarisation asymmetry (Section 8.2) and the asymmetry A+, a measure of the
parity violation of NC DIS.

8.1. Unpolarised Cross Sections

The average lepton beam polarisation of the e+p sample is Pe =+0.03, which has very
small influence on the NC cross sections. So the complete selected sample is basically
unpolarised. The remaining polarisation is corrected for by the theory prediction using
HECTOR:

dσi

dw
(wpoint)0 =

dσi

dw
(wpoint) ·

dσborn
i

dw
(wpoint)0

dσborn
i

dw
(wpoint)0.03

, (8.1)

where dσi

dw
(wpoint) is the measured cross section without correction of remaining polari-

sation, dσi

dw
(wpoint)0 is the measurement corrected for the polarisation,

dσborn
i

dw
(wpoint)0 is

the unpolarised theoretical prediction and
dσborn

i

dw
(wpoint)0.03 the prediction at a polari-

sation of 0.03.

In the following the results of unpolarised cross sections are shown. The numbers are
tabulated in Appendix G and Appendix H.

8.1.1. Unpolarised Single Differential Cross Sections

Figure 8.1 shows the measured single differential cross sections dσ
dQ2 , dσ

dx
and dσ

dy
in the

phase space of the analysis (Q2 > 185 GeV2, y < 0.9, y(1 − x)2 > 0.004). The results
show the completely unpolarised (Pe = 0) cross sections, corrected for the remaining
polarisation (see Equation 8.1). The measurement spans about 3.5 orders of magni-
tude of Q2 in which dσ

dQ2 decreases by about seven orders as expected due to the Q−4

dependence of the Standard Model NC DIS cross section (see Equation 2.27).

Confirming the Standard Model prediction dσ
dx

drops with increasing x and dσ
dy

drops
with increasing y, very steeply so at small y.

All the measured cross sections confirm the Standard Model predictions. They all
have very small uncertainties and thus the measurement is a precision measurement,
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which can be used to test the Standard Model and extract Standard Model parameters.

8.1.2. Unpolarised Reduced Cross Sections

Figure 8.2 shows the measured reduced cross sections σ̃ as a function of x at fixed Q2

values. In addition the published ZEUS e−p results [8] are shown. Both are corrected
to unpolarised values. The differences between the e−p and e+p cross sections become
clearly visible at high Q2, where the structure function xF̃3 (see Equation 2.27) becomes
sizable. At low Q2 xF̃3 is negligible as it does not have a pure photon exchange term.
Thus xF̃3 is relevant only in high-Q2 regions where γZ interference and Z exchange
become important (see Figure 2.5).

The data are well described by the Standard Model prediction evaluated using
HERAPDF 1.51. Furthermore the errors are so small that using the data in PDF fits
is expected to be able to improve the precision of the PDFs (see Chapter 9).

8.1.3. xF̃3

The reduced cross sections of this analysis together with the ones from the published
e−p analysis [8] can be used to extract the structure function F̃3. Due to the different
sign in front of xF̃3 for e+p and e−p in Equation 2.27 it can be extracted as:

xF̃3 =
Y+

2Y−

(σ̃e−p − σ̃e+p) . (8.2)

The result is shown in Figure 8.3 using a conservative approach for the uncertainties
treating the systematic errors as uncorrelated between the e−p and the e+p analysis.
Especially in the highest Q2 bins the leading systematic errors are mostly correlated
between the e−p and the e+p analysis. There the uncertainty is better approximated by
the statistical error only. For the lower Q2 bins uncorrelated systematics like the TVE
and TME (as these corrections are not included in the e−p analysis) are important, so
the systematic uncertainty cannot be treated as correlated for all bins as that would
mean underestimation of the errors.

8.1.3.a. xF γZ
3

Equation 2.31 for the unpolarised case of Pe = 0 states for xF3

xF̃3 = −aeχZxF γZ
3 + 2veaeχ2

ZxF Z
3 . (8.3)

From Figure 2.5 in combination with the small value of ve (see Table 2.2) it can be seen
that the F γZ

3 term by far dominates in the Q2 region of this analysis. So F γZ
3 can be

approximated as:

xF γZ
3 ≈ − xF̃3

aeχZ
. (8.4)

1The e−p data is included in the fit for HERAPDF 1.5. The description of the data by CTEQ6D was
found to be good as well.
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This makes it possible to extract xF γZ
3 using of the data of this analysis together with

the published e−p data. The results are shown in Figure 8.4. It is visible that the Q2

dependence is not very strong. To improve the precision of the xF γZ
3 measurement as

a function of x, xF γZ
3 is re-extracted at Q2 =1500 GeV2 using - in addition to the

Q2 =1500 GeV2 values - the xF γZ
3 values from points at the same x, but different Q2,

which are corrected via

xF γZ
3 (1500) ≈ −xF̃3(point)

aeχZ
∗ xF γZ

3 (1500)T HEO

xF γZ
3 (point)T HEO

, (8.5)

where xF γZ
3 (1500)T HEO is the theoretical prediction at Q2 =1500 GeV2 and

xF γZ
3 (point)T HEO the theoretical prediction at the Q2 point from which the measure-

ment is taken.
The results of the combination of the values is shown in Figure 8.5. It is more precise

than previous measurements of F γZ
3 at ZEUS as it uses the two large statistics periods

of HERA-II ZEUS data. The errors are calculated from the fit of all xF γZ
3 values2 at

the same x value.

2The errors of e+p and e−p are treated as uncorrelated.
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Figure 8.1: The unpolarised e+p single differential cross sections dσ
dQ2 (top), dσ

dx

(middle) and dσ
dy

(bottom) for Q2 > 185 GeV2, y < 0.9, y(1 − x)2 > 0.004. The
closed circles represent the data points and the curves show the predictions of
the Standard Model evaluated using the HERAPDF 1.5 PDFs. The outer error
bars represent the full uncertainty including systematics, the inner error bars the
statistical uncertainty only.
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Figure 8.2: The reduced cross sections σ̃ as a function of x at fixed Q2 values:
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predictions obtained using HERAPDF 1.5 PDFs (blue solid lines) as well as the
published e−p results [8] (red open circles) and its Standard Model predictions
obtained using HERAPDF 1.5 PDFs (red dashed lines). In many bins the errors
are too small to be visible, but the outer error bars represent the full uncertainty
including systematics, the inner error bars show the statistical uncertainty only.
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8.2. Polarised Cross Sections

The data sample used in this analysis makes it possible to investigate electroweak effects,
because the polarisation of the lepton beam is of opposite sign in the first and second
part of the running period.

For that purpose, the cross sections were extracted separately for the samples with
positive and negative lepton beam polarisation. The γZ-interference term becomes im-
portant at the order of Q2 ≈1000 GeV2 3, which is thus the order from which onwards
a visible separation of the differently polarised cross sections is expected (see the single-
differential dσ

dQ2 cross section in Section 8.2.1 and the reduced cross sections in Section

8.2.2). The numbers are tabulated in Appendix G and Appendix H.
To see directly the amount of parity violation in the NC the polarisation asymmetry

can be extracted (see Section 8.2.3).

8.2.1. Polarised Single Differential Cross Sections

The single differential cross sections dσ
dx

and dσ
dy

are shown separately for right-handed

and left handed polarisation in Figure 8.6. In Figure 8.7 they are shown for Q2 > 3000 GeV2

in addition. The shape of these cross sections with a higher Q2 cut looks considerably
different compared to the Q2 > 185 GeV2 ones in confirmation of the Standard Model
prediction. Especially in Plot 8.7 with Q2 > 3000 GeV2 it is clearly visible that the
cross section of the right-handedly polarised sample is higher. The increase of parity
violation with Q2 is confirmed and investigated in more detail in Section 8.2.3.

The difference of the e+p NC DIS cross sections with positive and negative polari-
sation is even more obvious in Figure 8.8, which shows the dσ

dQ2 cross section and the
ratio of the right-handed and left-handed cross sections.

8.2.2. Polarised Reduced Cross Sections

Figure 8.9 shows the measured reduced cross sections as a function of x at fixed Q2

values separately for the samples with positive and negative lepton beam polarisation.
The separation between the two becomes clearly visible at high Q2, where the γZ-
interference terms (see Equation 2.27) become sizable. The data confirm the Standard
Model prediction evaluated with HERAPDF 1.5 PDFs. The results are so precise that
they should be able to constrain the PDFs and electroweak couplings further (see Chap-
ter 9).

8.2.3. Polarisation Asymmetry

From the differences in dσ
dQ2 for the oppositely polarised data the asymmetry A+ is

extracted (according to Equation 2.39) and shown in Figure 8.10.4

The results show clearly and directly the parity violation in Neutral Current DIS
with minimal PDF dependence.

3The suppression due to the χ2 term leads to a below 1% contribution before (see Figure 2.5).
4The systematic error is not considered, as it is mainly (except for influences due to period-dependent

corrections) correlated between the samples and thus cancels in the ratio.
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Figure 8.6: The polarised single differential cross sections for Q2 > 185 GeV2,
y < 0.9, y(1 − x)2 > 0.004: data (black points) compared to the Standard Model
prediction evaluated using HERAPDF 1.5 PDFs (red lines). The left plots show
the data with positive lepton beam polarisation (Pe = +0.32), the right plots show
the data with negative lepton beam polarisation (Pe = −0.36). The top plots show
dσ
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and the bottom plots dσ
dy

. The errors are mostly to small to be visible, but outer
error bars represent the full uncertainty including systematics, the inner error bars
show the statistical uncertainty.
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Figure 8.7: The polarised single differential cross sections for Q2 > 3000 GeV2,
y < 0.9, y(1 − x)2 > 0.004: data (black points) compared to the Standard Model
prediction evaluated using HERAPDF 1.5 PDFs (red lines). The left plots show
the data with positive lepton beam polarisation (Pe = +0.32), the right plots show
the data with negative lepton beam polarisation (Pe = −0.36). The top plots show
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and the bottom plots dσ
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. The outer error bars represent the full uncertainty
including systematics, the inner error bars show the statistical uncertainty.
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dQ2 for y < 0.9,
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uncertainty including systematics, the inner error bars the statistical uncertainty.
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Figure 8.9: The polarised reduced cross sections as a function of x at fixed Q2
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9. PDF Fits and Outlook

In Chapter 8 the results of the main analysis of this thesis have been presented. This
chapter describes how these results can improve our knowledge of the parton density
functions (PDFs) of the proton and the inclusion of which other results would be in-
sightful.

For this purpose, first the ZEUS (Section 9.1.1) and HERA (Section 9.1.2) PDF fits
are described. Then, using the example of a PDF fit with ZEUS data, it is shown how
the uncertainty of the PDFs is affected by the results of this thesis (Section 9.2).

In Section 9.3 the importance of including jet data into the PDF fits is discussed. In
Section 9.3.1 it is discussed how this can be achieved and was done in a study by the
author. Section 9.3.2 shows the results obtained from the additional inclusion of dijet
cross sections measured by ZEUS.

Finally Section 9.4 discusses the importance of PDF fits for the determination of cross
sections at the LHC, and how additional measurements from different accelerators can
contribute to the precise knowledge of the parton density functions.

9.1. ZEUS and HERA PDF Fits

ZEUS and H1 started doing their own PDF fits, based on their data only, directly after
the HERA-I running period in 2002 [135] and 2003 [136]1. The reasons for providing
fits with HERA data only have been given in Section 2.6.2. Later on, ZEUS and H1
combined their data and started extracting PDFs from these data (HERAPDF fits).
HERAPDF 1.0 [30] was published in 2009 and since then there have been several im-
provements (mainly including additional data) which will lead to HERAPDF 2.0 in the
near future. The following subsections will discuss the ZEUS-PDF and the HERAPDF
fits in more detail, as they were used for the analysis described here.

9.1.1. ZEUS-PDF Fit

The so-called ZEUS-O fit of [135] was the first fit to use only ZEUS data in a next-to-
leading-order QCD PDF fit. It includes CC DIS data and NC DIS data from HERA-I,
both for e+p and e−p running [139–142]. In the same paper a fit was also presented
including fixed target data in addition to ZEUS data to determine the valence quark
distributions more precisely. This fit is called ZEUS-S fit. In addition to the fit with
fixed αs, the fit was repeated with free αs making it possible to determine the gluon
density and the strong coupling constant simultaneously. In the ZEUS-PDF fits the
correlation of uncertainties was taken into account, the Offset method [27, pp. 167-168]
being used for error treatment.

1There have been fits of PDFs before at both H1 [137] and ZEUS [138], but on very limited data and
thus with rather limited results only.
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The PDFs were parametrised at the starting scale Q2
0 = 7 GeV2 as

xf(x) = AxB(1 − x)C(1 + Dx) , (9.1)

where f(x) is the PDF and A, B, C, and D are the parameters of the fit. The valence
distributions xuv(x) and xdv(x), the total sea distribution xS(x), the gluon distribution
xg(x) and the difference of the u and d contributions to the sea x∆ = x(d̄−ū) were fitted.
Nine of the parameters were fixed e.g due to sum rules, leading to 11 free parameters (12
for free αs). The heavy quarks were treated according to the Roberts-Thorne general-
mass variable flavour-number scheme [143]. The resulting PDFs are available for the
LHAPDF [144] PDF set interface.

9.1.2. HERAPDF Fit

HERAPDF 1.0 [30] was published in 2009. The fit included the H1 and ZEUS combined
inclusive NC and CC e±p DIS data of HERA-I. The cross section results from each
experiment, H1 and ZEUS, were first extrapolated to a common (x, Q2)-grid2 and then
combined. This leads to a reduction of the statistical uncertainty. In addition, the
use of different detectors, kinematic reconstruction methods and in general different
experimental techniques to measure the same cross sections by H1 and ZEUS allows
the systematic uncertainties to be reduced. The data span six orders of magnitude both
in Q2 and x.3

For the PDF fit the parametrisation of Equation 2.42 (xf(x) = AxB(1 − x)C(1 +
η
√

x + Dx + Ex2)) was used at the starting scale of Q2
0 = 1.9 GeV2. First a fit was

done with nine parameters, setting all η, D and E to 0. Then additionally η, D and E
were freed, and the resulting fit was compared to the fit with only nine free parameters.
It was found that only Euv 6= 0 led to a significant improvement of the fit. So this
ten-parameter fit was used, giving a χ2 per degree of freedom of 636.5/656 ≈ 0.97.4

The correlation of systematic uncertainties was taken into account and the Hessian
method [27, pp. 168-169] was used for error treatment. The heavy quarks were treated
according to an improved general-mass variable flavour-number scheme [143,146].

HERAPDF 1.5 [34,147] is a very similar fit to HERAPDF 1.0, including in addition
part of the results of the HERA-II running period. HERAPDF 1.0 and HERAPDF 1.5
were also done at NNLO [147,148] (with slightly worse χ2 per degree of freedom).

All described PDFs are included in the LHAPDF [144] PDF set interface. The current
recommendation of the HERA fitting group is that HERAPDF 1.5 should be used for
cross section predictions.

9.2. Influence of NC Data on PDF Fits

The results from the analysis presented here will have an impact on the PDF fits and
will help to determine the parton densities more precisely. The preliminary results [149]

2The method is described in [145].
3For the PDF fit only data points above Q2 = 3.5 GeV2 were used in order to ensure the applicability

of perturbative QCD.
4There were 1402 data points combined to 741 cross sections out of which 656 were used for the fit.
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can already be used in preliminary PDF fits, waiting for the final publication5.

The expected influence of these data can be seen in Figure 9.1, where the data were
included into a fit of inclusive ZEUS data. Clearly an improvement can be seen. This
is most visible at high-x for the gluon and uv distributions, where the precision of the
data is especially important.6 The error reduction is impressive considering that only a
single additional data sample (90 cross section points) is included in addition.

9.3. Jets in PDF Fits

An asset of including jet cross section measurements into the PDF fits is that with the
jet data it is possible to free αs without the uncertainty on the PDFs becoming very
large. This is because the jet data reduces the correlation between the gluon PDF and
αs through the QCD Compton process (see Section 2.5.2).

Even with the high precision inclusive HERA data there are still kinematic regions
for which specific PDFs are not very well constrained. This is especially true for the
gluon in a fit with free αs. Whereas the low-x gluon can be constrained by low-Q2 NC
data, the middle- and high-x gluon is not sufficiently constrained by inclusive data. In
this region jet data can be used to improve the precision of the PDFs considerably.7

In 2005 ZEUS began using jet data and successfully reduced the uncertainty on
the gluon PDF [40] (see Figure 9.2). The fit was done using the same premises as
the previous ZEUS-S and ZEUS-O fits (see Section 9.1.1), only with more inclusive
data [139–142,151,152] and two additional HERA-I jet samples: inclusive jets in NC DIS
[153] and dijets in photoproduction [154]. This fit was used for the study in Section 9.3.2.

Most recently jets have also been preliminarily included in the HERAPDF fit. [155]
HERAPDF 1.7 [42] also uses charm data to establish a proper treatment of heavy
flavours in the PDF fits.8

Figure 9.3 shows a χ2 scan for a fit with free αs including (HERAPDF 1.6) and
excluding (HERAPDF 1.5f) jet data. It is clearly visible that the fit without jet data
has only a very shallow minimum and thus a large uncertainty on αs.

Other fitting groups do include Tevatron jet data [35, 37], the impact of which is
discussed in Section 9.4.

9.3.1. How to Include Jets

For the calculation of jet cross sections factorisation (Equation 2.20) and the expansion
series of αs(Equation 2.16) from perturbative QCD is used. In the description of jet
kinematics, ξ takes the role of x, being the proton’s momentum fraction entering into

5Publication is expected beginning of 2012.
6The slight increase of the high-x sea quark uncertainties is due to slight tensions with past measure-

ments, most probably the e−p data.
7Jet data can provide considerable improvement for x above 10−2 approximately. Constraints from

only inclusive data get very loose from about x = 10−1 onwards. See Figure 9.2.
8Through the BGF process the charm data is also sensitive to the gluon, but the uncertainty reduction

is dominated by the jet data.
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the hard scattering.9 The cross section can therefore be written as

σ =
∑

n

αn
s

∑

i

fi ∗ σ̂i,n =
∑

n

αn
s (µR)

∑

i

∫ 1

x
fi(ξ, µf ) · σ̂i,n(

x

ξ
, µR, µF )dξ. (9.2)

The calculation of these cross sections does take comparably long due to the time-
consuming calculation of the phase-space integrals. The long calculation time does not
allow the usage of this calculation in PDF fits (where the cross section would need to
be calculated anew for each iteration10) at present. For making it feasible to include
the jets a "grid" (look-up tables) method can be applied that utilises the assumption
that the PDFs fi(ξ, µf ) are approximately constant within a small range of ξ and µf .

9.3.1.a. Using Grids for Jet Cross Sections

The "grid" method of fast NLO calculation was first described in [157, App. C]. The
PDFs are divided into bins of ξ and µf and

fi(ξ, µf ) ≈ fi(ξ
l, µm

f ), (9.3)

is used, where ξl and µm
f denote the representative value of ξ and µf in the correspondent

bins l and m. As µf and µR are not always equal, in the analysis described here bins of
the renormalization scale µR were used in addition to ξ and µf and Equation 9.2 can
be written as

σ ≈
∑

n,i

∑

k,l,m

αn
s (µk

R)fi(ξ
l, µm

f ) · σ̂k,l,m
i,n (ξl, µk

R, µm
f ) .11 (9.4)

The weights,

σ̂k,l,m
i,n =

∫

ξl
σ̂i,n(

x

ξ
, µk

R, µm
f )dξ , (9.5)

need to be computed only once using standard NLO QCD techniques and are then
saved in the "grids". As mentioned above, these phase-space integrals are the most
time-consuming part of the cross section calculation. As the PDFs are outside the
integrals, the cross sections can be calculated much faster for different PDFs enabling
the inclusion of jet data in PDF fits.

The grids of this analysis were calculated using the DISENT [158, 159] program for
NLO QCD calculation. For renormalization and factorization scales binning in Q2 and
ET (transverse jet energy) was used. This makes it possible to choose any combination
of Q2 and ET as the renormalization scale. For the factorization scale Q2 is used. The
interface for the PDF fits was written by the author and was based on the FORTRAN
program ASSEMBLE [160,161].

Important tools using "grid" methods for fast pQCD calculations are FastNLO [162]
and more recently APPLGRID [163], which also allows the variation of renormalization
and factorization scale as well as the calculation of other processes (electroweak boson
production).

9Details about jet physics at HERA can e.g. be found in [156].
10A typical PDF fit as done by the author needed 500 to 800 iterations.
11n goes from 1 to 2 for the NLO calculations used here.
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9.3.2. Example: Dijets in ZEUS-JETS PDF

For this thesis a study of the impact of the inclusion of additional jet data in the
ZEUS-JETS PDF fits was performed. The aim was to check whether the uncertainty
on the gluon PDF could be further reduced by including more jet data. Here results of
the inclusion of additional cross section data from DIS dijets with Q2 between 10 and
10000 GeV2 [164] are shown as an example.12

PDF fits were done by the author of this thesis with the data of the ZEUS-JETS
PDF fits and the above described settings a) without any jet data, b) with the jet data
included in the ZEUS-JETS data, and c) with these jet data and in addition with the
results of [164]. The PDFs and their uncertainties were then compared to each other
with special emphasis on the gluon uncertainty.

Figure 9.4 shows the parton density functions as a function of x as they were extracted
by a fit with all mentioned data (c)). The fit includes 626 cross section points and has a
χ2 of 789, i.e. a χ2 per degree of freedom of about 1.26. This is only slightly worse than
the fit without the additional data (χ2 per degree of freedom of 1.20). 49 new points
were included and the increase of χ2 was 96 (increase of χ2 per degree of freedom of
1.96). This can still be considered reasonable, though it implies a slight tension between
the new data and the rest or an underestimation of the uncertainties. As very similar
χ2 values are found for the other jet samples (in both the fit with and without the new
data) it is likely that there is a common reason.

Figure 9.5 shows that the extracted PDFs are (as expected) very similar with and
without the jet samples. The main differences are in the uncertainties, most importantly
in the uncertainty of the gluon PDF, which is shown in Figure 9.6. It is clearly visible
that the uncertainty can be reduced even compared to the ZEUS-JETS like fit (which
already includes jet data), especially at very high x (above 10−1).

12The cross sections in the lowest Q2 bin of 10 < Q2 < 16 GeV2 were not reasonably well described by
NLO. Details on the problems of extraction of very low Q2 jet cross sections are discussed in [165].
These cross section points were not included in the fit (including them led to the fit not converging).
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Figure 9.1: Parton densities for the uv (top left) and dv (top right) valence quarks,
the sea quarks (bottom left) and gluons (bottom right). In addition, the fractional
error is shown below each distribution. The PDF fit (blue) without the e+p NC
results from the presented) analysis is overlaid with the same fit including these
results (as of [149]) (red band). Thus blue regions in the error plots indicate reduced
errors. The figures for each fit were taken from [150] and then combined on this
figure for comparison.

144



2 = 1 GeV
2

Q

 without jet data
 with jet data

2 = 2.5 GeV
2

Q

2 = 7 GeV2Q 2 = 20 GeV2Q

2 = 200 GeV2Q 2 = 2000 GeV2Q

-410 -310 -210 -110 1 -410 -310 -210 -110 1

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

ZEUS

x

gl
uo

n 
fr

ac
ti

on
al

 e
rr

or

Figure 9.2: The fractional experimental uncertainty on the gluon PDF for a ZEUS-
PDF fit using jets (yellow error band) compared to the same fit without the jet
data (red error band). From [40, Fig. 8]).
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data (for details refer to Section 9.3.2) at Q2 = 10 GeV2. The valence uv quark
distribution is shown as a continuous line with a red error band, the valence dv

quark distribution is shown as a hashed line with a blue error band, the gluon
distribution is shown as a dotted line with a yellow error band and the sea quark
distribution as a hashed-dotted line with a green error band. The gluon and sea
quark distributions are suppressed by a factor 20 for the plot.
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9.4. LHC and the Future of PDF Fits

The first results from the LHC have already been published, and within the next years
LHC will most probably be the main source of new high energy particle physics results.
This does not decrease, but rather increase the importance of results of the presented
analysis: With the LHC being a proton-proton collider it is absolutely essential to have
as precise as possible proton PDFs. That different PDFs lead to relevantly different
cross section predictions for the LHC is e.g. shown in Figure 9.7. This Figure shows
predictions of the W -charge asymmetry from different PDF sets and it is clearly visible
that they differ considerably.

The uncertainty of cross section predictions at the LHC is often dominated by PDF
uncertainties. Several ATLAS and CMS results have already reached a precision level,
where these uncertainties are one of the major uncertainty contributions.13 This will be
the case for even more cross sections in the future. Figure 9.8 shows an ATLAS inclusive
jet result with predictions obtained using different PDF sets, where the systematic
uncertainty of the measurement and the PDF uncertainty are of a similar size at high
transverse momentum.
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Figure 9.7: Predictions using different PDF sets in NLO for the W + total cross
section versus the W − total cross section at

√
s = 7 TeV at the LHC. From [38,

Figure 17a].

13This is helpful as it points to the potential to constrain the PDFs (see Section 9.4), but can also pose
problems to unfolding.
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In general it can be stated that HERAPDF 1.5 well describes W and Z results
from Tevatron and from LHC as well as HERA data. The description of jet data from
Tevatron and LHC is reasonable, even better than predictions from other fitting groups
in many cases (see Figure 9.8).

In the next paragraphs a few points will be raised regarding what the analysis de-
scribed here can contribute to the PDFs and which other sources could lead to better
knowledge of the PDFs in the near future.

NC e+p Data The direct results of this analysis provide the above described (Section
9.2) reduction of uncertainties of the PDFs especially for the high-x gluon and u valence
quark. This is of course not only true for the HERAPDF fit. This data will be able to
provide valuable precision input for the other major fitting groups as well and will surely
be included in their fits as it is one of the most precise samples available.

In addition the polarisation of the lepton beam makes this data predestined for elec-
troweak fits (see Section 2.5.3). Up to now, neither H1 nor ZEUS have published a final
fit including polarised HERA-II data and the preliminary ZEUS fit (see Figure 2.13)
does not include this NC e+p data. Improvement due to the results presented here is
definitely expected.

Jets in HERAPDF Even though the new HERAPDF preliminary results (HERAPDF 1.6
and HERAPDF 1.7) do already include some jet data, several aspects could be improved.
First of all, more jet data could be helpful (as shown above), especially because only
four jet data samples [153,167–169] are included up to now and only [169] includes the
high-statistics HERA-II data. Also no results from jets in photoproduction has been
included yet.

In addition, the jet data is included in the HERAPDF fit separately for the H1 and
the ZEUS data and not combined as in the inclusive case. It would be advantageous
to combine the measurements and hopefully reduce systematics through this approach
(see discussion for combination of inclusive data in Section 9.1.2). Unfortunately the
binning used for jet cross section measurement at H1 and ZEUS has been very different
for past publications making it difficult to combine the measurements. [170,171] Having
similar binnings would be advantageous and was suggested [172]. The effort is currently
ongoing, e.g. for the analysis of [165].

Future Fits There are several potential candidates for what could be included into
HERAPDF fits (and other fits as well) to improve the precision. First of all Tevatron
data could be included as it stems from a well-understood experiment in a similar way
as HERA data. Thus using only HERA and Tevatron the advantages of the HERAPDF
fits of e.g. controlled systematics and their correlations could still remain valid. W and
Z data from Tevatron (e.g. Z rapidity and W asymmetry results) could influence the dv

distributions, reducing the uncertainties and most probably leading to a harder high-x
d valence quark [173].

Additionally, Tevatron jet data could improve the precision of the PDFs at high x.

Of course LHC data will also be able to contribute to the PDFs eventually. The above
mentioned ATLAS results of Figure 9.8 already hint that LHC jet data can be used to
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constrain the PDFs in basically the same way as the Tevatron data.14 In general, the
Tevatron and the LHC data can constrain the PDFs in a similar way, but LHC reaches
additional kinematic regions. LHCb data may be able to constrain the PDFs at very
low x, where the PDF uncertainties are very large.

A possible conclusion to draw is that in addition to the data still to come from HERA,
HERAPDF fits could profit from the inclusion of Tevatron data in the near future and
LHC data in the middle future.

The proposed successor of HERA, the LHeC [174] would improve the knowledge about
the PDFs further. This accelerator, where 60 GeV electrons are planned to collide with
the 7 TeV protons of the LHC beam, could increase the integrated luminosity reached
at HERA by two orders of magnitude and the kinematic range by a factor 20. As a DIS
machine it would be the perfect tool for even deeper investigation of the structure of
the proton.

14The fraction of jets induced by qq, qg and gg is different though, so there are differences.
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Figure 9.8: ATLAS results (black data points) of inclusive jet double-differential
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10. Studies of Radiation Damage for

Silicon Sensors for the XFEL

The European X-ray Free-Electron Laser (XFEL) [175] at DESY is planned to start its
operations in 2015 [176]. It will generate ultra-short (in the order of 10 fs) X-ray flashes
with a wavelength of about 0.1 nm and will reach a very high brilliance.

This imposes grand requirements on the radiation hardness of the detectors for XFEL.
The foreseen silicon-pixel sensors will have to tolerate fluences of about 1016 photons

cm2

within three years, where the energy of the photons will be about 12 keV. This corre-
sponds to a radiation dose of the order of 1 GGy at the detector SiO2 surface.

The expected radiation-induced effects on the sensors are chiefly surface damages at
the Si − SiO2 interface, as the energy of the photons is not high enough to cause bulk
damage.1

To be able to estimate how the silicon sensors are affected by these high radiation
doses of photons of the described energies a study was started at HASYLAB (Hamburger
Sychrotronstrahlungs-Labor, see Section 10.2.1): Test structures (gated diodes, see Fig-
ure 10.1) were irradiated in three irradiation campaigns and analysed by capacitance-
voltage (CV ) and current-voltage (IV ) measurements.

After describing the motivation of the study and introducing the test structures (Sec-
tion 10.1), the set-up and calibration of the test-stand are described (Section 10.2)
and results of the first two irradiation campaigns are shown (Section 10.3), in which
the author of this thesis was directly involved. Subsequent studies based on these
measurements and the measurements of the third irradiation campaign are described
in [165,177].

10.1. The Gated Diodes and Performed Irradiation Campaigns

Gate-controlled (or short gated) diodes2 are useful for radiation hardness studies due
to the possibility to measure IV diode and MOS (Metal Oxide Semiconductor) charac-
teristics with the same structure (see Section 10.3.2 for the MOS and Section 10.3.3 for
the diode characteristics). An irradiated diode seen from above is shown in Figure 10.1
and a cross section view is depicted in Figure 10.2.

The diodes are about 285 µm thick p+n diodes manyfactured by CiS3with very low-
doped silicon of the order of 1012 cm−3. On the p+ side there is a SiO2 + Si3N4

4 layer,
on which five aluminum gate rings are placed. The geometry of the diodes was designed

1Bulk damage is only expected at photon energies above 300 keV.
2Gated diodes were introduced in [178].
3CiS, Institut für Mikrosensorik und Photovoltaik GmbH, Erfurt, Germany
4350 nm SiO2 and 50 nm Si3N4
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for the ROSE [179] collaboration and is visible in detail in the above mentioned Figures
10.1 and 10.2.

Figure 10.1: Photo (left) and schematic drawing (right) of a utilised gate-
controlled diode, seen from top.

Figure 10.2: Schematics of the cross section of the employed gated diodes, Figure
taken from [180].

To investigate the radiation damage caused by photons of about 12 keV, an irradiation
stand was set-up at HASYLAB, where synchrotron radiation of appropriate energies is
available (see Section 10.2) and the diodes were irradiated in different campaigns. To
get reliable results over a broad dose range, two sets of four5 and five gated diodes were
irradiated in several steps up to 1 MGy (first set) and 1 GGy (second set) respectively.

5The bonds of one of the diodes was damaged in between and the diode could not be rebonded.
Therefore it was replaced by another diode, which was thus irradiated to 256 kGy in a single step.
There is no significant difference due to this replacement expected.
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10.2. Irradiation Procedure and Setup

For irradiating the diodes at HASYLAB (see Section 10.2.1) a setup was developed.
The gated diodes were glued onto a ceramic substrate and bonded, so that they could
be easily handled and measured.

An irradiation table was designed to keep the diodes fixed during the irradiation
process (see Figure 10.3). Important features of the irradiation table are:

• Spring-mechanism to keep the ceramics in place, but to make them easily inter-
changeable

• Possibility to connect the diodes’ contact during irradiation to a voltage source
to allow e.g. biasing

• Water-cooling applied on the rear side of the ceramic

• Interchangeable collimators with precision alignment

• Chopper to reduce the irradiation rate (up to a factor of 200)

Figure 10.3: 3-D drawing of the irradiation table (see Section 10.2).
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The setup can be easily adapted to the usage for other irradiation schemes (with e.g.
different test structures) as well.

10.2.1. HASYLAB and Beamlines F3 and F4

At HASYLAB research using accelerator-based light sources is done. For the irradi-
ation described here synchrotron radiation originating from DORIS is used. DORIS
was the first storage ring at DESY. Its synchrotron radiation has been used since 1974.
Since 1993 the upgraded accelerator DORIS (called DORIS-III after the upgrade) serves
nearly6 exclusively as a source of synchrotron radiation. DORIS has a circumference
of 289 m and stores electrons and positrons with a typical energy of 4.45 GeV. The
typical initial beam current is 120 mA. The synchrotron radiation, which is produced
in the bendings of the accelerator, is very intense in the X-ray range. There are cur-
rently 33 beamlines at DORIS [182] (see Figure 10.4). The gated diodes of this study
were irradiated at the beamlines F3 and F4, which provide a white photon beam from
a bending magnet. The setup was first used at F3 and then later transferred to F4 for
further measurements. The beams will be discussed in more detail in Sections 10.2.2
and 10.2.3.

Other light sources at HASYLAB include PETRA and FLASH. The locations of
HASYLAB, PETRA and DORIS are indicated in the schematic view of HERA and
its pre-accelerator systems in Figure 3.2.

10.2.2. Spectrum

The spectrum of the synchrotron radiation is important to know in order to determine
whether it can be used as an approximation of the radiation at the European XFEL
(12 keV photons). The spectrum was calculated at different points of the beam taking
into account the material [183] the beam passed through [184–186]. The spectrum at
the surface of the diode is depicted in Figure 10.5. The absorbing materials at F3 are
a 50 µm Al window, a 250 µm Be window, 20 cm of nitrogen and a 25 µm Kapton
window.

The spectrum has a maximum at about 10 keV with a full-width at half-maximum
of about 13 keV. As the amount of photons coming from the source changes signifi-
cantly, mainly due to accelerator conditions, only the energy per photon and not the
normalisation from this calculation is used (see Section 10.2.3).

10.2.3. Dose and Beam Profiles

The irradiation dose was measured using a photo diode. The knowledge of the average
energy per photon (shown above) together with the amount of energy required to create
electron-hole pairs makes it possible to calculate the absolute number of photons.

The relation between the dose D and the current in the photo diode IDiode at this

6The OLYMPUS experiment [181] will use DORIS, when it is not used as radiation source.
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Figure 10.4: DORIS-III and its beamlines (Figure taken from [182]).
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Figure 10.5: Synchrotron radiation spectrum at the location of the surface of the
diode in beamline F3. [183,186]
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specific setup7 was calculated as [184]

D(IDiode, t) ≈ 0.685 Gy
IDiode

µA
· t

s
, (10.1)

with the exposure time t.

For most applications the dose rate d is more convenient

d(IDiode) =
D

t
≈ 0.685 Gy

IDiode

µA

1

s
. (10.2)

As the dose rate and thereby the diode current is directly proportional to the current
in the accelerator, the DORIS current IDORIS can be substituted for IDiode. Due to the
crucial dependence of the dose rate on the position (see below), the first calculation at
each irradiation step was always done after attaining a new measurement of the diode
current. Then the proportionality factor,

p =
IDORIS

IDiode
, (10.3)

was calculated.

Finally the irradiation time for a specific dose Dirrwas calculated using

t =
Dirr[Gy]

0.685 · Iirr
DORIS [mA]

· p , (10.4)

where Iirr
DORIS refers to the DORIS current at the time of irradiation.8

For the dose calculation to be reasonable and the irradiation dose over the area of the
gated diode to be reasonably uniform, it is necessary to investigate the spatial profile of
the beam, i.e. the dependence of the dose rate (measured was the current of the photo
diode) on the position.

For this purpose horizontal and vertical scans were done9 while opening one of the
collimator slits fully and the other only 0.5 mm. The motor table, on which the irradi-
ation table was mounted, was then moved in the respective plane. The results of such
scans are shown in Figure 10.6. The beam profile was found to be - in agreement with
theoretical predictions - nearly constant horizontally and nearly Gaussian vertically.10 ,11

The beam can be considered constant within 20% over an area of 5 mm horizontally
and 2 mm vertically. This is sufficient for the gated diodes, which have a diameter of
1.5 mm (see Figure 10.1) as long as the diode is properly centred in the beam. This was
assured by remeasuring the beam profiles or testing the beam position with indicator
paper regularly.

7This formula depends e.g. on the used diode, the beamline, the absorber material.
8As the DORIS current slowly changes over time, this needed to be approximated beforehand for the

longer irradiation times.
9At F4 the beam profile was later measured in two dimensions as well and for even better uniformity

the diode was moved through the beam during irradiation, see [165].
10As there is a collimator within the beamline, the profile is necessarily cut-off at the edges.
11Deviations from the theoretical predictions can be caused e.g. by reflections and misalignments.

161



horizontal position [mm]
306 308 310 312

cu
rr

en
t [

a.
u.

]

0

2

4

6

horizontal position [mm]
306 308 310 312

cu
rr

en
t [

a.
u.

]

0

2

4

6

vertical position [mm]
0 2 4 6

cu
rr

en
t [

a.
u.

]

0

2

4

6

8

vertical position [mm]
0 2 4 6

cu
rr

en
t [

a.
u.

]

0

2

4

6

8

Figure 10.6: Horizontal (top) and vertical (bottom) beam profile at F3 measured
with a photo diode.
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10.3. Measurement Techniques and Results

The investigated diodes were studied with three different measurement techniques before
any irradiation procedure and then again shortly after each irradiation cycle. The MOS
capacity characteristics was obtained by means of CV measurements with the aim of
obtaining the flat-band voltage Vfb. IV measurements provided the surface (generation)
current Isurf as well as (after an alternation of the setup) the total diode current.

In [165] the calculation of these quantities based on all three irradiation campaigns
is described. Here the measurement method is described and first findings (of the first
two irradiation campaigns, in which the author of this thesis was directly involved) are
reported.

10.3.1. Measurement Setup in the Laboratory

The IV and CV measurements were performed using a probe station at the detector
laboratory of Hamburg University.12 The ceramic was fixed on the vacuum chuck of the
probe station and probe needles were used to access the electrodes of the diode. The
measurements were performed in the dark to avoid photo currents.

A Keitley 6517A amperemeter with a built-in voltage source and an Agilent 4284A
LCR meter were used for the measurements.13 A Keithley 6487 pico amperemeter was
utilised as an additional voltage source (see Section 10.3.3).

10.3.2. CV Measurements

The characteristic MOS capacitance curve as a function of the voltage on the second and
third gate ring was measured for each diode at each irradiation step. A schematic of this
measurement is shown in Figure 10.7. Figure 10.8 illustrates the charge distributions
at the Si − SiO2 interface and the depletion layer during measurement: the diode
changes from accumulation condition (electrons at the interface) to depletion condition
(no charge carriers at the interface) and then to inversion (holes at the interface) with
increasingly negative gate voltage Vgate.

In accumulation the measured capacitance is given by the oxide capacitance Cox.
When the (already negative) gate voltage is decreased and the flat-band voltage Vfb

14

is reached, the diode goes into depletion. The depleted region acts as serial capacitor and
thus reduces the total measured capacitance. The depleted region increases (and thus
the capacitance decreases) until inversion is reached and the capacitance remains con-
stant again. This behaviour is explained in detail in [178]. It follows that the flat-band
voltage (and the oxide capacitance) can be directly extracted from this measurement.

Figure 10.9 shows a CV measurement of an unirradiated diode at two different fre-
quencies. The above described theoretical behaviour with the accumulation, depletion
and inversion phase is clearly visible. The extracted values of Cox and Vfb are indicated
on the plot.

12Later on some of the measurements were done within a specially designed box in which the ceramic
was fixed and the connections were accessible from outside.

13More details about the setup can be found in [187, App. F].
14The flat-band voltage [188, 189] is the voltage at which the flat-band capacitance, which can be

calculated for a specific diode [165,189], is reached.
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Figure 10.7: Schematic of the CV measurement.
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Figure 10.8: Charge distributions under accumulation, depletion, and inversion
conditions for CV measurements. The region depleted of charge carriers is indicated
in red. Modified from [165, Fig. 10.8], after [189].
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Figure 10.9: CV measurement of unirradiated diode at two different frequencies.
The flat-band voltage Vfb and oxide capacitance Cox are indicated by the hashed
lines.
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In Figure 10.10 the 10 kHz curve is shown for different irradiation levels. The mea-
surements show the expected shift of Vfb and thus a change of the concentration of
surface charges due to the radiation induced fixed oxide charges and charges trapped at
the interface states. Interestingly Vfb increases only up to doses of 5 MGy irradiation
dose and then decreases with the further increasing irradiation dose.15
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Figure 10.10: Curves of the CV measurements for one of the gated diodes at
different irradiation levels. The change of the flat-band voltage (see lines to the
x-axis) with irradiation dose is indicated by the arrows.

This behaviour is observed similarly for all measured diodes.16 A compilation of the
measured flat-band voltages as a function of irradiation dose for all measurements is
shown in Figure 10.11.

10.3.3. IV Measurements

Two different IV measurements were done for each irradiation step: a measurement
directly sensitive to the surface generation current Isurf and thus suitable for extracting
the number of interface states and another measuring the total diode current, both are
introduced in the following paragraphs.

Figure 10.12 shows the charge distributions for accumulation, depletion and inversion
for the IV measurements (in the measurement of the total diode current, inversion is
not reached).

15It is also visible from this figure, that the transition from accumulation to inversion is much slower
for the irradiated capacitor. This is due to the radiation-induced interface traps.

16Also the third irradiation campaign shown in [165] confirms the results.
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Figure 10.11: Flat-band voltage as a function of irradiation dose. On this plot
measurements from all nine diodes are compiled. The values of Vfb were extracted
from the CV measurement at a frequency of 10 kHz.

Accumulation Depletion Inversion

Figure 10.12: Charge distributions under accumulation, depletion, and inversion
conditions for IV measurements. The region depleted of charge carriers is indicated
in red. Modified from [165, Fig. 10.8], after [189].
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10.3.3.a. Surface Generation Current Measurement

When a constant bias voltage is applied to the diode and the current through the diode
is measured as a function of the voltage applied to the first gate ring (see schematic in
Figure 10.13), the three phases of accumulation, depletion and inversion allow a direct
measurement of the surface (generation) current. This current, due to the generation
of free charge carriers at the Si − SiO2 interface, is also called interface current. It is
proportional to the concentration of the interface states at or near to the middle of the
band gap.
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Figure 10.13: Schematic of the surface current IV measurement.

What happens in the three phases is visible from Figure 10.12: In accumulation only
the current due to charge carriers in the depleted volume (volume generation current)
is measured. When depletion is reached under the gate ring, the measured current
suddenly rises by the surface generation current under the gate area. With increasing
voltage the depleted region becomes deeper only (small increase due to more depleted
volume under the gate) up to the point when the negative voltage is so high that
inversion is reached. At that point the surface is isolated by the layer of holes from the
field region and no longer contributes, i.e. only the volume generation current of the
increased volume is measured.

An example for the measurement of an unirradiated diode for different bias voltages17

is shown in Figure 10.14.

Figure 10.15 shows measurements with increasing irradiation up to 256 kGy. The
surface current Isurf clearly rises. With rising irradiation level (see Figure 10.16) there
is a similar behaviour observed as for the CV measurements; the surface current reaches
a maximum at about an irradiation dose of 5 MGy and then drops again. This shows a
decrease rather than an increase of generation charge carriers at the interface for very
high irradiation doses.

17The different bias voltages should not affect the measured surface current.
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Figure 10.14: Surface current measurement of an unirradiated gated diode for
different bias voltages. The surface current is indicated by the green arrow for the
Vbias = −6V measurement.
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Figure 10.15: Curves of the surface current measurements (schematic see Figure
10.13) for one of the gated diodes at different irradiation levels up to 256 kGy. The
measurements shown were performed with a bias voltage of -20 V (the unirradi-
ated with -4 V). The green arrow indicates the surface current for the 256 kGy
measurement.
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Figure 10.16: Surface current divided by the gate area as a function of irradiation
dose. On this plot measurements from all nine diodes are compiled. The values of
Isurf were extracted from the IV measurements as described in Section 10.3.3.a at
a bias voltage of -20 V.
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10.3.3.b. Total Diode Current Measurement

The measurement of the total diode current is similar to the standard p+n diode IV
characteristics. It can be achieved by keeping the gate voltage at the same potential
as that of the p+ contact during IV measurement (schematic see Figure 10.17). The
measurement is similar to the previously described surface generation measurement,
but inversion cannot be reached, because for that |Vgate > Vbias| would need to be
satisfied.18
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Figure 10.17: Schematic of the total diode current measurement.

Figure 10.18 shows the measurement curves for a diode with irradiation doses up to
256 kGy, which exhibit the expected diode characteristics. The results can also be di-
rectly compared to Figure 10.15, showing results of the Isurf measurement, demonstrat-
ing the close connection. Thus this measurement is a good cross check and illustration
of the diode characteristics, but only the measurement described in Section 10.3.3.a was
used for the analysis of the surface charges.

10.3.4. Temperature during Irradiation

The results of Sections 10.3.3.a and 10.3.2 indicate a decrease, rather than an increase,
of surface charges for doses above 5 MGy. This effect could possibly be explained by
temperature-induced annealing, if the temperature of the diodes increased considerable
during irradiation. As the dose rate was increased (by making the chopper opening
larger and finally removing the chopper) for higher irradiation doses, an increase of
the temperature might be considered plausible even though the sample was cooled (see
Section 10.2).

To investigate the possibility of such an effect, the temperature of the diode dur-
ing irradiation with active liquid cooling (set to 20◦C) at the back of the ceramic was

18That the value of Vgate at which inversion occurs depends on the voltage of the diode (Vbias) is visible
in the previously described surface current measurements, see Figure 10.14.
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Figure 10.18: Curves of the total diode current IV measurements (schematic see
Figure 10.17) for one of the gated diodes at different irradiation levels up to 256
kGy.
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measured by attaching a temperature sensor on the silicon (close to, but not on the irra-
diated area). An example of a temperature measurement is shown in Figure 10.19. The
temperature measurements were repeated using different chopper openings for different
dose rates.
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Figure 10.19: The temperature measured by a temperature sensor during irradi-
ation with full dose rate and dose rate reduced to 5%.

The temperature measured before irradiation was about 24◦C. There was no signifi-
cant temperature rise seen at 1% of the full19 dose rate. At 5% the temperature reached
about 25◦C and at 10% about 26◦C.20 At full dose rate the temperature reached about
36-37◦C.21

Figure 10.20 shows the measured flat-band voltage for diodes irradiated to the same
dose values with different dose rates. It is found that within the reproducibility of the
results the flat-band voltage does not depend on the dose rate. It can thus be concluded
from the study, that the rise in temperature during high dose rate irradiation is not
responsible for the decrease in flat-band voltage at high dose rates.

19"Full" dose rate refers to the dose rate without reduction through the chopper.
20Switching off the cooling about 28◦C were reached. The temperature then drops immediately by

about 1◦C, when the irradiation is stopped.
21A typical annealing temperature would be 80◦C.
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Figure 10.20: Flat-band voltage as a function of irradiation dose for the highest
doses with different dose rates. The values of Vfb were extracted from the CV mea-
surement at a frequency of 10 kHz. On this plot measurements from four diodes are
compiled. The red squares indicate measurements, where the diode was irradiated
with the dose rate reduced to 5%, the blue triangles are from measurements after
full dose rate irradiation.
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10.4. Summary and Outlook

Nine gate-controlled diodes were irradiated at an irradiation stand at HASYLAB with
doses from 1 kGy to 1 GGy in several irradiation steps to study the radiation-induced
damage on silicon sensors for the European XFEL. IV and CV measurements were
performed before irradiation and after each irradiation step and the surface current
Isurf and the flatband voltage Vfb were extracted from these measurements.

It was found that Isurf and |Vfb| both strongly increase at low doses, but decrease at
high doses (above 5 MeV) in contrast to expectations. No evidence was found that this
decrease was caused by temperature-induced annealing.

The study of this not-fully understood effect has afterwards been continued by a
third irradiation campaign and extended by further analysis of the results [165, 177].
Additional Thermally Depolarization Relaxation Current measurements were done and
the interface state density as well as the number of interface traps, fixed oxide charges
and of border traps were extracted from the measurement data. Though the main
results of the analysis presented here were confirmed, it was found that introducing an
annealing step makes the results more reproducible and leads to the number of interface
states saturating. This could indicate an unstable defect at the interface.

The results indicate that silicon sensors could be suitable for XFEL as the radiation
damage saturates. The results of these studies have been included in a sensor simulation
program and are used for the optimisation of the design of the AGIPD [190] sensors.
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11. Conclusion

NC DIS In this thesis an analysis of Neutral Current Deep Inelastic e+p Scattering
with longitudinally polarised positron beams at a centre-of-mass energy

√
s = 318 GeV

has been presented. The analysed data sample was collected with the ZEUS detector
in the years 2006 and 2007 during the last running period at full energy at HERA. It
corresponds to an integrated luminosity of 135.5 pb−1. A data sample corresponding to
78.8 pb−1 was collected with a positive polarisation of the positron beam, while for the
remaining 56.7 pb−1 the polarisation of the beam was negative. The mean polarisation
of the two data sets is 0.32 and -0.36, leading to a mean polarisation of 0.03 for the
combined set. This is the largest single e+p sample collected by the ZEUS detector.

Single-differential cross sections as a function of the virtuality of the exchanged boson,
Q2, of the event inelasticity, y, and of the Bjorken scaling variable, x, and reduced
cross sections (as a function of x and Q2) were measured in the phase space region
Q2 > 185 GeV2, y < 0.9 and y(1 − x)2 > 0.004.

The cross sections extracted from the complete sample were corrected for the small
mean polarisation and quoted for an unpolarised lepton beam.

The single-differential cross sections dσ
dQ2 , dσ

dx
and dσ

dy
were measured and compared

with the predictions of the Standard Model. The data description by the theory is good.
The reduced cross sections as a function of x and Q2 were extracted and compared

to the previously published e−p results [8]. The significant difference at high Q2 was
exploited to measure the structure function xF̃3, which is sensitive to the valence quarks.
In addition xF γZ

3 was measured as a function of x at fixed Q2 by extrapolating the
measurements done at different Q2 values.

The single-differential cross sections and the reduced cross sections were also mea-
sured separately for negative and positive polarisation of the lepton beam and were
shown to differ significantly at high Q2. The dσ

dQ2 measurements were used to extract
the polarisation asymmetry, measuring directly the parity violation in NC DIS.

The presented measurements of e+p NC DIS cross sections and of the xF̃3 structure
function exceed the precision of previous ZEUS measurements. The measurement will
be used in the HERAPDF fits (and other global fits), in electroweak fits and for searches
beyond the Standard Model (Contact Interactions).

The precision of the cross section measurements could be further improved by combin-
ing the measurements from H1 and ZEUS, thereby not only reducing the statistical, but
also the systematic uncertainty, and (in the unpolarised case) combining measurements
of different data-taking periods.
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Parton Density Functions The precision of the extracted cross sections has a consider-
able influence on the better determination of the proton PDFs. The preliminary results
of the presented analysis were included in a PDF fit with HERA data. Major reduction
of the uncertainties can be seen at high x for the gluon and u-valence distributions.

As the middle- and high-x gluon is not sufficiently constrained by inclusive data,
other processes are useful to improve the precision of the PDFs. A study on the impact
of including more jet data into PDF fits was presented. It was shown that results from
DIS dijets [164], which were put into a fit based on the ZEUS-JETS fit, can further
reduce the uncertainty on the gluon distribution at very high x (above 10−1) not only
compared to a fit without jet data, but also compared to the ZEUS-JETS fit.

The presented first ZEUS1 polarised e+p NC DIS reduced cross sections are especially
expected to have a major impact for the electroweak fits, which will be performed at
HERA in the near future.

Radiation Damage An irradiation stand was erected at HASYLAB to study the
radiation-induced damage by X-rays on silicon sensors for XFEL. Nine gate-controlled
diodes were irradiated with doses from 1 kGy to 1 GGy in several irradiation steps. The
surface current Isurf and the flatband voltage Vfb were measured after each irradiation.
It was found that both, Isurf and Vfb, strongly increase at low doses, but decrease at
high doses (above 5 MeV). No evidence was found that this decrease was caused by
temperature-induced annealing.

This study has been extended further by a third irradiation campaign and further
analyses of the results [165,177]. Additional Thermally Depolarization Relaxation Cur-
rent measurements were done and the interface state density as well as the number of
interface traps, fixed oxide charges and of border traps were extracted from the data.
The main results of the analysis presented here were confirmed, but it was found that
introducing an annealing step makes the results more reproducible and leads to the
number of interface states saturating.

The results of the studies have been included in a sensor simulation program and are
used for the optimisation of the design of the AGIPD [190] sensors.

1The final publication is expected beginning of 2012. Preliminary results have been made available in
Spring 2011 [149].
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A. Summary of Selection Cuts

Trigger chain

1. FLT 28, 30, 36, 39, 40, 41, 43, 44, 46, 47
2. SLT EXO1, EXO2, EXO3, DIS7
3. TLT DIS03

Data quality

1. EVTAKE
2. MVDTAKE
3. STTTAKE
4. POLTAKE (LPOLTAKE for runs with LLP OL > LT P OL or TPOLTAKE for runs

with LT P OL > LLP OL)

Positron Selection

1. Positron candidate with highest Selection Probability used
2. EM Grand Probability>0.001
3. e+-Energy>10 GeV
4. Matched track in CTD acceptance 0.3 < θ < 2.5
5. Track momentum in CTD Acceptance >3 GeV
6. DCA(Track,Cluster)<10 cm in CTD Acceptance
7. Distance to module edge >1.5 cm in CTD Acceptance
8. Energy not belonging to e+ in R<0.8 cone <5 GeV

Geometry cuts

1. Supercrack cut
2. RCAL chimney cut
3. RCAL radius <175 cm

Background suppression

1. 38 GeV< E − pz <65 GeV
2. yel <0.9
3. pt/

√
Et <4 GeV0.5 and pt/Et <0.7

4. Elastic QED Compton rejection
5. |Zvtx| <30 cm and vertex found (according to χ2

vtx)
6. At least one good track (pt >0.2 GeV, superlayer≥3, primary vertex fitted)
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Phase space and Monte Carlo validation

1. γhad-Projection onto FCAL>18 cm
2. yJB(1 − xDA)2 >0.004
3. Q2

DA >185 GeV2
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B. FLT Trigger Bits

The FLT bits of the ZEUS Trigger which were used in the NC DIS analysis are sum-
marised on the following pages. For some of the bits, requirements have slightly changed
during the running period at about run 60780. I refers to runs in the first and II to
the second part.

Subtriggers used are:

• Isolated electrons

– FCAL_isoe: isolated electron in FCAL

– BCAL_isoe: isolated electron in BCAL

– RCAL_isoe: isolated electron in RCAL

– FR_isoe: isolated electron in one of three quadrants of RCAL1

• Energy thresholds

– RCAL_EMC_E: energy in EMC part of RCAL (except for most inner ring)

– BCAL_EMC_E: energy in EMC part of BCAL

– CAL_EMC_E: energy in all EMC parts of CAL (except for inner rings in
RCAL and FCAL)

– CAL_Et: total transverse energy in CAL (except for inner rings in RCAL
and FCAL)

– Cal_allEt20: at least 18 GeV of transverse energy in all of CAL

– REMCth: energy in EMC part of RCAL in inner ring

• Track vetoes

– Trkv3: not track class 2 and not track class 8 with 26 or more tracks

– Trkveto: track class is not 2

– TRK_q95b: track class of higher than 2

– Trkv2: track class neither 2 nor 8

• Other Vetoes

– C5v: veto from C5 counter

– VWv: veto from Veto Wall

– SRTD95v2: veto from SRTD

– S3m_v: veto from S3m

1Due to high background the quadrant in positive x and negative y direction is excluded.
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– S6m_v: veto from S6m

– Fbp: at least 5 GeV in most inner ring of FCAL

– CAL_ev: veto from CAL energy !(CAL_E) ≥ 464, i.e. one cell

FLT 28

• FCAL_isoe OR (BCAL_isoe AND TRK_q95b)

• Cal_allEt20

• Trkv3

• C5v, VWv, SRTD95v2, S3m_v, S6m_v

FLT 30

• RCAL_isoe

• RCAL_EMC_E of at least 3992 MeV ( I )/3404 MeV ( II ) or REMCth of at least
15000 MeV

• C5v, VWv, SRTD95v2

FLT 36

• RCAL_isoe

• RCAL_EMC_E of at least 3992 MeV ( I )/3404 MeV ( II ) or REMCth of at least
5000 MeV

• Trkveto

• C5v, VWv, SRTD95v2, !Fbp, S3m_v, S6m_v

FLT 39

• BCAL_isoe

• BCAL_EMC_E of at least 3404 MeV

• Trkveto, TRK_q95b

• C5v, VWv, SRTD95v2

FLT 40

• CAL_EMC_E of at least 20064 MeV

• Trkv3

• C5v, VWv, SRTD95v2, S3m_v, S6m_v
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FLT 41

• CAL_Et of at least 30096 MeV

• Trkveto

• C5v, VWv, SRTD95v2, S3m_v, S6m_v

FLT 43

• CAL_Et of at least 15102 MeV

• Trkveto, TRK_q95b

• C5v, VWv, SRTD95v2, S3m_v, S6m_v

FLT 44

• RCAL_EMC_E of at least 3404 MeV OR BCAL_EMC_E of at least 4776 MeV

• Trkv2, TRK_q95b

• C5v, VWv, SRTD95v2, S3m_v, S6m_v

FLT 46

• FR_isoe

• RCAL_EMC_E of at least 2032 MeV or REMCth of at least 3750 MeV

• Trkveto, TRK_q95b

• C5v, VWv, SRTD95v2

FLT 47

• FR_isoe

• RCAL_EMC_E of at least 2032 MeV or REMCth of at least 3750 MeV

• Trkveto

• C5v, VWv, SRTD95v2, !CAL_Ev
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C. Control Distributions

Control distributions of the important variables from the final NC DIS sample are shown
here. First, a summary plot for the major variables is shown and then each variable is
shown separately including the ratio of Standard Model MC and data.
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Major Variable Distributions

Figure C.1: Distributions of important variables from high Q2 NC selection. Data
is represented by black points, the Standard Model MC (NC DIS and photoproduc-
tion) by yellow histograms and the photoproduction background contribution from
MC by the blue histograms. a) shows log(Q2

DA), b) log(xDA), c) yDA, d) E − pz, e)
θ of the scattered positron, f) the energy of the scattered positron, g) γhad and h)
the hadronic transverse momentum.
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Figure C.2: Distribution of log(Q2
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DIS MC (yellow histogram) and photoproduction background MC (blue histogram)
after the final selection. In addition the ratio of data and MC is shown in the lower
part of the plot.
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Figure C.3: Distribution of log(xDA) for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.4: Distribution of log(yDA) for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot. Here it is
especially important to mention that the Standard Model prediction is reweighted
to account for FL.
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Figure C.5: Distribution of γhad for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.6: Distribution of E − pz for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.7: Distribution of the energy of the scattered positron for data (black
points), compared to NC DIS MC (yellow histogram) and photoproduction back-
ground MC (blue histogram). In addition the ratio of data and MC is shown in the
lower part of the plot.
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Figure C.8: Distribution of Zvtx for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.9: Distribution of phad
t for data (black points), compared to NC DIS

MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.

E
ve

nt
s

-110

10

310

510

710
Data

NC DIS MC

php MC

 [rad]eθ
0 1 2 3

M
C

D
at

a
ra

tio

0.8

1

1.2

 [rad]eθ
0 1 2 3

M
C

D
at

a
ra

tio

0.8

1

1.2

Figure C.10: Distribution of θ of the scattered positron for data (black points),
compared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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Figure C.11: Distribution of φ of the scattered positron for data (black points),
compared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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Figure C.12: Distribution of track momentum of the scattered positron for data
(black points), compared to NC DIS MC (yellow histogram) and photoproduction
background MC (blue histogram). In addition the ratio of data and MC is shown
in the lower part of the plot.
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Figure C.13: Distribution of DCA for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.14: Distribution of DME for data (black points), compared to NC DIS
MC (yellow histogram) and photoproduction background MC (blue histogram). In
addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.15: Distribution of the number of superlayers for data (black points),
compared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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Figure C.16: Distribution of cone energy for data (black points), compared to NC
DIS MC (yellow histogram) and photoproduction background MC (blue histogram).
In addition the ratio of data and MC is shown in the lower part of the plot.
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Figure C.17: Distribution of radius of positrons in RCAL for data (black points),
compared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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Figure C.18: Distribution of EM Grand Probability for data (black points), com-
pared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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Figure C.19: Distribution of total transverse momentum for data (black points),
compared to NC DIS MC (yellow histogram) and photoproduction background MC
(blue histogram). In addition the ratio of data and MC is shown in the lower part
of the plot.
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D. Trigger Rates

The number of events per luminosity (here called rate) of NC DIS events triggered by
each of the FLT, SLT and TLT slots used in this analysis are shown in this appendix.1
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Figure D.1: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 28.

1As all events in this analysis must satisfy TLT bit DIS3, its plot includes all events from this analysis.
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Figure D.2: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 30.
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Figure D.3: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 36.
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Figure D.4: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 39.
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Figure D.5: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 40.
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Figure D.6: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 41.
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Figure D.7: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 43.
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Figure D.8: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 44.
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Figure D.9: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 46.
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Figure D.10: Rate (Events divided by run luminosity) for NC DIS events triggered
by FLT 47.

202



SLT

Runnumber
60000 60500 61000 61500 62000 62500 63000

S
LT

 D
IS

7 
ra

te
 [p

b]

0

1000

2000

3000

4000

5000

6000

7000

8000

SLT DIS7

Figure D.11: Rate (Events divided by run luminosity) for NC DIS events triggered
by SLT DIS7.
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Figure D.12: Rate (Events divided by run luminosity) for NC DIS events triggered
by SLT EXO1.
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Figure D.13: Rate (Events divided by run luminosity) for NC DIS events triggered
by SLT EXO2.
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Figure D.14: Rate (Events divided by run luminosity) for NC DIS events triggered
by SLT EXO3.
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Figure D.15: Rate (Events divided by run luminosity) for NC DIS events triggered
by TLT DIS3.
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E. Track Matching Efficiency

Here the Track Matching Efficiency is shown as a function of different variables.
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Figure E.1: Track matching efficiency as a function of the angle θ of the scat-
tered positron in the calorimeter with data (black data points, php contribution
subtracted from SM prediction) and NC MC (cyan histograms). In addition the
ratio of data and MC is shown in the lower part of the plot.
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Figure E.2: Track matching efficiency as a function of Q2 with data (black data
points, php contribution subtracted from SM prediction) and NC MC (cyan his-
tograms). In addition the ratio of data and MC is shown in the lower part of the
plot.
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Figure E.3: Track matching efficiency as a function of x with data (black data
points, php contribution subtracted from SM prediction) and NC MC (cyan his-
tograms). In addition the ratio of data and MC is shown in the lower part of the
plot.
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Figure E.4: Track matching efficiency as a function of the angle θ of the scattered
positron with data (black data points, php contribution subtracted from SM pre-
diction) and NC MC (cyan histograms). In addition the ratio of data and MC is
shown in the lower part of the plot.
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Figure E.5: Track matching efficiency as a function of Zvtx with data (black data
points, php contribution subtracted from SM prediction) and NC MC (cyan his-
tograms). In addition the ratio of data and MC is shown in the lower part of the
plot.
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Figure E.6: Track matching efficiency as a function of the angle φ of the scattered
positron with data (black data points, php contribution subtracted from SM pre-
diction) and NC MC (cyan histograms). In addition the ratio of data and MC is
shown in the lower part of the plot.
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Figure E.7: Track matching efficiency as a function of E − pz with data (black
data points, php contribution subtracted from SM prediction) and NC MC (cyan
histograms). In addition the ratio of data and MC is shown in the lower part of the
plot.
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Figure E.8: Track matching efficiency as a function of energy in a 0.8-cone with
data (black data points, php contribution subtracted from SM prediction) and NC
MC (cyan histograms). In addition the ratio of data and MC is shown in the lower
part of the plot.
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Figure E.9: Track matching efficiency as a function of the logarithm of the Grand
Probability from the EM finder1 of the scattered positron with data (black data
points, php contribution subtracted from SM prediction) and NC MC (cyan his-
tograms). In addition the ratio of data and MC is shown in the lower part of the
plot.
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Figure E.10: Track matching efficiency as a function of the superlayers passed by
the scattered positron with data (black data points, php contribution subtracted
from SM prediction) and NC MC (cyan histograms). In addition the ratio of data
and MC is shown in the lower part of the plot.
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Figure E.11: Track matching efficiency as a function of the RCAL radius of the
scattered positron with data (black data points, php contribution subtracted from
SM prediction) and NC MC (cyan histograms). In addition the ratio of data and
MC is shown in the lower part of the plot.

212



F. Uncertainties of the Reduced Cross

Section

The plots in this appendix show all uncertainty contributions in every bin of the reduced
cross section. The plot for Q2 =1500 GeV2 is found in Chapter 7 as Figure 7.15.
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Figure F.1: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =200 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.2: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =250 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.3: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =350 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.4: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =450 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.5: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =650 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.6: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =800 GeV2. Indicated by the sym-
bols are the individual systematic uncertainties described in Chapter 7. Red lines
show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.7: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =1200 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.8: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =2000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.9: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =3000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.10: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =5000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.11: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =8000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.12: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =12000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.13: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =20000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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Figure F.14: The fractional systematic and statistical uncertainties of the double-
differential cross section dσ

dxdQ2 in the bin of Q2 =30000 GeV2. Indicated by the
symbols are the individual systematic uncertainties described in Chapter 7. Red
lines show the statistical and dashed black lines the quadratic sum of all systematic
uncertainties.
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G. Single Differential Cross Sections and

A+

In this appendix the bins of the single differential cross section measurements are listed
and the measured single differential cross sections dσ

dQ2 , dσ
dx

and dσ
dy

are tabulated for zero,
positive and negative polarisation. In addition, the measured values and uncertainties
of the polarisation asymmetry A+ are given, which were extracted from these cross
sections.
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Q2
low [GeV2] Q2

high [GeV2] Q2
c [GeV2]

185 210 195

210 240 220

240 270 255

270 300 285

300 340 320

340 380 360

380 430 400

430 480 450

480 540 510

540 600 570

600 670 630

670 740 700

740 820 780

820 900 860

900 990 940

990 1080 1030

1080 1200 1130

1200 1350 1270

1350 1500 1420

1500 1700 1590

1700 1900 1790

1900 2100 1990

2100 2600 2300

2600 3200 2800

3200 3900 3500

3900 4700 4200

4700 5600 5100

5600 6600 6050

6600 7800 7100

7800 9200 8400

9200 12800 10800

12800 18100 15200

18100 25600 21500

25600 51200 36200

Table G.1: The bins of the measurement of the single differential cross section
dσ

dQ2 . Given are the Q2 limits and the bin centre Q2
c .
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xlow xhigh xc

0.0063 0.01 0.00794

0.01 0.016 0.0126

0.016 0.025 0.02

0.025 0.04 0.0316

0.04 0.063 0.0501

0.063 0.1 0.0794

0.1 0.16 0.126

0.16 0.25 0.2

Table G.2: The bins of the measurement of the single differential cross section dσ
dx

for Q2 > 185 GeV2. Given are the x limits and the bin centre xc.

xlow xhigh xc

0.04 0.063 0.0501

0.063 0.1 0.0794

0.1 0.16 0.126

0.16 0.25 0.2

0.25 0.4 0.316

0.40 0.75 0.687

Table G.3: The bins of the measurement of the single differential cross section dσ
dx

for Q2 > 3000 GeV2. Given are the x limits and the bin centre xc.
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ylow yhigh yc

0.00 0.05 0.025

0.05 0.1 0.075

0.1 0.15 0.125

0.15 0.2 0.175

0.2 0.25 0.225

0.25 0.3 0.275

0.3 0.35 0.325

0.35 0.4 0.375

0.4 0.45 0.425

0.45 0.5 0.475

0.5 0.55 0.525

0.55 0.6 0.575

0.6 0.65 0.625

0.65 0.7 0.675

0.7 0.75 0.725

Table G.4: The bins of the measurement of the single differential cross section dσ
dy

for Q2 > 185 GeV2. Given are the y limits and the bin centre yc.

ylow yhigh yc

0.05 0.1 0.075

0.1 0.15 0.125

0.15 0.2 0.175

0.2 0.25 0.225

0.25 0.3 0.275

0.3 0.35 0.325

0.35 0.4 0.375

0.4 0.45 0.425

0.45 0.5 0.475

0.5 0.55 0.525

0.55 0.6 0.575

0.6 0.65 0.625

0.65 0.7 0.675

0.7 0.75 0.725

0.75 0.8 0.775

0.8 0.85 0.825

0.85 0.9 0.875

Table G.5: The bins of the measurement of the single differential cross section dσ
dy

for Q2 > 3000 GeV2. Given are the y limits and the bin centre yc.
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Q2
c [GeV2] dσ

dQ2 [pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

195 1.90 · 101 ±0.5 +0.8
−0.6

+0.2
−0.1 +0.6 +0.1 +0.2

−0.5
+0.0
−0.0

+0.2
−0.1

220 1.43 · 101 ±0.5 +0.8
−0.7

+0.2
−0.1 +0.4 +0.5 +0.2

−0.6
+0.0
−0.0

+0.0
−0.1

255 1.00 · 101 ±0.6 +1.0
−1.5

+0.2
−0.1 +0.6 +0.7 +0.1

−1.4
+0.0
−0.0

+0.1
−0.0

285 7.78 ±0.7 +0.7
−1.1

+0.2
−0.2 +0.6 −0.2 +0.3

−1.0
+0.1
−0.1

+0.0
−0.1

320 5.78 ±0.7 +1.3
−0.9

+0.2
−0.2 +1.1 +0.4 +0.4

−0.7
+0.1
−0.1

+0.1
−0.4

360 4.33 ±0.8 +1.6
−0.5

+0.2
−0.1 +0.7 +1.1 +1.0

−0.1
+0.2
−0.2

+0.0
−0.2

400 3.33 ±0.8 +1.8
−0.4

+0.2
−0.2 +1.3 +0.7 +0.8

−0.1
+0.3
−0.3

+0.0
−0.0

450 2.55 ±1.0 +2.1
−0.6

+0.2
−0.3 +1.9 +0.7 +0.1

−0.0
+0.4
−0.4

+0.0
−0.0

510 1.89 ±1.0 +1.0
−0.7

+0.3
−0.2 +0.7 −0.1 +0.1

−0.0
+0.5
−0.5

+0.0
−0.2

570 1.39 ±1.2 +2.0
−0.9

+0.4
−0.3 +1.7 +0.3 +0.1

−0.0
+0.7
−0.7

+0.4
−0.0

630 1.14 ±1.3 +1.2
−1.0

+0.3
−0.2 +0.5 +0.2 +0.0

−0.0
+0.9
−0.9

+0.2
−0.0

700 8.67 · 10−1 ±1.4 +1.9
−1.2

+0.2
−0.2 +1.6 +0.2 +0.0

−0.0
+1.0
−0.9

+0.0
−0.3

780 6.65 · 10−1 ±1.4 +1.2
−1.1

+0.3
−0.1 +0.6 +0.4 +0.1

−0.0
+0.9
−0.9

+0.1
−0.1

860 5.07 · 10−1 ±1.5 +1.8
−1.0

+0.2
−0.0 +1.4 −0.1 +0.1

−0.0
+0.9
−0.9

+0.1
−0.0

940 4.17 · 10−1 ±1.6 +1.2
−1.3

+0.1
−0.3 +0.8 −0.8 +0.0

−0.0
+0.9
−0.9

+0.1
−0.1

1030 3.20 · 10−1 ±1.8 +2.4
−1.3

+0.2
−0.2 +2.2 −0.6 +0.0

−0.1
+0.9
−0.9

+0.2
−0.4

1130 2.55 · 10−1 ±1.7 +1.7
−1.0

+0.1
−0.1 +1.0 +0.9 +0.1

−0.0
+0.9
−0.9

+0.3
−0.0

1270 1.96 · 10−1 ±1.8 +2.6
−1.0

+0.2
−0.1 +2.3 −0.4 +0.0

−0.0
+0.9
−0.9

+0.4
−0.1

1420 1.42 · 10−1 ±2.1 +2.0
−1.0

+0.3
−0.1 +1.6 −0.0 +0.1

−0.0
+0.9
−0.9

+0.4
−0.5

1590 1.08 · 10−1 ±2.0 +2.5
−1.0

+0.2
−0.1 +2.3 +0.3 +0.0

−0.1
+0.9
−0.9

+0.0
−0.1

1790 7.83 · 10−2 ±2.4 +2.2
−1.1

+0.2
−0.0 +1.9 +0.4 +0.2

−0.0
+0.9
−0.9

+0.0
−0.3

1990 5.86 · 10−2 ±2.7 +2.4
−1.4

+0.3
−0.1 +2.1 −1.0 +0.1

−0.0
+0.9
−0.9

+0.3
−0.0

2300 4.02 · 10−2 ±2.1 +1.4
−1.0

+0.1
−0.1 +1.1 −0.0 +0.0

−0.0
+0.9
−0.9

+0.3
−0.1

2800 2.33 · 10−2 ±2.6 +1.3
−1.0

+0.1
−0.1 +0.7 +0.4 +0.1

−0.0
+0.9
−0.8

+0.0
−0.0

3500 1.32 · 10−2 ±3.1 +1.1
−1.1

+0.0
−0.3 +0.7 −0.2 +0.0

−0.1
+0.8
−0.8

+0.0
−0.5

4200 7.75 · 10−3 ±3.8 +1.5
−1.2

+0.2
−0.1 +1.2 −0.8 +0.1

−0.0
+0.8
−0.8

+0.0
−0.2

5100 4.15 · 10−3 ±4.8 +1.1
−1.4

+0.2
−0.1 −0.3 +0.6 +0.1

−0.0
+0.8
−0.8

+0.2
−0.4

6050 2.70 · 10−3 ±5.6 +1.2
−2.9

+0.1
−0.2 −0.9 −2.2 +0.0

−0.1
+0.8
−0.8

+0.0
−0.1

7100 1.46 · 10−3 ±7.0 +3.6
−2.8

+0.1
−0.3 +2.2 +1.8 +0.0

−0.1
+0.8
−0.8

+1.6
−2.4

8400 9.33 · 10−4 ±8.2 +3.2
−2.9

+0.2
−0.1 +2.9 −2.1 +0.1

−0.0
+0.8
−0.8

+0.0
−1.2

10800 3.43 · 10−4 ±8.3 +2.3
−3.0

+0.3
−0.2 +1.0 −0.9 +0.0

−0.0
+0.8
−0.8

+0.1
−2.5

15200 9.03 · 10−5 ±13.4 +3.7
−10.4

+0.1
−0.3 −9.5 −0.9 +0.0

−0.1
+0.8
−0.8

+2.0
−0.1

21500 3.74 · 10−5 ±17.2 +7.5
−7.6

+0.3
−0.3 −6.7 −1.9 +0.0

−0.1
+0.8
−0.8

+2.2
−1.8

36200 1.68 · 10−6 ±35.4 +3.0
−17.5

+0.3
−0.3 −15.1 −6.8 +0.3

−0.0
+0.8
−0.8

+2.4
−2.7

Table G.6: The measured single differential cross section dσ
dQ2 (y < 0.9, y(1 −

x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = 0). The bin centre,
Q2

c , the cross section corrected to the electroweak Born level and the statistical
and the systematic uncertainty (in %) are given. In addition the contributions
of the variation of the electron energy scale (δ1), the variation of the electron
identification (δ2), the variation of the parton shower model (δ3), the variation
of the track requirement region (δ4), the variation of the Track Veto Efficiency
correction (δ5) and the variation of the E−pz cut (δ6) to the systematic uncertainty
are shown. All uncertainties are given in %.
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xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.00794 8.70 · 104 ±0.6 +1.1
−1.1

+0.2
−0.2 +0.9 −0.6 +0.3

−0.8
+0.4
−0.4

+0.0
−0.0

0.01260 5.83 · 104 ±0.5 +1.0
−1.1

+0.1
−0.0 +0.9 −0.6 +0.2

−0.8
+0.4
−0.4

+0.0
−0.1

0.02000 3.62 · 104 ±0.5 +0.7
−0.6

+0.2
−0.0 +0.5 +0.2 +0.2

−0.5
+0.3
−0.3

+0.2
−0.1

0.03160 2.10 · 104 ±0.5 +1.7
−0.6

+0.1
−0.1 +0.6 +1.5 +0.4

−0.5
+0.2
−0.2

+0.0
−0.0

0.05010 1.23 · 104 ±0.6 +1.7
−0.6

+0.1
−0.1 +0.5 +1.6 +0.3

−0.5
+0.2
−0.2

+0.0
−0.0

0.07940 6.89 · 103 ±0.6 +1.6
−0.4

+0.1
−0.1 +0.4 +1.5 +0.1

−0.3
+0.2
−0.2

+0.0
−0.2

0.12600 3.89 · 103 ±0.6 +1.5
−0.4

+0.2
−0.1 +0.6 +1.4 +0.1

−0.3
+0.1
−0.1

+0.1
−0.2

0.20000 2.04 · 103 ±0.8 +1.9
−1.4

+0.1
−0.1 +1.6 −0.8 +0.0

−0.5
+0.2
−0.2

+0.2
−0.1

Table G.7: The measured single differential cross section dσ
dx

(Q2 > 185 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = 0). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.05010 1.72 · 102 ±4.8 +1.6
−1.7

+0.0
−0.3 −0.2 +0.8 +0.1

−0.1
+1.3
−1.3

+0.0
−0.6

0.07940 1.60 · 102 ±3.8 +2.2
−1.1

+0.1
−0.1 +1.9 +0.3 +0.0

−0.0
+1.0
−0.9

+0.0
−0.1

0.12600 1.18 · 102 ±3.4 +0.9
−1.6

+0.2
−0.1 −1.2 +0.0 +0.0

−0.0
+0.8
−0.8

+0.0
−0.6

0.20000 6.71 · 101 ±3.7 +0.8
−1.5

+0.1
−0.1 −0.4 −0.2 +0.0

−0.0
+0.7
−0.7

+0.0
−0.8

0.31600 3.26 · 101 ±4.2 +1.1
−1.3

+0.2
−0.2 +0.4 −1.1 +0.0

−0.0
+0.6
−0.6

+0.0
−0.0

0.68700 1.20 ±6.5 +2.1
−2.2

+0.1
−0.3 +1.2 −1.5 +0.0

−0.1
+0.6
−0.6

+1.2
−0.0

Table G.8: The measured single differential cross section dσ
dx

(Q2 > 3000 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = 0). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.02500 1.63 · 104 ±0.4 +1.5
−0.5

+0.1
−0.1 +0.8 +1.2 +0.1

−0.4
+0.0
−0.0

+0.1
−0.1

0.07500 8.09 · 103 ±0.5 +1.8
−0.6

+0.1
−0.1 +0.3 +1.7 +0.3

−0.5
+0.1
−0.1

+0.0
−0.1

0.12500 5.64 · 103 ±0.6 +0.6
−0.7

+0.1
−0.0 +0.3 +0.1 +0.4

−0.7
+0.1
−0.1

+0.1
−0.2

0.17500 4.37 · 103 ±0.7 +0.5
−1.2

+0.1
−0.1 +0.4 −0.4 +0.1

−1.1
+0.2
−0.2

+0.0
−0.0

0.22500 3.61 · 103 ±0.7 +0.5
−1.1

+0.1
−0.0 +0.3 −0.9 +0.0

−0.6
+0.2
−0.2

+0.1
−0.1

0.27500 2.93 · 103 ±0.8 +0.9
−1.0

+0.1
−0.0 +0.9 −0.5 +0.2

−0.9
+0.2
−0.2

+0.1
−0.0

0.32500 2.53 · 103 ±0.9 +1.2
−0.9

+0.0
−0.0 +1.0 −0.0 +0.2

−0.8
+0.3
−0.3

+0.3
−0.1

0.37500 2.24 · 103 ±1.0 +0.7
−1.4

+0.1
−0.1 +0.2 −0.5 +0.5

−1.1
+0.4
−0.4

+0.1
−0.2

0.42500 1.98 · 103 ±1.0 +1.3
−0.9

+0.0
−0.0 +0.8 −0.6 +0.7

−0.2
+0.5
−0.5

+0.0
−0.0

0.47500 1.73 · 103 ±1.1 +2.2
−1.0

+0.1
−0.0 +1.9 −0.3 +0.7

−0.0
+0.7
−0.7

+0.0
−0.4

0.52500 1.54 · 103 ±1.2 +2.0
−1.0

+0.2
−0.0 +1.6 −0.1 +0.7

−0.0
+0.8
−0.8

+0.4
−0.1

0.57500 1.42 · 103 ±1.3 +2.4
−1.4

+0.3
−0.2 +2.0 −0.7 +0.2

−0.0
+0.9
−0.9

+0.0
−0.5

0.62500 1.28 · 103 ±1.4 +3.9
−1.9

+0.6
−0.7 +3.6 −1.1 +0.0

−0.1
+1.1
−1.1

+0.4
−0.0

0.67500 1.20 · 103 ±1.5 +2.5
−2.8

+1.1
−1.2 +1.8 −1.9 +0.0

−0.0
+1.2
−1.2

+0.0
−0.4

0.72500 1.12 · 103 ±1.8 +5.9
−2.9

+2.2
−2.0 +5.3 −1.2 +0.0

−0.0
+1.3
−1.2

+0.3
−0.0

Table G.9: The measured single differential cross section dσ
dy

(Q2 > 185 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = 0).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.07500 3.28 · 101 ±7.6 +1.5
−1.7

+0.0
−0.4 +1.3 −1.4 +0.0

−0.2
+0.6
−0.6

+0.3
−0.0

0.12500 5.53 · 101 ±5.6 +1.1
−0.7

+0.1
−0.2 +0.9 +0.1 +0.0

−0.0
+0.6
−0.6

+0.0
−0.2

0.17500 5.87 · 101 ±5.3 +1.4
−1.5

+0.2
−0.1 +0.6 −0.5 +0.1

−0.0
+0.7
−0.7

+0.9
−0.8

0.22500 5.66 · 101 ±5.4 +1.0
−1.6

+0.1
−0.2 −0.7 −0.8 +0.0

−0.1
+0.7
−0.7

+0.4
−0.5

0.27500 4.97 · 101 ±5.7 +0.8
−1.5

+0.1
−0.1 −0.8 −0.3 +0.0

−0.0
+0.7
−0.7

+0.0
−0.8

0.32500 5.10 · 101 ±5.6 +1.1
−1.3

+0.2
−0.0 −0.4 −0.3 +0.0

−0.0
+0.7
−0.7

+0.8
−0.4

0.37500 3.72 · 101 ±6.6 +1.2
−2.3

+0.1
−0.1 +0.6 −1.8 +0.1

−0.0
+0.8
−0.7

+0.0
−0.9

0.42500 3.42 · 101 ±6.9 +1.2
−2.7

+0.2
−0.1 −2.3 −0.4 +0.0

−0.0
+0.8
−0.8

+0.0
−0.6

0.47500 3.58 · 101 ±6.8 +1.0
−3.1

+0.1
−0.1 −2.4 −1.6 +0.0

−0.0
+0.8
−0.8

+0.3
−0.1

0.52500 2.85 · 101 ±7.7 +0.9
−3.2

+0.1
−0.0 −1.6 −2.0 +0.0

−0.0
+0.9
−0.9

+0.0
−1.5

0.57500 2.91 · 101 ±7.6 +7.9
−1.3

+0.0
−0.2 +7.7 +0.6 +0.0

−0.2
+0.9
−0.9

+0.0
−0.7

0.62500 2.42 · 101 ±8.8 +7.8
−1.7

+0.1
−0.0 +6.2 +3.4 +0.0

−0.0
+1.0
−1.0

+0.8
−0.0

0.67500 2.28 · 101 ±8.7 +2.2
−5.4

+0.0
−0.0 −5.0 +1.8 +0.1

−0.0
+1.1
−1.1

+0.4
−1.7

0.72500 2.35 · 101 ±8.7 +2.4
−3.9

+0.0
−0.0 −1.2 +2.0 +0.1

−0.0
+1.2
−1.2

+0.0
−2.8

0.77500 2.12 · 101 ±9.2 +1.7
−4.0

+0.1
−0.1 −2.6 +0.5 +0.1

−0.0
+1.4
−1.3

+0.0
−2.5

0.82500 1.89 · 101 ±9.9 +6.7
−3.1

+0.0
−1.2 +5.8 +1.2 +0.1

−1.0
+1.4
−1.4

+1.6
−0.5

0.87500 1.94 · 101 ±10.8 +6.4
−7.9

+1.6
−1.2 +5.4 +1.6 +0.8

−0.0
+1.4
−1.4

+0.4
−2.3

Table G.10: The measured single differential cross section dσ
dy

(Q2 > 3000 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = 0).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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Q2
c [GeV2] dσ

dQ2 [pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

195 1.91 · 101 ±0.6 +0.7
−0.6

+0.2
−0.1 +0.6 +0.1 +0.2

−0.5
+0.0
−0.0

+0.3
−0.1

220 1.43 · 101 ±0.6 +0.9
−0.7

+0.2
−0.1 +0.5 +0.5 +0.3

−0.6
+0.0
−0.0

+0.0
−0.0

255 1.01 · 101 ±0.7 +1.1
−1.6

+0.2
−0.1 +0.7 +0.7 +0.0

−1.6
+0.0
−0.0

+0.2
−0.0

285 7.90 ±0.8 +0.4
−1.2

+0.2
−0.2 +0.3 −0.2 +0.1

−1.2
+0.1
−0.1

+0.0
−0.1

320 5.86 ±0.9 +1.4
−1.1

+0.2
−0.2 +1.2 +0.3 +0.6

−0.9
+0.1
−0.1

+0.0
−0.4

360 4.40 ±1.0 +1.6
−0.5

+0.2
−0.1 +0.8 +1.1 +0.8

−0.1
+0.2
−0.2

+0.0
−0.3

400 3.41 ±1.1 +1.5
−0.4

+0.2
−0.2 +1.1 +0.7 +0.7

−0.1
+0.2
−0.2

+0.1
−0.0

450 2.60 ±1.2 +1.9
−0.5

+0.2
−0.3 +1.6 +0.7 +0.0

−0.0
+0.3
−0.3

+0.3
−0.1

510 1.93 ±1.3 +1.4
−0.6

+0.3
−0.2 +1.3 −0.2 +0.1

−0.0
+0.4
−0.4

+0.0
−0.3

570 1.42 ±1.6 +1.6
−0.8

+0.4
−0.3 +1.3 +0.3 +0.1

−0.0
+0.6
−0.6

+0.2
−0.0

630 1.16 ±1.7 +1.0
−0.9

+0.3
−0.2 +0.4 +0.2 +0.0

−0.0
+0.7
−0.7

+0.3
−0.0

700 8.88 · 10−1 ±1.8 +1.3
−1.1

+0.2
−0.2 +1.0 +0.2 +0.0

−0.0
+0.7
−0.7

+0.0
−0.6

780 6.78 · 10−1 ±1.7 +1.0
−0.9

+0.2
−0.1 +0.3 +0.4 +0.1

−0.0
+0.7
−0.7

+0.0
−0.2

860 5.22 · 10−1 ±1.9 +1.9
−0.8

+0.2
−0.1 +1.6 −0.1 +0.1

−0.0
+0.7
−0.7

+0.2
−0.0

940 4.31 · 10−1 ±2.0 +0.9
−1.1

+0.1
−0.3 +0.3 −0.8 +0.0

−0.1
+0.7
−0.7

+0.5
−0.2

1030 3.37 · 10−1 ±2.3 +2.1
−1.2

+0.1
−0.2 +2.0 −0.6 +0.0

−0.1
+0.7
−0.7

+0.1
−0.5

1130 2.61 · 10−1 ±2.2 +1.4
−0.8

+0.1
−0.1 +0.7 +0.9 +0.1

−0.0
+0.7
−0.7

+0.1
−0.3

1270 2.01 · 10−1 ±2.2 +2.8
−0.9

+0.2
−0.0 +2.7 −0.4 +0.0

−0.0
+0.7
−0.7

+0.3
−0.1

1420 1.42 · 10−1 ±2.7 +1.8
−0.9

+0.3
−0.1 +1.4 −0.0 +0.1

−0.0
+0.7
−0.7

+0.4
−0.4

1590 1.15 · 10−1 ±2.5 +2.5
−0.8

+0.2
−0.1 +2.3 +0.3 +0.0

−0.1
+0.7
−0.7

+0.1
−0.0

1790 8.07 · 10−2 ±3.0 +2.4
−1.1

+0.2
−0.0 +2.1 +0.4 +0.2

−0.0
+0.7
−0.7

+0.1
−0.5

1990 6.09 · 10−2 ±3.5 +1.9
−1.3

+0.3
−0.0 +1.6 −0.9 +0.1

−0.0
+0.7
−0.7

+0.0
−0.0

2300 4.15 · 10−2 ±2.7 +1.7
−0.9

+0.1
−0.1 +1.5 −0.0 +0.0

−0.0
+0.7
−0.7

+0.3
−0.2

2800 2.37 · 10−2 ±3.3 +1.2
−0.8

+0.1
−0.1 +0.6 +0.5 +0.1

−0.0
+0.7
−0.7

+0.4
−0.1

3500 1.41 · 10−2 ±3.9 +2.1
−1.1

+0.0
−0.3 +1.9 −0.2 +0.0

−0.1
+0.7
−0.7

+0.0
−0.7

4200 8.78 · 10−3 ±4.7 +1.1
−1.3

+0.2
−0.1 +0.8 −0.8 +0.1

−0.0
+0.7
−0.7

+0.0
−0.7

5100 4.52 · 10−3 ±6.0 +1.1
−1.0

+0.2
−0.1 +0.2 +0.6 +0.1

−0.0
+0.6
−0.6

+0.0
−0.5

6050 2.94 · 10−3 ±7.1 +1.4
−2.5

+0.1
−0.2 −0.5 −2.2 +0.0

−0.1
+0.6
−0.6

+0.5
−0.0

7100 1.48 · 10−3 ±9.1 +4.5
−4.9

+0.1
−0.3 +3.4 +1.8 +0.0

−0.1
+0.6
−0.6

+2.0
−4.3

8400 1.01 · 10−3 ±10.3 +2.0
−3.7

+0.2
−0.1 +1.6 −2.1 +0.1

−0.0
+0.6
−0.6

+0.0
−1.2

10800 3.97 · 10−4 ±10.1 +3.3
−3.9

+0.3
−0.2 +0.9 −0.9 +0.0

−0.0
+0.6
−0.6

+0.0
−3.5

15200 1.12 · 10−4 ±15.8 +2.7
−8.3

+0.1
−0.3 −7.9 −0.9 +0.0

−0.1
+0.6
−0.6

+1.7
−0.0

21500 2.67 · 10−5 ±26.7 +12.7
−9.3

+0.3
−0.3 +3.5 −1.9 +0.0

−0.1
+0.6
−0.6

+2.2
−1.8

36200 1.82 · 10−6 ±44.7 +3.0
−44.4

+0.3
−0.3 −41.8 −6.7 +0.3

−0.0
+0.6
−0.6

+2.4
−2.6

Table G.11: The measured single differential cross section dσ
dQ2 (y < 0.9, y(1 −

x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = +0.32). The bin
centre, Q2

c , the cross section corrected to the electroweak Born level and the statis-
tical and the systematic uncertainty (in %) are given. In addition the contributions
of the variation of the electron energy scale (δ1), the variation of the electron iden-
tification (δ2), the variation of the parton shower model (δ3), the variation of the
track requirement region (δ4), the variation of the Track Veto Efficiency correction
(δ5) and the variation of the E−pz cut (δ6) to the systematic uncertainty are shown.
All uncertainties are given in %.
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xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.00794 8.79 · 104 ±0.7 +0.8
−0.9

+0.2
−0.2 +0.6 −0.6 +0.1

−0.5
+0.3
−0.3

+0.0
−0.0

0.01260 5.87 · 104 ±0.7 +0.9
−1.1

+0.1
−0.0 +0.8 −0.6 +0.1

−0.8
+0.3
−0.3

+0.1
−0.1

0.02000 3.69 · 104 ±0.7 +0.7
−0.7

+0.2
−0.0 +0.5 +0.2 +0.1

−0.6
+0.2
−0.2

+0.2
−0.1

0.03160 2.12 · 104 ±0.7 +1.7
−0.7

+0.1
−0.1 +0.7 +1.5 +0.4

−0.6
+0.2
−0.2

+0.1
−0.0

0.05010 1.25 · 104 ±0.7 +1.7
−0.6

+0.1
−0.1 +0.3 +1.6 +0.4

−0.6
+0.2
−0.2

+0.1
−0.1

0.07940 6.97 · 103 ±0.8 +1.6
−0.4

+0.1
−0.1 +0.4 +1.5 +0.1

−0.4
+0.1
−0.1

+0.0
−0.1

0.12600 3.97 · 103 ±0.8 +1.6
−0.5

+0.2
−0.1 +0.8 +1.4 +0.1

−0.4
+0.1
−0.1

+0.1
−0.2

0.20000 2.09 · 103 ±1.0 +2.1
−1.1

+0.1
−0.1 +1.8 −0.8 +0.0

−0.5
+0.1
−0.1

+0.2
−0.1

Table G.12: The measured single differential cross section dσ
dx

(Q2 > 185 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = +0.32). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.

xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.05010 1.82 · 102 ±6.1 +1.9
−1.5

+0.0
−0.3 +1.1 +0.8 +0.1

−0.0
+1.0
−1.0

+0.0
−0.7

0.07940 1.69 · 102 ±4.9 +1.9
−1.0

+0.1
−0.1 +1.7 +0.3 +0.0

−0.0
+0.7
−0.7

+0.0
−0.1

0.12600 1.28 · 102 ±4.3 +0.7
−1.2

+0.2
−0.1 +0.2 −0.0 +0.0

−0.0
+0.6
−0.6

+0.0
−1.0

0.20000 7.45 · 101 ±4.6 +0.8
−1.9

+0.1
−0.1 −1.3 −0.2 +0.0

−0.0
+0.6
−0.6

+0.0
−1.0

0.31600 3.45 · 101 ±5.4 +2.4
−1.4

+0.2
−0.2 +2.1 −1.1 +0.0

−0.0
+0.5
−0.5

+0.0
−0.5

0.68700 1.30 ±8.1 +1.6
−2.4

+0.1
−0.3 −0.5 −1.5 +0.0

−0.1
+0.5
−0.5

+1.2
−0.0

Table G.13: The measured single differential cross section dσ
dx

(Q2 > 3000 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = +0.32). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.02500 1.65 · 104 ±0.5 +1.6
−0.6

+0.1
−0.1 +0.8 +1.2 +0.0

−0.5
+0.0
−0.0

+0.1
−0.1

0.07500 8.18 · 103 ±0.6 +1.8
−0.7

+0.1
−0.1 +0.3 +1.7 +0.3

−0.6
+0.1
−0.1

+0.0
−0.2

0.12500 5.73 · 103 ±0.7 +0.6
−0.8

+0.1
−0.0 +0.2 +0.1 +0.4

−0.8
+0.1
−0.1

+0.1
−0.2

0.17500 4.40 · 103 ±0.8 +0.4
−1.1

+0.1
−0.1 +0.3 −0.4 +0.1

−0.9
+0.1
−0.1

+0.0
−0.1

0.22500 3.66 · 103 ±0.9 +0.4
−1.1

+0.1
−0.0 +0.3 −0.9 +0.0

−0.6
+0.1
−0.1

+0.2
−0.1

0.27500 2.95 · 103 ±1.1 +0.7
−0.7

+0.1
−0.0 +0.7 −0.5 +0.1

−0.4
+0.2
−0.2

+0.1
−0.0

0.32500 2.58 · 103 ±1.1 +1.2
−0.8

+0.0
−0.0 +1.0 −0.0 +0.0

−0.7
+0.2
−0.2

+0.4
−0.2

0.37500 2.25 · 103 ±1.2 +1.1
−1.3

+0.1
−0.1 +0.6 −0.6 +0.9

−1.0
+0.3
−0.3

+0.0
−0.1

0.42500 2.00 · 103 ±1.3 +1.0
−0.9

+0.0
−0.0 +0.8 −0.6 +0.4

−0.5
+0.4
−0.4

+0.1
−0.0

0.47500 1.76 · 103 ±1.4 +2.0
−1.1

+0.1
−0.0 +1.9 −0.3 +0.1

−0.0
+0.5
−0.5

+0.0
−0.6

0.52500 1.56 · 103 ±1.6 +1.8
−0.8

+0.2
−0.0 +1.3 −0.1 +0.8

−0.0
+0.7
−0.7

+0.4
−0.0

0.57500 1.45 · 103 ±1.6 +2.1
−1.2

+0.3
−0.2 +1.8 −0.7 +0.3

−0.0
+0.8
−0.8

+0.0
−0.5

0.62500 1.31 · 103 ±1.8 +2.7
−1.8

+0.6
−0.7 +2.4 −1.1 +0.0

−0.1
+0.9
−0.8

+0.4
−0.0

0.67500 1.22 · 103 ±2.0 +3.2
−2.7

+1.1
−1.2 +2.7 −1.9 +0.0

−0.0
+0.9
−0.9

+0.0
−0.4

0.72500 1.12 · 103 ±2.3 +6.7
−2.8

+2.1
−2.0 +6.2 −1.2 +0.0

−0.0
+0.9
−0.9

+0.5
−0.7

Table G.14: The measured single differential cross section dσ
dy

(Q2 > 185 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = +0.32).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.07500 3.50 · 101 ±9.6 +1.1
−1.8

+0.0
−0.4 +0.7 −1.5 +0.0

−0.2
+0.5
−0.5

+0.5
−0.2

0.12500 5.86 · 101 ±7.1 +1.6
−1.0

+0.1
−0.2 +1.4 +0.1 +0.0

−0.0
+0.5
−0.5

+0.0
−0.9

0.17500 6.34 · 101 ±6.7 +0.8
−1.9

+0.2
−0.1 −0.5 −0.4 +0.1

−0.0
+0.6
−0.5

+0.3
−0.6

0.22500 6.36 · 101 ±6.7 +1.3
−1.4

+0.1
−0.2 +1.1 −0.8 +0.0

−0.1
+0.6
−0.6

+0.1
−0.6

0.27500 5.60 · 101 ±7.0 +0.6
−1.8

+0.1
−0.1 −1.3 −0.3 +0.0

−0.0
+0.6
−0.6

+0.0
−0.8

0.32500 5.66 · 101 ±7.0 +1.0
−1.3

+0.2
−0.0 −0.2 −0.3 +0.0

−0.0
+0.6
−0.6

+0.6
−0.5

0.37500 3.89 · 101 ±8.5 +2.0
−2.1

+0.1
−0.1 +1.6 −1.8 +0.1

−0.0
+0.6
−0.6

+0.0
−0.8

0.42500 3.58 · 101 ±8.8 +1.4
−1.5

+0.2
−0.1 −0.7 −0.3 +0.0

−0.0
+0.6
−0.6

+0.0
−1.0

0.47500 3.59 · 101 ±8.8 +1.9
−2.3

+0.1
−0.1 +1.7 −1.6 +0.0

−0.0
+0.6
−0.6

+0.4
−0.3

0.52500 2.93 · 101 ±9.9 +1.1
−4.7

+0.1
−0.0 −3.3 −2.0 +0.0

−0.0
+0.6
−0.6

+0.0
−2.5

0.57500 3.16 · 101 ±9.5 +6.3
−1.0

+0.0
−0.2 +6.1 +0.7 +0.0

−0.2
+0.7
−0.7

+0.7
−0.3

0.62500 2.57 · 101 ±10.9 +7.4
−1.6

+0.1
−0.0 +5.5 +3.4 +0.0

−0.0
+0.8
−0.8

+1.0
−0.5

0.67500 2.69 · 101 ±10.5 +2.5
−6.9

+0.0
−0.0 −6.6 +1.8 +0.1

−0.0
+0.9
−0.8

+1.1
−1.2

0.72500 2.39 · 101 ±11.3 +2.4
−5.8

+0.0
−0.0 +0.3 +2.0 +0.1

−0.0
+1.0
−0.9

+0.0
−5.3

0.77500 2.19 · 101 ±11.9 +1.6
−5.3

+0.1
−0.1 −4.3 +0.5 +0.1

−0.0
+1.1
−1.1

+0.0
−2.5

0.82500 2.17 · 101 ±12.1 +6.5
−3.6

+0.0
−1.1 +4.5 +1.2 +0.1

−0.9
+1.2
−1.1

+0.6
−0.0

0.87500 2.01 · 101 ±13.9 +10.7
−9.7

+1.6
−1.2 +10.2 +1.7 +0.8

−0.0
+1.1
−1.1

+0.0
−2.3

Table G.15: The measured single differential cross section dσ
dy

(Q2 > 3000 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = +0.32).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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Q2
c [GeV2] dσ

dQ2 [pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

195 1.90 · 101 ±0.7 +0.8
−0.7

+0.2
−0.1 +0.7 +0.1 +0.2

−0.6
+0.0
−0.0

+0.1
−0.0

220 1.43 · 101 ±0.7 +0.7
−0.7

+0.2
−0.1 +0.3 +0.5 +0.1

−0.6
+0.0
−0.0

+0.0
−0.1

255 9.94 ±0.9 +0.9
−1.3

+0.2
−0.1 +0.4 +0.7 +0.2

−1.2
+0.1
−0.1

+0.1
−0.1

285 7.64 ±1.0 +1.2
−0.9

+0.2
−0.2 +1.0 −0.2 +0.7

−0.8
+0.1
−0.1

+0.0
−0.2

320 5.68 ±1.0 +1.1
−0.8

+0.2
−0.2 +1.0 +0.4 +0.2

−0.5
+0.2
−0.2

+0.1
−0.4

360 4.26 ±1.2 +1.8
−0.7

+0.2
−0.1 +0.6 +1.1 +1.2

−0.1
+0.3
−0.3

+0.0
−0.4

400 3.23 ±1.3 +2.2
−0.6

+0.2
−0.2 +1.7 +0.7 +1.1

−0.1
+0.4
−0.4

+0.0
−0.2

450 2.49 ±1.5 +2.5
−0.9

+0.2
−0.3 +2.2 +0.7 +0.4

−0.0
+0.5
−0.5

+0.2
−0.5

510 1.85 ±1.6 +0.8
−0.8

+0.3
−0.2 −0.2 −0.1 +0.1

−0.0
+0.7
−0.7

+0.0
−0.1

570 1.34 ±1.9 +2.6
−1.2

+0.4
−0.3 +2.2 +0.3 +0.0

−0.0
+0.9
−0.9

+0.7
−0.0

630 1.11 ±2.0 +1.5
−1.3

+0.3
−0.2 +0.8 +0.2 +0.0

−0.0
+1.2
−1.2

+0.4
−0.0

700 8.43 · 10−1 ±2.1 +2.8
−1.4

+0.2
−0.2 +2.5 +0.2 +0.0

−0.0
+1.2
−1.2

+0.1
−0.0

780 6.50 · 10−1 ±2.1 +1.7
−1.4

+0.3
−0.1 +0.9 +0.4 +0.1

−0.0
+1.2
−1.2

+0.5
−0.0

860 4.89 · 10−1 ±2.4 +1.8
−1.2

+0.2
−0.0 +1.1 −0.1 +0.1

−0.0
+1.2
−1.1

+0.3
−0.0

940 4.00 · 10−1 ±2.4 +1.9
−1.6

+0.1
−0.3 +1.4 −0.8 +0.0

−0.0
+1.2
−1.1

+0.0
−0.4

1030 2.99 · 10−1 ±2.8 +2.9
−1.5

+0.2
−0.2 +2.6 −0.6 +0.0

−0.1
+1.1
−1.1

+0.4
−0.2

1130 2.47 · 10−1 ±2.7 +2.2
−1.2

+0.1
−0.1 +1.4 +0.9 +0.1

−0.0
+1.2
−1.1

+0.7
−0.0

1270 1.90 · 10−1 ±2.7 +2.3
−1.3

+0.2
−0.1 +1.8 −0.3 +0.0

−0.0
+1.1
−1.1

+0.5
−0.0

1420 1.43 · 10−1 ±3.1 +2.3
−1.3

+0.3
−0.1 +1.9 +0.0 +0.1

−0.0
+1.1
−1.1

+0.3
−0.5

1590 1.00 · 10−1 ±3.2 +2.6
−1.3

+0.2
−0.1 +2.3 +0.3 +0.0

−0.1
+1.1
−1.1

+0.0
−0.2

1790 7.58 · 10−2 ±3.7 +2.1
−1.2

+0.2
−0.0 +1.6 +0.4 +0.2

−0.0
+1.1
−1.1

+0.1
−0.2

1990 5.60 · 10−2 ±4.3 +3.3
−1.6

+0.3
−0.1 +2.9 −1.0 +0.1

−0.0
+1.1
−1.1

+0.7
−0.0

2300 3.89 · 10−2 ±3.3 +1.3
−1.2

+0.1
−0.1 +0.5 −0.1 +0.0

−0.0
+1.1
−1.1

+0.3
−0.0

2800 2.31 · 10−2 ±4.0 +1.6
−1.5

+0.1
−0.1 +0.9 +0.4 +0.1

−0.0
+1.1
−1.1

+0.2
−0.6

3500 1.20 · 10−2 ±5.0 +1.4
−1.9

+0.0
−0.3 −1.4 −0.2 +0.0

−0.1
+1.1
−1.1

+0.1
−0.3

4200 6.42 · 10−3 ±6.5 +2.8
−1.7

+0.2
−0.1 +2.0 −0.8 +0.1

−0.0
+1.1
−1.1

+1.3
−0.0

5100 3.71 · 10−3 ±7.8 +2.0
−3.3

+0.2
−0.1 −1.1 +0.6 +0.1

−0.0
+1.1
−1.0

+1.3
−0.2

6050 2.43 · 10−3 ±9.2 +1.4
−4.0

+0.1
−0.2 −1.4 −2.2 +0.0

−0.1
+1.1
−1.0

+0.0
−1.1

7100 1.47 · 10−3 ±10.8 +3.1
−1.3

+0.1
−0.3 +0.4 +1.7 +0.0

−0.1
+1.1
−1.0

+1.1
−0.0

8400 8.53 · 10−4 ±13.3 +5.7
−3.4

+0.2
−0.1 +5.1 −2.2 +0.1

−0.0
+1.1
−1.0

+0.0
−1.9

10800 2.75 · 10−4 ±14.4 +3.0
−2.5

+0.3
−0.2 +1.2 −0.9 +0.0

−0.0
+1.0
−1.0

+0.7
−0.4

15200 6.30 · 10−5 ±25.0 +8.8
−18.5

+0.1
−0.3 −13.5 −0.9 +0.0

−0.1
+1.0
−1.0

+4.7
−4.6

21500 5.37 · 10−5 ±22.4 +8.1
−14.8

+0.3
−0.3 −13.9 −2.0 +0.0

−0.1
+1.0
−1.0

+2.2
−1.8

36200 1.52 · 10−6 ±57.7 +30.8
−8.1

+0.3
−0.3 +29.5 −6.8 +0.3

−0.0
+1.0
−1.0

+2.4
−2.7

Table G.16: The measured single differential cross section dσ
dQ2 (y < 0.9, y(1 −

x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = −0.36). The bin
centre, Q2

c , the cross section corrected to the electroweak Born level and the statis-
tical and the systematic uncertainty (in %) are given. In addition the contributions
of the variation of the electron energy scale (δ1), the variation of the electron iden-
tification (δ2), the variation of the parton shower model (δ3), the variation of the
track requirement region (δ4), the variation of the Track Veto Efficiency correction
(δ5) and the variation of the E−pz cut (δ6) to the systematic uncertainty are shown.
All uncertainties are given in %.
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xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.00794 8.60 · 104 ±0.9 +1.5
−1.5

+0.2
−0.2 +1.3 −0.6 +0.4

−1.2
+0.5
−0.5

+0.0
−0.0

0.01260 5.79 · 104 ±0.8 +1.1
−1.2

+0.1
−0.0 +0.9 −0.6 +0.2

−0.9
+0.4
−0.4

+0.0
−0.1

0.02000 3.53 · 104 ±0.8 +0.8
−0.5

+0.2
−0.0 +0.5 +0.2 +0.3

−0.3
+0.4
−0.3

+0.1
−0.1

0.03160 2.07 · 104 ±0.8 +1.7
−0.5

+0.1
−0.1 +0.4 +1.5 +0.3

−0.3
+0.3
−0.3

+0.0
−0.1

0.05010 1.21 · 104 ±0.9 +1.8
−0.6

+0.1
−0.1 +0.7 +1.6 +0.2

−0.5
+0.3
−0.3

+0.1
−0.0

0.07940 6.84 · 103 ±0.9 +1.6
−0.5

+0.1
−0.1 +0.3 +1.5 +0.1

−0.2
+0.2
−0.2

+0.0
−0.3

0.12600 3.79 · 103 ±0.9 +1.5
−0.3

+0.2
−0.1 +0.4 +1.4 +0.1

−0.2
+0.2
−0.2

+0.0
−0.1

0.20000 1.97 · 103 ±1.2 +1.5
−1.9

+0.1
−0.1 +1.3 −0.8 +0.2

−0.4
+0.2
−0.2

+0.1
−0.1

Table G.17: The measured single differential cross section dσ
dx

(Q2 > 185 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = −0.36). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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xc
dσ
dx

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.05010 1.62 · 102 ±7.7 +2.0
−3.4

+0.0
−0.4 −2.2 +0.8 +0.1

−0.1
+1.6
−1.6

+0.8
−0.6

0.07940 1.50 · 102 ±6.1 +2.9
−1.5

+0.1
−0.1 +2.3 +0.3 +0.0

−0.0
+1.3
−1.2

+0.0
−0.2

0.12600 1.05 · 102 ±5.6 +1.2
−3.9

+0.2
−0.1 −3.5 +0.0 +0.0

−0.0
+1.0
−1.0

+0.0
−0.4

0.20000 5.79 · 101 ±6.2 +1.6
−1.7

+0.1
−0.1 +1.3 −0.2 +0.0

−0.0
+0.9
−0.9

+0.2
−0.4

0.31600 3.04 · 101 ±6.8 +1.4
−2.9

+0.2
−0.2 −2.5 −1.1 +0.0

−0.0
+0.8
−0.8

+0.8
−0.0

0.68700 1.09 ±10.7 +4.7
−2.2

+0.1
−0.3 +4.3 −1.4 +0.0

−0.1
+0.7
−0.7

+1.3
−0.7

Table G.18: The measured single differential cross section dσ
dx

(Q2 > 3000 GeV2,
y < 0.9, y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1,
Pe = −0.36). The bin centre, xc, the cross section corrected to the electroweak Born
level and the statistical and the systematic uncertainty (in %) are given. In addition
the contributions of the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton shower model (δ3),
the variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.02500 1.60 · 104 ±0.6 +1.4
−0.4

+0.1
−0.1 +0.7 +1.2 +0.1

−0.2
+0.0
−0.0

+0.0
−0.2

0.07500 7.97 · 103 ±0.7 +1.8
−0.5

+0.1
−0.1 +0.3 +1.7 +0.2

−0.4
+0.1
−0.1

+0.0
−0.0

0.12500 5.51 · 103 ±0.8 +0.6
−0.6

+0.1
−0.0 +0.3 +0.1 +0.4

−0.5
+0.2
−0.2

+0.0
−0.1

0.17500 4.34 · 103 ±1.0 +0.7
−1.4

+0.1
−0.1 +0.6 −0.4 +0.2

−1.2
+0.2
−0.2

+0.1
−0.2

0.22500 3.55 · 103 ±1.1 +0.6
−1.1

+0.1
−0.0 +0.4 −0.9 +0.2

−0.5
+0.3
−0.3

+0.1
−0.1

0.27500 2.89 · 103 ±1.2 +1.2
−1.7

+0.1
−0.0 +1.1 −0.5 +0.3

−1.6
+0.3
−0.3

+0.2
−0.1

0.32500 2.47 · 103 ±1.4 +1.3
−1.2

+0.0
−0.0 +1.1 −0.0 +0.5

−1.0
+0.4
−0.4

+0.1
−0.1

0.37500 2.24 · 103 ±1.4 +0.6
−1.6

+0.1
−0.1 −0.3 −0.5 +0.0

−1.3
+0.5
−0.5

+0.2
−0.3

0.42500 1.94 · 103 ±1.6 +1.7
−1.1

+0.0
−0.1 +0.9 −0.6 +1.2

−0.0
+0.6
−0.6

+0.0
−0.0

0.47500 1.68 · 103 ±1.7 +2.7
−1.0

+0.1
−0.0 +1.9 −0.2 +1.6

−0.0
+0.8
−0.8

+0.1
−0.3

0.52500 1.51 · 103 ±1.8 +2.4
−1.1

+0.2
−0.0 +1.9 −0.1 +0.6

−0.0
+1.0
−1.0

+0.4
−0.3

0.57500 1.37 · 103 ±2.0 +2.7
−1.6

+0.3
−0.2 +2.4 −0.7 +0.0

−0.0
+1.2
−1.1

+0.0
−0.5

0.62500 1.25 · 103 ±2.1 +5.6
−2.2

+0.6
−0.7 +5.4 −1.1 +0.0

−0.0
+1.4
−1.3

+0.5
−0.0

0.67500 1.17 · 103 ±2.4 +2.0
−3.1

+1.1
−1.2 +0.4 −1.9 +0.0

−0.0
+1.5
−1.5

+0.0
−0.3

0.72500 1.11 · 103 ±2.7 +5.0
−3.2

+2.2
−2.0 +4.0 −1.2 +0.0

−0.1
+1.6
−1.6

+1.1
−0.0

Table G.19: The measured single differential cross section dσ
dy

(Q2 > 185 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = −0.36).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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yc
dσ
dy

[pb/GeV2] stat syst δ1 δ2 δ3 δ4 δ5 δ6

0.07500 3.04 · 101 ±12.3 +2.8
−1.9

+0.0
−0.4 +2.2 −1.4 +0.0

−0.2
+0.7
−0.7

+1.0
−0.1

0.12500 5.16 · 101 ±9.0 +1.4
−1.5

+0.1
−0.2 +0.0 +0.1 +0.0

−0.0
+0.8
−0.8

+1.2
−0.3

0.17500 5.29 · 101 ±8.7 +3.3
−1.8

+0.2
−0.1 +2.4 −0.5 +0.1

−0.0
+0.8
−0.8

+2.0
−1.1

0.22500 4.77 · 101 ±9.2 +1.9
−4.3

+0.1
−0.2 −4.0 −0.8 +0.0

−0.1
+0.9
−0.9

+1.0
−0.2

0.27500 4.17 · 101 ±9.6 +1.5
−1.4

+0.1
−0.1 +0.3 −0.2 +0.0

−0.0
+0.9
−0.9

+0.0
−0.7

0.32500 4.42 · 101 ±9.4 +1.6
−1.5

+0.2
−0.0 −0.7 −0.2 +0.0

−0.0
+1.0
−0.9

+1.1
−0.1

0.37500 3.55 · 101 ±10.5 +1.7
−3.4

+0.1
−0.1 −0.9 −1.8 +0.1

−0.0
+1.0
−1.0

+0.0
−0.9

0.42500 3.26 · 101 ±10.9 +1.3
−5.4

+0.2
−0.1 −4.8 −0.4 +0.0

−0.0
+1.1
−1.0

+0.1
−0.1

0.47500 3.61 · 101 ±10.4 +1.8
−8.4

+0.1
−0.1 −8.1 −1.6 +0.0

−0.0
+1.1
−1.1

+0.2
−0.0

0.52500 2.80 · 101 ±12.0 +1.7
−2.9

+0.1
−0.0 +1.0 −2.0 +0.0

−0.0
+1.2
−1.2

+0.2
−0.0

0.57500 2.61 · 101 ±12.3 +10.6
−2.1

+0.0
−0.2 +10.4 +0.4 +0.0

−0.2
+1.3
−1.2

+0.0
−1.4

0.62500 2.25 · 101 ±13.6 +8.9
−2.5

+0.1
−0.0 +7.3 +3.5 +0.0

−0.0
+1.4
−1.4

+1.8
−0.0

0.67500 1.76 · 101 ±15.3 +2.3
−4.7

+0.0
−0.0 −1.3 +1.8 +0.1

−0.0
+1.5
−1.4

+0.0
−2.6

0.72500 2.32 · 101 ±13.5 +2.7
−4.5

+0.0
−0.0 −3.3 +2.0 +0.1

−0.0
+1.6
−1.5

+0.7
−0.0

0.77500 2.07 · 101 ±14.5 +2.0
−3.5

+0.1
−0.1 −0.0 +0.5 +0.1

−0.0
+1.7
−1.7

+0.0
−2.5

0.82500 1.54 · 101 ±16.9 +10.0
−4.9

+0.0
−1.5 +8.6 +1.3 +0.1

−1.3
+1.8
−1.7

+3.4
−1.4

0.87500 1.89 · 101 ±16.9 +4.9
−6.2

+1.6
−1.3 −1.4 +1.6 +0.8

−0.0
+1.7
−1.7

+2.2
−2.3

Table G.20: The measured single differential cross section dσ
dy

(Q2 > 3000 GeV2,

y(1 − x)2 > 0.004) for the reaction e+p → e+X (L = 135.5 pb−1, Pe = −0.36).
The bin centre, yc, the cross section corrected to the electroweak Born level and
the statistical and the systematic uncertainty (in %) are given. In addition the
contributions of the variation of the electron energy scale (δ1), the variation of
the electron identification (δ2), the variation of the parton shower model (δ3), the
variation of the track requirement region (δ4), the variation of the Track Veto
Efficiency correction (δ5) and the variation of the E − pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.
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Q2
c [GeV2] A+ stat

195 0.01 ±0.01

220 0.00 ±0.01

255 0.03 ±0.02

285 0.05 ±0.02

320 0.05 ±0.02

360 0.05 ±0.02

400 0.08 ±0.02

450 0.07 ±0.03

510 0.06 ±0.03

570 0.09 ±0.04

630 0.07 ±0.04

700 0.08 ±0.04

780 0.06 ±0.04

860 0.09 ±0.04

940 0.11 ±0.05

1030 0.17 ±0.05

1130 0.08 ±0.05

1270 0.09 ±0.05

1420 −0.01 ±0.06

1590 0.20 ±0.06

1790 0.09 ±0.07

1990 0.12 ±0.08

2300 0.10 ±0.06

2800 0.04 ±0.08

3500 0.24 ±0.09

4200 0.46 ±0.11

5100 0.29 ±0.14

6050 0.28 ±0.17

7100 0.01 ±0.21

8400 0.24 ±0.24

10800 0.54 ±0.25

15200 0.82 ±0.41

21500 −0.99 ±0.54

36200 0.26 ±1.06

Table G.21: The polarisation asymmetry, A+, measured with positron beams of
positive and negative polarisation. The bin centre Q2

c , the asymmetry, A+, and its
statistical uncertainty (in absolute value) are given.
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H. Reduced Cross Section, xF̃3 and xF
γZ
3

In this appendix the bins of the reduced cross section measurement are listed and the
measured reduced cross section σ̃ is tabulated for zero, positive and negative polarisa-
tion. In addition, the measured values and uncertainties of the structure function xF̃3

and the interference term xF γZ
3 are given, which were extracted from these results and

the published e−p results [8].

Table H.1: The bins of the reduced cross section measure-
ment. Given are the Q2 and x limits as well as the bin centres
Q2

c and xc.
Q2

low [GeV2] Q2
high [GeV2] Q2

c [GeV2] xlow xhigh xc

185 240 200 0.0037 0.006 0.005
0.006 0.01 0.008
0.01 0.017 0.013

0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.12 0.08
0.12 0.25 0.18

240 310 250 0.006 0.01 0.008
0.01 0.017 0.013

0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.12 0.08
0.12 0.25 0.18

310 410 350 0.006 0.01 0.008
0.01 0.017 0.013

0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.12 0.08
0.12 0.25 0.18

Bins for Reduced Cross Sections Continued on next page
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Table H.1 – continued from previous page

Q2
low [GeV2] Q2

high [GeV2] Q2
c [GeV2] xlow xhigh xc

410 530 450 0.006 0.01 0.008
0.01 0.017 0.013

0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.17 0.13

0.17 0.3 0.25

530 710 650 0.01 0.017 0.013
0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.17 0.13

0.17 0.3 0.25

710 900 800 0.009 0.017 0.013
0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.17 0.13

0.17 0.3 0.25

900 1300 1200 0.01 0.017 0.014
0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.17 0.13

0.17 0.3 0.25
0.3 0.53 0.4

1300 1800 1500 0.017 0.025 0.021
0.025 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.15 0.13

0.15 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4

Bins for Reduced Cross Sections Continued on next page
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Table H.1 – continued from previous page

Q2
low [GeV2] Q2

high [GeV2] Q2
c [GeV2] xlow xhigh xc

1800 2500 2000 0.023 0.037 0.032
0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.15 0.13

0.15 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4

2500 3500 3000 0.037 0.06 0.05
0.06 0.1 0.08
0.1 0.15 0.13

0.15 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4
0.53 0.75 0.65

3500 5600 5000 0.04 0.1 0.08
0.1 0.15 0.13

0.15 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4

5600 9000 8000 0.07 0.15 0.13
0.15 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4
0.53 0.75 0.65

9000 15000 12000 0.09 0.23 0.18
0.23 0.35 0.25
0.35 0.53 0.4

15000 25000 20000 0.15 0.35 0.25
0.35 0.75 0.4

25000 50000 30000 0.25 0.75 0.4

Table H.1: Bins for Reduced Cross Sections
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Table H.2: The measured reduced cross section σ̃ for the
reaction e+p → e+X (L = 135.5 pb−1, Pe = 0). The bin cen-
tres, Q2

c and xc, the cross section corrected to the electroweak
Born level and the statistical and the systematic uncertainty
(in %) are given. In addition the contributions of the variation
of the electron energy scale (δ1), the variation of the electron
identification (δ2), the variation of the parton shower model
(δ3), the variation of the track requirement region (δ4), the
variation of the Track Veto Efficiency correction (δ5) and the
variation of the E − pz cut (δ6) to the systematic uncertainty
are shown. All uncertainties are given in %.

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

200 0.005 1.11 ±0.9 +1.9
−1.8

+0.1
−0.1 +1.7 −1.0 +0.9

−1.5
+0.0
−0.0

+0.0
−0.1

200 0.008 9.44 · 10−1 ±0.8 +0.5
−2.0

+0.0
−0.0 +0.4 −1.4 +0.2

−1.4
+0.0
−0.0

+0.0
−0.0

200 0.013 8.00 · 10−1 ±0.8 +0.3
−1.7

+0.1
−0.0 +0.0 −0.8 +0.1

−1.5
+0.0
−0.0

+0.2
−0.1

200 0.021 6.79 · 10−1 ±1.0 +0.8
−0.5

+0.2
−0.0 −0.4 +0.7 +0.1

−0.2
+0.0
−0.0

+0.1
−0.2

200 0.032 5.64 · 10−1 ±1.0 +2.6
−0.2

+0.1
−0.1 +0.1 +2.5 +0.2

−0.0
+0.0
−0.0

+0.1
−0.1

200 0.050 5.11 · 10−1 ±1.0 +2.2
−0.4

+0.2
−0.1 +0.1 +2.2 +0.1

−0.3
+0.0
−0.0

+0.0
−0.0

200 0.080 4.33 · 10−1 ±0.8 +2.8
−0.2

+0.1
−0.1 +0.4 +2.8 +0.1

−0.0
+0.0
−0.0

+0.1
−0.0

200 0.180 3.46 · 10−1 ±1.1 +1.7
−1.2

+0.1
−0.1 +1.4 −1.0 +0.8

−0.0
+0.0
−0.0

+0.0
−0.0

250 0.008 9.28 · 10−1 ±1.0 +2.0
−0.7

+0.0
−0.1 +1.7 −0.4 +0.9

−0.4
+0.0
−0.0

+0.4
−0.1

250 0.013 8.20 · 10−1 ±1.0 +0.6
−1.5

+0.1
−0.0 +0.6 −1.1 +0.0

−1.0
+0.0
−0.0

+0.0
−0.1

250 0.021 6.92 · 10−1 ±1.1 +0.5
−1.3

+0.1
−0.0 +0.3 −0.4 +0.3

−1.2
+0.0
−0.0

+0.0
−0.1

250 0.032 5.85 · 10−1 ±1.2 +1.8
−2.0

+0.1
−0.1 +0.0 +1.8 +0.2

−2.0
+0.0
−0.0

+0.0
−0.1

250 0.050 5.12 · 10−1 ±1.1 +2.7
−1.5

+0.1
−0.1 −0.3 +2.6 +0.1

−1.5
+0.0
−0.0

+0.0
−0.1

250 0.080 4.34 · 10−1 ±1.0 +2.1
−1.1

+0.1
−0.1 +0.0 +2.1 +0.0

−1.0
+0.0
−0.0

+0.1
−0.4

250 0.180 3.37 · 10−1 ±1.1 +1.6
−2.0

+0.1
−0.1 +1.4 −1.1 +0.1

−1.7
+0.0
−0.0

+0.3
−0.0

350 0.008 9.48 · 10−1 ±1.3 +2.0
−0.9

+0.0
−0.2 +1.7 +0.8 +0.0

−0.0
+0.7
−0.7

+0.0
−0.6

350 0.013 8.08 · 10−1 ±1.2 +0.8
−0.5

+0.0
−0.0 +0.4 −0.1 +0.7

−0.1
+0.1
−0.1

+0.2
−0.4

350 0.021 6.72 · 10−1 ±1.4 +1.4
−0.4

+0.2
−0.0 +1.0 +0.5 +0.8

−0.0
+0.0
−0.0

+0.1
−0.0

350 0.032 5.76 · 10−1 ±1.4 +2.5
−0.8

+0.0
−0.1 +1.0 −0.1 +2.3

−0.2
+0.0
−0.0

+0.0
−0.1

350 0.050 5.05 · 10−1 ±1.4 +2.0
−0.9

+0.0
−0.0 +0.8 +1.4 +1.1

−0.7
+0.0
−0.0

+0.1
−0.4

350 0.080 4.17 · 10−1 ±1.2 +3.3
−0.9

+0.1
−0.1 +0.7 +3.0 +0.9

−0.7
+0.0
−0.0

+0.2
−0.5

350 0.180 3.24 · 10−1 ±1.3 +1.7
−1.3

+0.1
−0.1 +1.5 +0.6 +0.0

−0.9
+0.0
−0.0

+0.0
−1.0

Reduced Cross Sections for 0 Polarisation Continued on next page
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Table H.2 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

450 0.008 1.02 ±1.5 +1.7
−1.7

+0.4
−0.3 +0.4 −0.0 +0.0

−0.0
+1.4
−1.4

+0.1
−0.1

450 0.013 8.16 · 10−1 ±1.7 +1.1
−1.0

+0.1
−0.0 +0.3 −0.0 +0.1

−0.0
+1.0
−1.0

+0.0
−0.2

450 0.021 7.06 · 10−1 ±1.9 +1.3
−0.5

+0.2
−0.1 +1.1 +0.5 +0.1

−0.0
+0.2
−0.2

+0.2
−0.1

450 0.032 5.80 · 10−1 ±1.8 +1.9
−0.7

+0.2
−0.2 +1.3 +1.4 +0.0

−0.1
+0.1
−0.1

+0.0
−0.1

450 0.050 5.11 · 10−1 ±1.7 +2.0
−0.6

+0.1
−0.1 +1.6 +1.3 +0.2

−0.0
+0.1
−0.1

+0.1
−0.5

450 0.080 4.25 · 10−1 ±1.7 +1.6
−0.5

+0.1
−0.1 +1.5 +0.0 +0.1

−0.0
+0.0
−0.0

+0.0
−0.1

450 0.130 3.64 · 10−1 ±1.8 +2.7
−0.1

+0.2
−0.0 +1.2 +2.1 +1.0

−0.0
+0.0
−0.0

+0.1
−0.0

450 0.250 2.58 · 10−1 ±2.0 +2.9
−0.4

+0.1
−0.0 +2.7 +0.0 +0.7

−0.1
+0.0
−0.0

+0.0
−0.1

650 0.013 8.66 · 10−1 ±1.6 +2.3
−1.7

+0.1
−0.0 +1.7 −0.8 +0.0

−0.0
+1.5
−1.4

+0.5
−0.0

650 0.021 7.34 · 10−1 ±2.0 +1.1
−1.2

+0.1
−0.0 −0.6 +0.0 +0.0

−0.0
+1.0
−1.0

+0.4
−0.0

650 0.032 6.08 · 10−1 ±2.2 +2.3
−0.8

+0.2
−0.0 +0.9 +2.0 +0.1

−0.0
+0.7
−0.7

+0.1
−0.2

650 0.050 5.11 · 10−1 ±2.2 +0.7
−0.6

+0.2
−0.1 +0.2 +0.2 +0.1

−0.0
+0.5
−0.5

+0.0
−0.2

650 0.080 4.32 · 10−1 ±2.4 +0.5
−0.7

+0.1
−0.1 +0.3 +0.1 +0.1

−0.0
+0.3
−0.3

+0.0
−0.5

650 0.130 3.34 · 10−1 ±2.5 +2.9
−0.3

+0.2
−0.1 +1.3 +2.5 +0.0

−0.0
+0.2
−0.2

+0.4
−0.0

650 0.250 2.38 · 10−1 ±2.6 +1.5
−1.0

+0.2
−0.1 +1.3 +0.4 +0.1

−0.0
+0.2
−0.2

+0.5
−0.0

800 0.013 8.33 · 10−1 ±2.0 +3.4
−1.8

+0.4
−0.0 +2.8 +0.4 +0.1

−0.0
+1.4
−1.4

+0.0
−0.3

800 0.021 7.41 · 10−1 ±2.4 +1.2
−1.6

+0.1
−0.0 −0.9 −0.3 +0.0

−0.0
+1.1
−1.1

+0.0
−0.0

800 0.032 6.10 · 10−1 ±2.4 +1.1
−1.0

+0.0
−0.1 +0.4 −0.4 +0.0

−0.0
+0.9
−0.9

+0.2
−0.0

800 0.050 5.13 · 10−1 ±2.3 +2.0
−0.8

+0.2
−0.1 +0.6 +1.7 +0.0

−0.0
+0.8
−0.7

+0.5
−0.1

800 0.080 4.54 · 10−1 ±2.4 +0.7
−1.0

+0.1
−0.1 −0.3 −0.4 +0.0

−0.0
+0.7
−0.7

+0.0
−0.3

800 0.130 3.45 · 10−1 ±2.7 +1.8
−0.6

+0.1
−0.1 +1.5 +0.7 +0.0

−0.0
+0.6
−0.6

+0.1
−0.0

800 0.250 2.42 · 10−1 ±3.0 +3.2
−1.0

+0.2
−0.1 +2.3 +2.1 +0.1

−0.0
+0.6
−0.6

+0.6
−0.5

1200 0.014 8.19 · 10−1 ±2.5 +8.1
−2.8

+0.2
−0.5 +7.9 −1.2 +0.1

−0.0
+1.4
−1.3

+0.1
−0.8

1200 0.021 7.39 · 10−1 ±2.4 +2.0
−1.5

+0.1
−0.0 +0.8 +0.3 +0.0

−0.1
+1.4
−1.3

+0.8
−0.6

1200 0.032 6.25 · 10−1 ±2.3 +1.0
−1.4

+0.1
−0.2 +0.3 −0.7 +0.0

−0.1
+1.0
−0.9

+0.3
−0.1

1200 0.050 5.12 · 10−1 ±2.1 +1.5
−0.8

+0.2
−0.1 +1.2 +0.0 +0.0

−0.0
+0.8
−0.8

+0.4
−0.1

1200 0.080 4.23 · 10−1 ±2.2 +1.2
−0.8

+0.2
−0.2 +0.9 +0.1 +0.0

−0.0
+0.7
−0.7

+0.1
−0.1

1200 0.130 3.52 · 10−1 ±2.3 +0.9
−0.8

+0.1
−0.1 +0.1 +0.3 +0.0

−0.0
+0.6
−0.6

+0.4
−0.0

1200 0.250 2.47 · 10−1 ±2.6 +0.8
−0.7

+0.2
−0.1 +0.1 −0.3 +0.0

−0.0
+0.6
−0.6

+0.1
−0.0

1200 0.400 1.30 · 10−1 ±4.0 +0.9
−1.1

+0.0
−0.2 +0.4 −0.1 +0.0

−0.2
+0.5
−0.5

+0.2
−0.0

1500 0.021 7.26 · 10−1 ±3.4 +8.9
−1.9

+0.2
−0.0 +8.6 +1.3 +0.1

−0.0
+1.4
−1.4

+0.0
−0.4

1500 0.032 5.82 · 10−1 ±3.3 +4.4
−1.2

+0.0
−0.1 +4.1 +0.3 +0.1

−0.0
+1.2
−1.1

+0.4
−0.1

1500 0.050 5.32 · 10−1 ±2.8 +1.0
−1.7

+0.1
−0.1 −0.7 −1.2 +0.0

−0.0
+0.8
−0.8

+0.3
−0.0

1500 0.080 4.47 · 10−1 ±2.8 +0.9
−1.0

+0.2
−0.2 +0.2 +0.4 +0.0

−0.0
+0.7
−0.7

+0.1
−0.3

1500 0.130 3.72 · 10−1 ±3.3 +0.8
−1.1

+0.2
−0.2 +0.1 −0.5 +0.0

−0.1
+0.7
−0.7

+0.0
−0.7

1500 0.180 3.05 · 10−1 ±3.6 +1.1
−0.8

+0.1
−0.2 +0.5 +0.3 +0.0

−0.1
+0.6
−0.6

+0.5
−0.2

1500 0.250 2.42 · 10−1 ±4.3 +1.7
−0.7

+0.3
−0.1 +0.5 +1.0 +0.1

−0.0
+0.6
−0.6

+0.8
−0.3

1500 0.400 1.19 · 10−1 ±6.3 +1.7
−3.1

+0.1
−0.3 −1.1 −2.2 +0.0

−0.2
+0.5
−0.5

+0.5
−0.0

Reduced Cross Sections for 0 Polarisation Continued on next page
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Table H.2 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

2000 0.032 5.92 · 10−1 ±3.9 +7.7
−1.9

+0.1
−0.0 +7.3 +1.1 +0.0

−0.0
+1.4
−1.4

+0.8
−0.7

2000 0.050 4.93 · 10−1 ±3.6 +1.7
−1.0

+0.3
−0.0 +0.9 +0.2 +0.2

−0.0
+1.0
−0.9

+0.6
−0.1

2000 0.080 4.74 · 10−1 ±3.3 +0.9
−1.2

+0.1
−0.1 −0.5 −0.6 +0.0

−0.0
+0.8
−0.7

+0.4
−0.0

2000 0.130 3.53 · 10−1 ±4.1 +1.4
−0.9

+0.2
−0.1 +1.0 +0.6 +0.0

−0.0
+0.7
−0.7

+0.3
−0.1

2000 0.180 2.72 · 10−1 ±4.5 +1.2
−1.8

+0.1
−0.1 +0.9 −1.3 +0.0

−0.1
+0.6
−0.6

+0.3
−0.4

2000 0.250 2.48 · 10−1 ±5.1 +1.1
−2.3

+0.2
−0.1 +0.7 −2.1 +0.0

−0.0
+0.6
−0.6

+0.1
−0.7

2000 0.400 1.19 · 10−1 ±7.5 +2.2
−0.9

+0.2
−0.2 +1.7 −0.4 +0.0

−0.1
+0.6
−0.5

+0.0
−0.3

3000 0.050 5.05 · 10−1 ±4.5 +1.5
−2.0

+0.0
−0.3 −0.1 −1.4 +0.0

−0.0
+1.2
−1.2

+1.0
−0.0

3000 0.080 4.28 · 10−1 ±4.2 +1.1
−1.3

+0.1
−0.1 −0.4 −0.3 +0.0

−0.0
+0.8
−0.8

+0.0
−0.0

3000 0.130 3.65 · 10−1 ±4.7 +2.0
−1.4

+0.1
−0.1 −1.0 +1.8 +0.0

−0.0
+0.7
−0.7

+0.5
−0.4

3000 0.180 2.73 · 10−1 ±5.3 +2.4
−2.0

+0.2
−0.1 +0.4 +2.2 +0.1

−0.0
+0.7
−0.7

+0.2
−1.7

3000 0.250 2.46 · 10−1 ±5.9 +0.6
−2.0

+0.0
−0.2 −1.3 −0.3 +0.0

−0.1
+0.6
−0.6

+0.0
−1.1

3000 0.400 1.22 · 10−1 ±8.9 +3.2
−3.9

+0.1
−0.4 +3.2 −3.6 +0.1

−0.1
+0.6
−0.6

+0.0
−1.2

3000 0.650 1.45 · 10−2 ±21.8 +7.9
−2.5

+0.1
−0.2 +1.4 +1.4 +0.0

−0.3
+0.5
−0.5

+1.5
−2.4

5000 0.080 4.04 · 10−1 ±4.0 +2.6
−1.6

+0.2
−0.1 +2.1 +0.5 +0.1

−0.0
+1.1
−1.1

+0.0
−0.6

5000 0.130 3.28 · 10−1 ±5.4 +1.0
−1.7

+0.2
−0.1 −0.8 −1.0 +0.1

−0.0
+0.8
−0.7

+0.0
−0.4

5000 0.180 2.84 · 10−1 ±5.5 +1.0
−2.2

+0.0
−0.1 −1.6 +0.6 +0.0

−0.1
+0.7
−0.7

+0.3
−0.1

5000 0.250 2.15 · 10−1 ±6.6 +1.2
−1.0

+0.3
−0.1 +0.8 +0.1 +0.1

−0.0
+0.6
−0.6

+0.4
−0.5

5000 0.400 1.36 · 10−1 ±8.5 +1.5
−1.7

+0.0
−0.4 +0.8 −1.4 +0.0

−0.3
+0.6
−0.6

+1.1
−0.0

8000 0.130 3.11 · 10−1 ±6.0 +3.7
−2.6

+0.1
−0.2 +2.7 +2.2 +0.0

−0.0
+1.0
−1.0

+0.5
−2.2

8000 0.180 2.43 · 10−1 ±7.9 +0.8
−4.5

+0.1
−0.1 −1.5 −4.0 +0.0

−0.0
+0.7
−0.7

+0.0
−1.0

8000 0.250 2.19 · 10−1 ±8.6 +1.9
−4.0

+0.1
−0.2 −0.9 −3.6 +0.0

−0.0
+0.7
−0.7

+0.5
−0.0

8000 0.400 1.04 · 10−1 ±12.3 +3.3
−2.8

+0.3
−0.2 +0.9 −2.3 +0.0

−0.0
+0.6
−0.6

+2.8
−0.0

8000 0.650 1.63 · 10−2 ±25.8 +11.1
−7.9

+0.0
−0.2 +7.3 +5.1 +0.0

−0.3
+0.6
−0.6

+0.0
−4.8

12000 0.180 1.92 · 10−1 ±10.2 +2.4
−3.2

+0.2
−0.2 −2.3 +1.6 +0.1

−0.0
+0.9
−0.9

+0.0
−1.3

12000 0.250 1.54 · 10−1 ±13.4 +1.5
−5.1

+0.2
−0.1 −0.1 −2.9 +0.1

−0.1
+0.7
−0.7

+0.0
−4.0

12000 0.400 1.14 · 10−1 ±15.2 +3.5
−5.0

+0.0
−0.4 +1.1 −4.0 +0.0

−0.3
+0.7
−0.7

+1.2
−0.0

20000 0.250 1.54 · 10−1 ±16.2 +4.8
−4.8

+0.2
−0.3 −3.3 −1.1 +0.0

−0.0
+0.9
−0.8

+2.0
−0.0

20000 0.400 6.40 · 10−2 ±25.8 +7.0
−15.4

+0.2
−0.2 −11.1 −0.7 +0.1

−0.0
+0.7
−0.7

+4.5
−4.6

30000 0.400 6.18 · 10−2 ±33.3 +2.9
−27.5

+0.4
−0.2 −26.2 −7.0 +0.3

−0.0
+0.8
−0.8

+2.2
−2.4
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Table H.3: The measured reduced cross section σ̃ for the
reaction e+p → e+X (L = 135.5 pb−1, Pe = +0.32). The
bin centres, Q2

c and xc, the cross section corrected to the
electroweak Born level and the statistical and the systematic
uncertainty (in %) are given. In addition the contributions of
the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton
shower model (δ3), the variation of the track requirement re-
gion (δ4), the variation of the Track Veto Efficiency correction
(δ5) and the variation of the E −pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

200 0.005 1.12 ±1.1 +1.8
−1.8

+0.1
−0.1 +1.7 −1.0 +0.7

−1.5
+0.0
−0.0

+0.0
−0.2

200 0.008 9.44 · 10−1 ±1.0 +0.5
−1.7

+0.0
−0.0 +0.3 −1.4 +0.3

−0.9
+0.0
−0.0

+0.0
−0.0

200 0.013 7.97 · 10−1 ±1.0 +0.3
−1.6

+0.1
−0.0 −0.1 −0.8 +0.1

−1.4
+0.0
−0.0

+0.2
−0.2

200 0.021 6.81 · 10−1 ±1.2 +0.8
−0.6

+0.2
−0.0 −0.3 +0.7 +0.0

−0.5
+0.0
−0.0

+0.2
−0.2

200 0.032 5.62 · 10−1 ±1.3 +2.6
−0.3

+0.1
−0.1 +0.3 +2.5 +0.2

−0.0
+0.0
−0.0

+0.1
−0.0

200 0.050 5.13 · 10−1 ±1.3 +2.2
−0.5

+0.2
−0.1 −0.2 +2.2 +0.1

−0.4
+0.0
−0.0

+0.1
−0.0

200 0.080 4.34 · 10−1 ±1.1 +2.9
−0.2

+0.1
−0.1 +0.6 +2.8 +0.1

−0.0
+0.0
−0.0

+0.2
−0.0

200 0.180 3.46 · 10−1 ±1.4 +2.0
−1.1

+0.1
−0.1 +1.5 −1.0 +0.7

−0.0
+0.0
−0.0

+0.2
−0.0

250 0.008 9.39 · 10−1 ±1.4 +1.6
−0.7

+0.0
−0.1 +1.5 −0.4 +0.4

−0.4
+0.0
−0.0

+0.3
−0.0

250 0.013 8.22 · 10−1 ±1.3 +0.7
−1.5

+0.1
−0.0 +0.7 −1.1 +0.0

−1.0
+0.0
−0.0

+0.1
−0.0

250 0.021 7.11 · 10−1 ±1.5 +0.3
−1.7

+0.1
−0.0 −0.1 −0.4 +0.1

−1.6
+0.0
−0.0

+0.0
−0.1

250 0.032 6.06 · 10−1 ±1.5 +1.8
−2.2

+0.1
−0.1 +0.3 +1.7 +0.3

−2.2
+0.0
−0.0

+0.1
−0.1

250 0.050 5.12 · 10−1 ±1.5 +2.7
−1.4

+0.1
−0.1 −0.4 +2.6 +0.2

−1.3
+0.0
−0.0

+0.1
−0.0

250 0.080 4.36 · 10−1 ±1.3 +2.1
−1.2

+0.1
−0.1 +0.1 +2.1 +0.0

−1.1
+0.0
−0.0

+0.1
−0.1

250 0.180 3.40 · 10−1 ±1.5 +1.9
−2.3

+0.1
−0.1 +1.7 −1.1 +0.1

−2.0
+0.0
−0.0

+0.3
−0.1

350 0.008 9.64 · 10−1 ±1.7 +1.6
−0.9

+0.0
−0.2 +1.2 +0.8 +0.0

−0.0
+0.5
−0.5

+0.0
−0.6

350 0.013 8.17 · 10−1 ±1.6 +0.9
−0.5

+0.0
−0.0 +0.8 −0.1 +0.5

−0.1
+0.1
−0.1

+0.1
−0.2

350 0.021 6.88 · 10−1 ±1.8 +1.5
−0.4

+0.2
−0.0 +0.9 +0.5 +1.0

−0.0
+0.0
−0.0

+0.1
−0.2

350 0.032 5.77 · 10−1 ±1.9 +2.8
−0.7

+0.0
−0.1 +0.9 −0.1 +2.6

−0.2
+0.0
−0.0

+0.2
−0.0

350 0.050 5.19 · 10−1 ±1.8 +1.9
−1.2

+0.0
−0.0 +0.9 +1.4 +0.9

−0.8
+0.0
−0.0

+0.1
−0.7

350 0.080 4.25 · 10−1 ±1.6 +3.3
−1.2

+0.1
−0.1 +0.6 +3.0 +1.1

−1.1
+0.0
−0.0

+0.4
−0.4

350 0.180 3.35 · 10−1 ±1.6 +1.9
−1.5

+0.1
−0.1 +1.8 +0.6 +0.0

−1.1
+0.0
−0.0

+0.1
−1.0

450 0.008 1.04 ±1.9 +1.4
−1.4

+0.4
−0.3 +0.4 −0.0 +0.0

−0.0
+1.2
−1.1

+0.1
−0.3

450 0.013 8.28 · 10−1 ±2.3 +1.2
−0.8

+0.1
−0.0 +0.8 −0.1 +0.1

−0.0
+0.8
−0.8

+0.3
−0.1

450 0.021 7.15 · 10−1 ±2.5 +1.6
−0.5

+0.2
−0.1 +1.3 +0.5 +0.1

−0.0
+0.1
−0.1

+0.6
−0.0

450 0.032 5.96 · 10−1 ±2.4 +1.9
−0.8

+0.2
−0.2 +1.2 +1.4 +0.1

−0.1
+0.1
−0.1

+0.2
−0.0

450 0.050 5.04 · 10−1 ±2.2 +1.8
−0.9

+0.1
−0.1 +1.2 +1.3 +0.1

−0.0
+0.0
−0.0

+0.0
−0.7

450 0.080 4.33 · 10−1 ±2.3 +2.0
−0.7

+0.1
−0.1 +1.9 +0.0 +0.1

−0.7
+0.0
−0.0

+0.2
−0.0

450 0.130 3.82 · 10−1 ±2.3 +2.4
−0.1

+0.2
−0.0 +0.9 +2.1 +0.4

−0.0
+0.0
−0.0

+0.2
−0.1

450 0.250 2.65 · 10−1 ±2.5 +2.3
−0.4

+0.1
−0.0 +2.3 +0.0 +0.4

−0.2
+0.0
−0.0

+0.0
−0.1

Reduced Cross Sections for Positive Polarisation Continued on next page
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Table H.3 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

650 0.013 9.00 · 10−1 ±2.0 +1.7
−1.5

+0.1
−0.0 +1.1 −0.8 +0.0

−0.0
+1.2
−1.1

+0.2
−0.0

650 0.021 7.63 · 10−1 ±2.5 +0.8
−1.0

+0.1
−0.0 −0.4 +0.0 +0.0

−0.0
+0.7
−0.7

+0.3
−0.0

650 0.032 6.26 · 10−1 ±2.9 +2.2
−0.8

+0.2
−0.0 +0.7 +1.9 +0.1

−0.0
+0.5
−0.5

+0.2
−0.2

650 0.050 5.20 · 10−1 ±2.9 +0.6
−0.9

+0.2
−0.1 +0.3 +0.2 +0.1

−0.0
+0.4
−0.4

+0.0
−0.8

650 0.080 4.39 · 10−1 ±3.1 +0.8
−0.9

+0.1
−0.1 +0.7 +0.0 +0.1

−0.0
+0.3
−0.3

+0.0
−0.8

650 0.130 3.19 · 10−1 ±3.4 +3.3
−0.3

+0.2
−0.2 +1.9 +2.6 +0.0

−0.0
+0.2
−0.2

+0.2
−0.1

650 0.250 2.44 · 10−1 ±3.4 +1.9
−1.3

+0.2
−0.1 +1.7 +0.4 +0.1

−0.0
+0.1
−0.1

+0.5
−0.4

800 0.013 8.68 · 10−1 ±2.6 +2.8
−1.8

+0.3
−0.0 +2.2 +0.4 +0.1

−0.0
+1.2
−1.1

+0.0
−0.6

800 0.021 7.47 · 10−1 ±3.1 +1.0
−1.2

+0.1
−0.0 −0.6 −0.3 +0.0

−0.0
+0.9
−0.9

+0.1
−0.1

800 0.032 6.06 · 10−1 ±3.2 +0.8
−0.9

+0.0
−0.1 +0.0 −0.5 +0.0

−0.0
+0.6
−0.6

+0.0
−0.1

800 0.050 5.32 · 10−1 ±2.9 +1.9
−0.6

+0.2
−0.1 −0.1 +1.7 +0.0

−0.0
+0.6
−0.6

+0.4
−0.1

800 0.080 4.55 · 10−1 ±3.1 +0.8
−1.3

+0.1
−0.1 −1.0 −0.4 +0.0

−0.0
+0.6
−0.6

+0.0
−0.4

800 0.130 3.63 · 10−1 ±3.4 +2.1
−0.6

+0.1
−0.1 +1.9 +0.7 +0.0

−0.0
+0.5
−0.5

+0.1
−0.0

800 0.250 2.42 · 10−1 ±3.9 +3.4
−1.0

+0.2
−0.1 +2.4 +2.1 +0.1

−0.0
+0.5
−0.5

+1.0
−0.7

1200 0.014 8.57 · 10−1 ±3.2 +7.0
−2.7

+0.2
−0.5 +6.8 −1.2 +0.1

−0.0
+1.1
−1.1

+0.0
−1.2

1200 0.021 7.60 · 10−1 ±3.0 +1.6
−1.3

+0.0
−0.0 +0.7 +0.3 +0.0

−0.1
+1.1
−1.1

+0.6
−0.5

1200 0.032 6.41 · 10−1 ±3.0 +0.8
−1.3

+0.1
−0.2 −0.1 −0.7 +0.0

−0.1
+0.7
−0.7

+0.4
−0.4

1200 0.050 5.30 · 10−1 ±2.7 +1.5
−0.6

+0.2
−0.1 +1.2 +0.0 +0.0

−0.0
+0.6
−0.6

+0.6
−0.1

1200 0.080 4.37 · 10−1 ±2.9 +1.0
−0.7

+0.2
−0.2 +0.8 +0.1 +0.0

−0.0
+0.6
−0.6

+0.0
−0.1

1200 0.130 3.65 · 10−1 ±3.0 +1.1
−0.8

+0.1
−0.1 +0.6 +0.3 +0.0

−0.0
+0.5
−0.5

+0.5
−0.0

1200 0.250 2.60 · 10−1 ±3.3 +0.8
−0.7

+0.2
−0.1 −0.1 −0.4 +0.0

−0.0
+0.5
−0.5

+0.2
−0.0

1200 0.400 1.33 · 10−1 ±5.2 +1.3
−0.9

+0.0
−0.2 +0.8 −0.1 +0.0

−0.2
+0.4
−0.4

+0.2
−0.3

1500 0.021 7.48 · 10−1 ±4.3 +8.9
−1.7

+0.2
−0.0 +8.7 +1.3 +0.1

−0.0
+1.2
−1.1

+0.0
−0.1

1500 0.032 5.84 · 10−1 ±4.2 +6.8
−0.9

+0.0
−0.1 +6.7 +0.3 +0.1

−0.0
+0.9
−0.9

+0.6
−0.0

1500 0.050 5.62 · 10−1 ±3.5 +0.9
−1.9

+0.1
−0.1 −1.2 −1.2 +0.0

−0.0
+0.6
−0.6

+0.4
−0.1

1500 0.080 4.58 · 10−1 ±3.6 +1.0
−0.9

+0.2
−0.2 +0.6 +0.4 +0.0

−0.0
+0.6
−0.6

+0.2
−0.3

1500 0.130 3.87 · 10−1 ±4.3 +0.7
−1.4

+0.2
−0.2 −0.5 −0.5 +0.0

−0.1
+0.6
−0.6

+0.0
−1.1

1500 0.180 3.29 · 10−1 ±4.5 +1.0
−0.8

+0.1
−0.2 +0.5 +0.3 +0.0

−0.1
+0.5
−0.5

+0.5
−0.4

1500 0.250 2.49 · 10−1 ±5.6 +1.8
−0.7

+0.3
−0.1 +0.2 +1.0 +0.1

−0.0
+0.5
−0.5

+1.0
−0.0

1500 0.400 1.15 · 10−1 ±8.4 +1.5
−3.5

+0.1
−0.3 −2.2 −2.2 +0.0

−0.2
+0.4
−0.4

+0.6
−0.6
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Table H.3 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

2000 0.032 5.83 · 10−1 ±5.1 +10.7
−1.7

+0.1
−0.0 +10.3 +1.1 +0.0

−0.0
+1.1
−1.1

+0.9
−0.4

2000 0.050 5.20 · 10−1 ±4.6 +1.3
−2.1

+0.3
−0.0 −1.9 +0.2 +0.2

−0.0
+0.7
−0.7

+0.9
−0.2

2000 0.080 5.03 · 10−1 ±4.1 +0.7
−1.0

+0.1
−0.1 −0.1 −0.6 +0.0

−0.0
+0.6
−0.6

+0.3
−0.4

2000 0.130 3.56 · 10−1 ±5.3 +1.0
−1.3

+0.2
−0.1 −0.0 +0.6 +0.0

−0.0
+0.6
−0.6

+0.3
−0.0

2000 0.180 2.75 · 10−1 ±5.8 +0.6
−2.2

+0.1
−0.1 +0.1 −1.2 +0.0

−0.1
+0.5
−0.5

+0.0
−0.4

2000 0.250 2.55 · 10−1 ±6.5 +1.0
−2.6

+0.2
−0.1 +0.7 −2.0 +0.0

−0.0
+0.5
−0.5

+0.0
−1.4

2000 0.400 1.20 · 10−1 ±9.7 +5.5
−0.9

+0.2
−0.2 +5.3 −0.4 +0.0

−0.1
+0.5
−0.5

+0.0
−0.5

3000 0.050 5.02 · 10−1 ±5.9 +1.7
−2.1

+0.0
−0.3 +0.2 −1.4 +0.0

−0.0
+0.9
−0.9

+1.2
−0.5

3000 0.080 4.32 · 10−1 ±5.5 +1.9
−1.1

+0.1
−0.1 +1.7 −0.3 +0.0

−0.0
+0.6
−0.6

+0.3
−0.0

3000 0.130 3.80 · 10−1 ±6.1 +2.0
−1.5

+0.1
−0.1 −0.7 +1.8 +0.0

−0.0
+0.6
−0.6

+0.0
−1.1

3000 0.180 2.96 · 10−1 ±6.7 +2.4
−1.1

+0.2
−0.1 +0.4 +2.3 +0.1

−0.0
+0.6
−0.6

+0.0
−0.7

3000 0.250 2.67 · 10−1 ±7.4 +0.6
−1.4

+0.0
−0.2 +0.3 −0.3 +0.0

−0.1
+0.5
−0.5

+0.0
−1.2

3000 0.400 1.15 · 10−1 ±12.0 +2.3
−4.1

+0.1
−0.4 +2.2 −3.6 +0.1

−0.1
+0.5
−0.5

+0.0
−1.3

3000 0.650 1.53 · 10−2 ±27.7 +9.8
−2.5

+0.1
−0.3 +1.4 +1.5 +0.0

−0.3
+0.4
−0.4

+1.5
−2.4

5000 0.080 4.49 · 10−1 ±5.0 +2.4
−1.1

+0.2
−0.1 +1.9 +0.5 +0.1

−0.0
+0.8
−0.8

+0.0
−0.4

5000 0.130 3.70 · 10−1 ±6.7 +1.3
−1.7

+0.2
−0.1 +1.0 −1.1 +0.1

−0.0
+0.6
−0.6

+0.0
−0.9

5000 0.180 3.24 · 10−1 ±6.7 +0.9
−2.1

+0.0
−0.1 −1.8 +0.7 +0.0

−0.1
+0.6
−0.6

+0.0
−0.3

5000 0.250 2.35 · 10−1 ±8.2 +1.0
−2.0

+0.3
−0.1 +0.5 +0.1 +0.1

−0.0
+0.5
−0.5

+0.5
−1.5

5000 0.400 1.50 · 10−1 ±10.7 +1.6
−1.7

+0.0
−0.4 +0.8 −1.4 +0.0

−0.3
+0.5
−0.5

+1.1
−0.0

8000 0.130 3.38 · 10−1 ±7.6 +3.4
−3.9

+0.1
−0.2 +2.2 +2.2 +0.0

−0.0
+0.7
−0.7

+1.0
−3.4

8000 0.180 2.32 · 10−1 ±10.7 +1.6
−4.1

+0.1
−0.1 +1.0 −3.9 +0.0

−0.1
+0.6
−0.6

+0.0
−1.0

8000 0.250 2.47 · 10−1 ±10.6 +1.5
−4.4

+0.1
−0.2 −0.9 −3.6 +0.0

−0.0
+0.6
−0.6

+0.1
−0.0

8000 0.400 1.11 · 10−1 ±15.6 +5.1
−3.3

+0.3
−0.2 +3.4 −2.3 +0.0

−0.0
+0.5
−0.5

+3.2
−0.0

8000 0.650 1.86 · 10−2 ±31.6 +11.3
−10.2

+0.0
−0.2 +0.6 +5.0 +0.0

−0.3
+0.5
−0.5

+2.0
−3.3

12000 0.180 2.16 · 10−1 ±12.7 +3.5
−6.3

+0.2
−0.2 −5.1 +1.6 +0.1

−0.0
+0.7
−0.7

+0.0
−1.4

12000 0.250 1.91 · 10−1 ±15.8 +2.1
−7.0

+0.2
−0.1 +0.3 −2.9 +0.1

−0.1
+0.6
−0.6

+0.0
−6.2

12000 0.400 1.51 · 10−1 ±17.4 +2.0
−5.9

+0.0
−0.4 +1.1 −4.0 +0.0

−0.3
+0.6
−0.5

+1.2
−1.4

20000 0.250 1.35 · 10−1 ±22.9 +10.2
−2.0

+0.2
−0.2 +5.9 −1.1 +0.0

−0.0
+0.6
−0.6

+2.0
−1.4

20000 0.400 5.89 · 10−2 ±35.4 +10.4
−9.3

+0.2
−0.2 +1.6 −0.6 +0.1

−0.0
+0.6
−0.6

+10.2
−0.0

30000 0.400 5.97 · 10−2 ±44.7 +2.9
−68.3

+0.4
−0.2 −66.6 −7.0 +0.3

−0.0
+0.6
−0.6

+2.2
−2.4
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Table H.4: The measured reduced cross section σ̃ for the
reaction e+p → e+X (L = 135.5 pb−1, Pe = −0.36). The
bin centres, Q2

c and xc, the cross section corrected to the
electroweak Born level and the statistical and the systematic
uncertainty (in %) are given. In addition the contributions of
the variation of the electron energy scale (δ1), the variation
of the electron identification (δ2), the variation of the parton
shower model (δ3), the variation of the track requirement re-
gion (δ4), the variation of the Track Veto Efficiency correction
(δ5) and the variation of the E −pz cut (δ6) to the systematic
uncertainty are shown. All uncertainties are given in %.

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

200 0.005 1.09 ±1.4 +2.1
−1.8

+0.1
−0.1 +1.7 −1.0 +1.2

−1.4
+0.0
−0.0

+0.0
−0.1

200 0.008 9.46 · 10−1 ±1.2 +0.7
−2.5

+0.0
−0.0 +0.6 −1.4 +0.0

−2.0
+0.0
−0.0

+0.0
−0.0

200 0.013 8.06 · 10−1 ±1.2 +0.3
−1.8

+0.1
−0.0 +0.2 −0.8 +0.1

−1.6
+0.0
−0.0

+0.0
−0.0

200 0.021 6.77 · 10−1 ±1.5 +0.8
−0.6

+0.2
−0.0 −0.5 +0.7 +0.2

−0.0
+0.0
−0.0

+0.1
−0.1

200 0.032 5.69 · 10−1 ±1.6 +2.6
−0.3

+0.1
−0.1 −0.2 +2.6 +0.1

−0.0
+0.0
−0.0

+0.1
−0.1

200 0.050 5.09 · 10−1 ±1.5 +2.2
−0.3

+0.2
−0.1 +0.4 +2.2 +0.0

−0.2
+0.0
−0.0

+0.0
−0.2

200 0.080 4.32 · 10−1 ±1.3 +2.7
−0.2

+0.1
−0.1 −0.0 +2.7 +0.1

−0.0
+0.0
−0.0

+0.0
−0.1

200 0.180 3.46 · 10−1 ±1.7 +1.6
−1.5

+0.1
−0.1 +1.2 −1.0 +1.1

−0.0
+0.0
−0.0

+0.0
−0.2

250 0.008 9.15 · 10−1 ±1.6 +2.6
−0.9

+0.0
−0.1 +1.9 −0.5 +1.6

−0.6
+0.1
−0.1

+0.5
−0.3

250 0.013 8.20 · 10−1 ±1.5 +0.5
−1.5

+0.1
−0.0 +0.4 −1.1 +0.2

−1.0
+0.0
−0.0

+0.0
−0.2

250 0.021 6.66 · 10−1 ±1.8 +1.1
−0.8

+0.1
−0.0 +0.9 −0.5 +0.7

−0.7
+0.0
−0.0

+0.0
−0.2

250 0.032 5.57 · 10−1 ±1.8 +1.8
−1.7

+0.1
−0.1 −0.4 +1.8 +0.0

−1.6
+0.0
−0.0

+0.3
−0.2

250 0.050 5.13 · 10−1 ±1.8 +2.7
−1.7

+0.1
−0.1 −0.1 +2.7 +0.0

−1.7
+0.0
−0.0

+0.0
−0.2

250 0.080 4.32 · 10−1 ±1.5 +2.1
−1.2

+0.1
−0.1 −0.0 +2.1 +0.0

−0.9
+0.0
−0.0

+0.1
−0.8

250 0.180 3.35 · 10−1 ±1.7 +1.2
−2.0

+0.1
−0.1 +1.1 −1.1 +0.1

−1.2
+0.0
−0.0

+0.3
−0.0

350 0.008 9.29 · 10−1 ±2.1 +2.8
−1.1

+0.0
−0.2 +2.5 +0.9 +0.1

−0.0
+0.8
−0.8

+0.0
−0.6

350 0.013 7.99 · 10−1 ±1.9 +1.0
−0.7

+0.0
−0.0 −0.2 −0.0 +0.9

−0.0
+0.1
−0.1

+0.3
−0.6

350 0.021 6.52 · 10−1 ±2.2 +1.4
−0.5

+0.2
−0.0 +1.1 +0.5 +0.5

−0.0
+0.0
−0.0

+0.2
−0.0

350 0.032 5.76 · 10−1 ±2.2 +2.3
−1.0

+0.0
−0.1 +1.2 −0.1 +2.0

−0.1
+0.0
−0.0

+0.0
−0.6

350 0.050 4.87 · 10−1 ±2.2 +2.1
−0.7

+0.0
−0.0 +0.7 +1.3 +1.5

−0.4
+0.0
−0.0

+0.2
−0.0

350 0.080 4.07 · 10−1 ±1.9 +3.3
−0.6

+0.1
−0.1 +0.9 +3.0 +0.7

−0.2
+0.0
−0.0

+0.0
−0.5

350 0.180 3.10 · 10−1 ±2.0 +1.4
−1.2

+0.1
−0.1 +1.1 +0.6 +0.0

−0.7
+0.0
−0.0

+0.0
−0.9
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Table H.4 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

450 0.008 9.96 · 10−1 ±2.4 +2.0
−2.1

+0.4
−0.3 +0.3 −0.0 +0.0

−0.0
+1.8
−1.7

+0.2
−0.0

450 0.013 8.03 · 10−1 ±2.7 +1.3
−1.7

+0.1
−0.0 −0.5 −0.0 +0.1

−0.0
+1.2
−1.2

+0.0
−0.7

450 0.021 6.96 · 10−1 ±3.0 +1.0
−0.6

+0.2
−0.1 +0.8 +0.5 +0.1

−0.0
+0.3
−0.3

+0.0
−0.4

450 0.032 5.60 · 10−1 ±2.9 +2.1
−1.0

+0.2
−0.2 +1.5 +1.4 +0.0

−0.0
+0.1
−0.1

+0.0
−0.3

450 0.050 5.22 · 10−1 ±2.6 +2.4
−0.3

+0.1
−0.1 +2.0 +1.3 +0.3

−0.1
+0.1
−0.1

+0.3
−0.2

450 0.080 4.15 · 10−1 ±2.7 +1.6
−1.0

+0.1
−0.1 +1.0 −0.0 +1.2

−0.0
+0.1
−0.1

+0.1
−0.4

450 0.130 3.41 · 10−1 ±2.9 +3.3
−0.2

+0.2
−0.0 +1.5 +2.1 +1.9

−0.0
+0.0
−0.0

+0.1
−0.0

450 0.250 2.49 · 10−1 ±3.1 +4.2
−0.6

+0.1
−0.0 +3.4 −0.0 +1.3

−0.1
+0.0
−0.0

+0.0
−0.2

650 0.013 8.22 · 10−1 ±2.5 +3.3
−2.0

+0.1
−0.0 +2.6 −0.7 +0.0

−0.0
+1.8
−1.7

+0.9
−0.1

650 0.021 6.97 · 10−1 ±3.1 +1.5
−1.7

+0.1
−0.0 −0.9 −0.0 +0.0

−0.0
+1.4
−1.3

+0.6
−0.0

650 0.032 5.86 · 10−1 ±3.5 +2.6
−1.0

+0.2
−0.0 +1.3 +2.0 +0.1

−0.0
+1.0
−1.0

+0.0
−0.1

650 0.050 5.02 · 10−1 ±3.5 +1.0
−1.0

+0.2
−0.1 +0.1 +0.2 +0.1

−0.0
+0.7
−0.7

+0.5
−0.2

650 0.080 4.24 · 10−1 ±3.7 +0.5
−1.3

+0.1
−0.1 −0.3 +0.1 +0.1

−0.0
+0.4
−0.4

+0.0
−0.1

650 0.130 3.57 · 10−1 ±3.8 +2.8
−0.4

+0.2
−0.1 +0.5 +2.5 +0.0

−0.0
+0.3
−0.3

+0.9
−0.0

650 0.250 2.30 · 10−1 ±4.2 +1.2
−0.8

+0.2
−0.1 +0.8 +0.4 +0.1

−0.0
+0.2
−0.2

+0.8
−0.0

800 0.013 7.88 · 10−1 ±3.2 +4.4
−2.0

+0.4
−0.0 +3.8 +0.5 +0.1

−0.0
+1.8
−1.7

+0.2
−0.0

800 0.021 7.36 · 10−1 ±3.7 +1.6
−2.4

+0.1
−0.0 −1.5 −0.3 +0.0

−0.0
+1.5
−1.5

+0.1
−0.1

800 0.032 6.20 · 10−1 ±3.7 +1.7
−1.3

+0.0
−0.1 +0.9 −0.4 +0.0

−0.0
+1.2
−1.2

+0.7
−0.0

800 0.050 4.89 · 10−1 ±3.6 +2.6
−1.4

+0.2
−0.1 +1.5 +1.7 +0.0

−0.0
+1.0
−1.0

+0.7
−0.1

800 0.080 4.56 · 10−1 ±3.7 +1.1
−1.1

+0.1
−0.1 +0.6 −0.4 +0.0

−0.0
+0.9
−0.8

+0.1
−0.2

800 0.130 3.21 · 10−1 ±4.3 +1.4
−0.9

+0.1
−0.2 +0.9 +0.6 +0.0

−0.0
+0.8
−0.8

+0.3
−0.0

800 0.250 2.43 · 10−1 ±4.6 +3.1
−1.1

+0.2
−0.1 +2.1 +2.0 +0.1

−0.0
+0.7
−0.7

+0.1
−0.3

1200 0.014 7.72 · 10−1 ±4.1 +9.9
−3.1

+0.2
−0.5 +9.6 −1.2 +0.1

−0.0
+1.7
−1.7

+0.7
−0.2

1200 0.021 7.14 · 10−1 ±3.7 +2.5
−1.9

+0.1
−0.0 +1.0 +0.3 +0.0

−0.1
+1.7
−1.7

+1.1
−0.7

1200 0.032 6.07 · 10−1 ±3.7 +1.6
−1.6

+0.1
−0.2 +0.8 −0.7 +0.0

−0.1
+1.3
−1.3

+0.4
−0.0

1200 0.050 4.90 · 10−1 ±3.4 +1.5
−1.2

+0.2
−0.1 +1.0 +0.1 +0.0

−0.0
+1.1
−1.0

+0.1
−0.1

1200 0.080 4.06 · 10−1 ±3.5 +1.5
−1.0

+0.2
−0.2 +1.0 +0.1 +0.0

−0.0
+0.9
−0.9

+0.4
−0.1

1200 0.130 3.36 · 10−1 ±3.7 +0.9
−1.1

+0.1
−0.1 −0.6 +0.4 +0.0

−0.0
+0.8
−0.8

+0.3
−0.1

1200 0.250 2.31 · 10−1 ±4.2 +1.0
−0.8

+0.2
−0.1 +0.4 −0.3 +0.0

−0.0
+0.7
−0.7

+0.3
−0.0

1200 0.400 1.26 · 10−1 ±6.3 +1.3
−2.4

+0.0
−0.3 −0.4 −0.1 +0.0

−0.2
+0.7
−0.7

+1.0
−0.0

1500 0.021 7.00 · 10−1 ±5.3 +8.9
−2.8

+0.2
−0.0 +8.6 +1.3 +0.1

−0.0
+1.8
−1.7

+0.0
−0.8

1500 0.032 5.85 · 10−1 ±5.0 +1.9
−1.8

+0.0
−0.1 +0.5 +0.4 +0.1

−0.0
+1.5
−1.5

+0.1
−0.6

1500 0.050 4.94 · 10−1 ±4.5 +1.4
−1.7

+0.1
−0.1 +0.0 −1.2 +0.0

−0.0
+1.2
−1.1

+0.4
−0.0

1500 0.080 4.34 · 10−1 ±4.4 +1.1
−1.3

+0.2
−0.2 −0.3 +0.4 +0.0

−0.0
+1.0
−0.9

+0.0
−0.3

1500 0.130 3.55 · 10−1 ±5.3 +1.5
−1.3

+0.2
−0.2 +0.9 −0.5 +0.0

−0.1
+0.8
−0.8

+0.6
−0.5

1500 0.180 2.74 · 10−1 ±5.9 +1.4
−0.9

+0.1
−0.2 +0.4 +0.3 +0.0

−0.1
+0.8
−0.8

+0.5
−0.0

1500 0.250 2.35 · 10−1 ±6.9 +2.0
−1.3

+0.3
−0.1 +1.0 +1.0 +0.1

−0.0
+0.7
−0.7

+0.4
−1.1

1500 0.400 1.26 · 10−1 ±9.6 +2.7
−3.4

+0.1
−0.3 +0.4 −2.3 +0.0

−0.2
+0.7
−0.7

+1.6
−0.0

Reduced Cross Sections for Negative Polarisation Continued on next page
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Table H.4 – continued from previous page

Q2
c [GeV2] xc σ̃ stat. syst. δ1 δ2 δ3 δ4 δ5 δ6

2000 0.032 6.11 · 10−1 ±5.9 +4.1
−2.4

+0.1
−0.0 +3.3 +1.0 +0.0

−0.0
+1.8
−1.7

+0.6
−1.1

2000 0.050 4.61 · 10−1 ±5.8 +5.6
−1.4

+0.4
−0.0 +5.4 +0.2 +0.2

−0.0
+1.3
−1.3

+0.1
−0.0

2000 0.080 4.39 · 10−1 ±5.3 +1.3
−1.7

+0.1
−0.1 −1.1 −0.6 +0.0

−0.0
+1.0
−1.0

+0.7
−0.0

2000 0.130 3.51 · 10−1 ±6.3 +2.9
−1.1

+0.2
−0.1 +2.6 +0.6 +0.0

−0.0
+0.9
−0.9

+0.3
−0.5

2000 0.180 2.72 · 10−1 ±7.0 +2.5
−1.6

+0.1
−0.1 +2.1 −1.3 +0.0

−0.1
+0.8
−0.8

+1.0
−0.5

2000 0.250 2.41 · 10−1 ±8.0 +1.6
−2.4

+0.2
−0.1 +0.7 −2.1 +0.0

−0.0
+0.7
−0.7

+1.0
−0.0

2000 0.400 1.18 · 10−1 ±11.7 +1.4
−3.6

+0.2
−0.2 −3.5 −0.4 +0.0

−0.1
+0.7
−0.7

+0.0
−0.0

3000 0.050 5.16 · 10−1 ±6.9 +1.8
−2.3

+0.0
−0.3 −0.4 −1.4 +0.0

−0.0
+1.5
−1.5

+0.8
−0.0

3000 0.080 4.28 · 10−1 ±6.5 +1.4
−3.6

+0.1
−0.1 −3.3 −0.4 +0.0

−0.0
+1.1
−1.1

+0.0
−0.5

3000 0.130 3.50 · 10−1 ±7.5 +2.3
−1.9

+0.1
−0.1 −1.5 +1.8 +0.0

−0.0
+0.9
−0.9

+1.1
−0.0

3000 0.180 2.45 · 10−1 ±8.7 +2.6
−3.8

+0.2
−0.0 +0.4 +2.2 +0.1

−0.0
+0.8
−0.8

+0.6
−3.5

3000 0.250 2.20 · 10−1 ±9.8 +1.5
−4.5

+0.0
−0.2 −4.0 −0.3 +0.0

−0.1
+0.8
−0.7

+1.1
−1.1

3000 0.400 1.34 · 10−1 ±13.2 +4.8
−4.2

+0.1
−0.4 +4.3 −3.6 +0.1

−0.1
+0.7
−0.7

+1.6
−2.0

3000 0.650 1.35 · 10−2 ±35.4 +6.7
−2.5

+0.1
−0.2 +1.4 +1.2 +0.0

−0.2
+0.7
−0.7

+1.5
−2.4

5000 0.080 3.50 · 10−1 ±6.7 +3.0
−2.8

+0.2
−0.1 +2.5 +0.5 +0.1

−0.0
+1.4
−1.4

+0.2
−0.9

5000 0.130 2.75 · 10−1 ±9.1 +1.7
−4.4

+0.2
−0.1 −4.1 −0.9 +0.1

−0.0
+1.0
−1.0

+0.7
−0.0

5000 0.180 2.33 · 10−1 ±9.4 +1.4
−2.7

+0.0
−0.1 −1.4 +0.5 +0.0

−0.1
+0.9
−0.9

+0.8
−0.0

5000 0.250 1.90 · 10−1 ±10.8 +2.2
−1.4

+0.3
−0.1 +1.2 +0.2 +0.2

−0.0
+0.8
−0.8

+1.3
−0.0

5000 0.400 1.19 · 10−1 ±14.3 +1.7
−2.3

+0.0
−0.4 +0.8 −1.4 +0.0

−0.3
+0.7
−0.7

+1.2
−0.0

8000 0.130 2.80 · 10−1 ±9.8 +4.6
−2.3

+0.1
−0.2 +3.6 +2.2 +0.0

−0.0
+1.3
−1.3

+0.0
−0.3

8000 0.180 2.65 · 10−1 ±11.8 +1.0
−6.7

+0.1
−0.1 −4.6 −4.0 +0.0

−0.1
+1.0
−0.9

+0.0
−1.7

8000 0.250 1.83 · 10−1 ±14.6 +3.1
−3.8

+0.1
−0.2 −0.8 −3.6 +0.0

−0.0
+0.8
−0.8

+1.2
−0.0

8000 0.400 9.67 · 10−2 ±20.0 +2.6
−4.9

+0.4
−0.2 −3.3 −2.4 +0.0

−0.0
+0.8
−0.8

+2.3
−2.5

8000 0.650 1.33 · 10−2 ±44.7 +21.3
−18.4

+0.0
−0.2 +20.7 +5.1 +0.0

−0.3
+0.7
−0.7

+0.0
−18.4

12000 0.180 1.64 · 10−1 ±17.1 +4.3
−3.6

+0.2
−0.2 +2.9 +1.7 +0.1

−0.0
+1.2
−1.2

+0.0
−1.2

12000 0.250 1.07 · 10−1 ±25.0 +2.3
−3.6

+0.2
−0.1 −1.0 −3.0 +0.0

−0.1
+0.9
−0.9

+1.4
−1.2

12000 0.400 6.53 · 10−2 ±31.6 +16.3
−4.1

+0.1
−0.4 +1.2 −4.0 +0.0

−0.3
+0.8
−0.8

+8.5
−0.0

20000 0.250 1.85 · 10−1 ±22.9 +9.0
−15.0

+0.2
−0.3 −12.5 −1.2 +0.0

−0.0
+1.2
−1.1

+3.8
−0.0

20000 0.400 7.32 · 10−2 ±37.8 +12.8
−36.1

+0.3
−0.2 −27.5 −0.7 +0.1

−0.0
+0.9
−0.9

+0.0
−12.4

30000 0.400 6.69 · 10−2 ±50.0 +25.8
−8.2

+0.4
−0.2 +24.3 −7.1 +0.3

−0.0
+1.1
−1.0

+2.3
−2.4

Table H.4: Reduced Cross Sections for Negative Polarisation
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Q2
c [GeV2] xc xF̃3 stat. syst.

1500 0.021 0.02 ±0.02 +0.02
−0.03

1500 0.032 0.04 ±0.02 +0.00
−0.01

1500 0.050 −0.01 ±0.03 +0.01
−0.00

1500 0.080 0.08 ±0.04 +0.01
−0.01

1500 0.130 0.02 ±0.07 +0.04
−0.04

1500 0.180 0.04 ±0.09 +0.04
−0.03

1500 0.250 0.18 ±0.12 +0.04
−0.04

1500 0.400 0.12 ±0.14 +0.20
−0.11

2000 0.032 0.03 ±0.02 +0.02
−0.02

2000 0.050 0.08 ±0.03 +0.00
−0.00

2000 0.080 −0.03 ±0.04 +0.02
−0.02

2000 0.130 0.07 ±0.06 +0.00
−0.00

2000 0.180 0.16 ±0.07 +0.00
−0.03

2000 0.250 −0.01 ±0.10 +0.00
−0.00

2000 0.400 0.01 ±0.12 +0.02
−0.05

3000 0.050 0.05 ±0.02 +0.01
−0.00

3000 0.080 0.09 ±0.03 +0.00
−0.00

3000 0.130 0.03 ±0.05 +0.00
−0.00

3000 0.180 0.13 ±0.06 +0.00
−0.00

3000 0.250 0.16 ±0.08 +0.12
−0.12

3000 0.400 0.08 ±0.10 +0.02
−0.02

3000 0.650 0.03 ±0.04 +0.02
−0.02

5000 0.080 0.08 ±0.02 +0.01
−0.00

5000 0.130 0.15 ±0.03 +0.00
−0.00

5000 0.180 0.09 ±0.03 +0.00
−0.00

5000 0.250 0.07 ±0.05 +0.00
−0.00

5000 0.400 0.02 ±0.06 +0.05
−0.05

8000 0.130 0.17 ±0.02 +0.00
−0.01

8000 0.180 0.18 ±0.03 +0.02
−0.02

8000 0.250 0.12 ±0.04 +0.02
−0.02

8000 0.400 0.02 ±0.04 +0.02
−0.02

8000 0.650 0.01 ±0.02 +0.00
−0.00

12000 0.180 0.17 ±0.02 +0.00
−0.02

12000 0.250 0.18 ±0.03 +0.01
−0.01

12000 0.400 0.06 ±0.04 +0.01
−0.00

20000 0.250 0.17 ±0.03 +0.03
−0.02

20000 0.400 0.10 ±0.03 +0.01
−0.01

30000 0.400 0.10 ±0.03 +0.02
−0.02

Table H.5: The structure function xF̃3. The bin centres, Q2
c and xc, xF̃3 and the

statistical and the systematic uncertainty (in absolute values) are given.
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xc xF γZ
3 stat. syst.

0.021 0.26 ±0.06 +0.19
−0.16

0.032 0.19 ±0.05 +0.12
−0.12

0.050 0.35 ±0.04 +0.08
−0.08

0.080 0.33 ±0.03 +0.05
−0.04

0.130 0.51 ±0.03 +0.04
−0.05

0.180 0.46 ±0.02 +0.04
−0.05

0.250 0.39 ±0.02 +0.04
−0.05

0.400 0.21 ±0.02 +0.04
−0.04

Table H.6: The interference structure function xF γZ
3 evaluated at Q2 = 1500 GeV2.

The bin centre xc, xF γZ
3 and the statistical and the systematic uncertainty (in

absolute values) are given.
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