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Abstract

In this work, a single-shot temporal metrology scheme operating in the vacuum-extreme
ultraviolet spectral range has been designed and experimentally implemented. Utilizing an
anti-collinear geometry, a second-order intensity autocorrelation measurement of a vacuum
ultraviolet pulse can be performed by encoding temporal delay information on the beam
propagation coordinate. An ion-imaging time-of-flight spectrometer, offering micrometer
resolution has been set-up for this purpose. This instrument enables the detection of a
magnified image of the spatial distribution of ions exclusively generated by direct two-
photon absorption in the combined counter-propagating pulse focus and thus obtain the
second-order intensity autocorrelation measurement on a single-shot basis.
Additionally, an intense VUV light source based on high-harmonic generation has been
experimentally realized. It delivers intense sub-20 fs Ti:Sa fifth-harmonic pulses utilizing
a loose-focusing geometry in a long Ar gas cell. The VUV pulses centered at 161.8 nm

reach pulse energies of 1.1 µJ per pulse, while the corresponding pulse duration is measured
with a second-order, fringe-resolved autocorrelation scheme to be 18 ± 1 fs on average.
Non-resonant, two-photon ionization of Kr and Xe and three-photon ionization of Ne
verify the fifth-harmonic pulse intensity and indicate the feasibility of multi-photon VUV
pump/VUV probe studies of ultrafast atomic and molecular dynamics.
Finally, the extended functionality of the counter-propagating pulse metrology approach is
demonstrated by a single-shot VUV pump/VUV probe experiment aiming at the investiga-
tion of ultrafast dissociation dynamics of O2 excited in the Schumann-Runge continuum at
162 nm.
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Zusammenfassung

Im Rahmen dieser Arbeit wurde eine Apparatur zur Einzelschussmessung der Dauer
von Lichtpulsen im extrem-vakuum-ultravioletten Spektralbereich entwickelt und aufge-
baut. Die Intensitätsautokorrelation zweiter Ordnung für ultraviolette Pulse wurde in
einer anti-kollinearen Geometrie realisiert, wodurch die Zeitinformation auf die Achse der
Strahlausbreitungsrichtung abgebildet wird. Dafür wurde ein kombiniertes Ionen-Mikroskop
und Flugzeit-Spektrometer mit einer Auflösung im Mikrometer-Bereich aufgebaut. Dieser
Aufbau ermöglicht eine vergrößerte räumliche Abbildung der Ionen, die ausschließlich aus
der direkten Zwei-Photonen-Absorption im gemeinsamen Fokus der gegenläufigen Pulse
erzeugt werden. Dies entspricht der Einzelschuss-Intensitätsautokorrelation zweiter Ord-
nung.
Zusätzlich wurde eine intensive VUV-Lichtquelle aufgebaut, die auf der Erzeugung Hoher
Harmonischer beruht. Durch eine Geometrie mit schwacher Fokussierung in einer längenvari-
ablen Argon-Gaszelle, erzeugt diese Pulse der fünften Harmonischen des Ti:Sa-Lasers mit
einer Pulsdauer unter 20 fs. Die VUV-Pulse mit einer mittleren Wellenlänge von 161.8 nm

erreichen Pulsenergien von 1.1 µJ und eine Pulsdauer von 18 ± 1 fs, bestimmt mittels
interferenzaufgelöster Autokorrelation zweiter Ordnung. Nichtresonante Zwei-Photonen-
Ionisation von Krypton und Xenon, sowie Drei-Photonen-Ionisation von Neon bestätigen
die hohe Pulsintensität der fünften Harmonischen. Dies ermöglicht Mehrphotonen-VUV-
Pump/VUV-Probe-Studien an atomaren und molekularen Systemen mit ultraschneller
Dynamik.
Zur Demonstration wurde diese Methode der Intensitäts-Autokorrelation mit gegenläufigen
Pulsen für ein Einzelschuss-VUV-Pump/VUV-Probe-Experiment in der Untersuchung der
ultraschnellen Dissoziationsdynamik von O2 nach Anregung bei 162 nm im Schumann-
Runge-Regime eingesetzt.
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1 Introduction

Much of our understanding on the constituents of matter and the underlying fundamental
natural phenomena has been provided by spectroscopy. Quantum mechanics, one of the
most important scientific discoveries in the 20th century, has been founded on the basis of
spectroscopic observations. However, conventional spectroscopy cannot resolve the dynam-
ics of fundamental processes on an atomic and molecular scale, which is only possible by
time-resolved observation of their ultrafast evolution.
Time-resolved spectroscopy, typically follows a ’pump-probe’ methodology for the investi-
gation of processes occurring on a microscopic dimension and an ultrashort timescale. In
this approach, a light pulse (pump) drives the system far from its equilibrium, initiating
dynamics, while a second pulse (probe) is subsequently used to probe its temporal evolution.
The information about the evolving dynamics is obtained by detecting changes on the probe
light pulse or the interaction products, including photons, electrons, or ions, as a function
of the delay between pump and probe pulses. In this way, a series of ’snapshots’ of the
evolving dynamics is obtained, which can be combined to reveal the complete temporal
evolution of the process. The number of possible experimental schemes that can use this
approach can be almost endless, while the attainable time resolution is determined by the
duration of the employed light pulses.
Combined with femtosecond laser pulses the ’pump-probe’ approach can follow molecular
dynamics in their natural timescale, leading to the development of femtochemistry [1,2].
Moreover, the energy localization in the focus of an ultrashort pulse, can be utilized in
multi-photon time-resolved spectroscopy, giving access to otherwise non-allowed transitions.
In addition to this, the same time-delay-scanning approach, when combined with spectrally-
broad ultrashort light pulses, can deliver high-resolution spectroscopic information utilizing
quantum-interference spectroscopy methods [3].
Typically, atomic and molecular electronic excitations lie in the deep-ultraviolet (DUV) to
the extreme-ultraviolet (XUV) spectral region and in most cases the associated dynamics
evolve in sub-picosecond timescales [4]. Therefore, light pulses with durations in the few-
femtosecond scale are advantageous, or in some cases necessary, to follow ultrafast processes
in this spectral regime.
The high peak intensities in the focus of infrared femtosecond laser pulses has given access
to a plethora of non-linear optical phenomena, including the generation of high-order
harmonic radiation of the fundamental laser frequency [5,6]. The broad spectral bandwidth
available via high-harmonic generation (HHG) in the DUV-XUV spectral range, leads to
the formation of isolated pulses or pulse-trains in the few-fs or even sub-fs timescale, making
possible to investigate ultrafast dynamics in their natural timescales [7–16].
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1 Introduction

However, VUV-XUV pulses obtained by HHG typically exhibit low pulse energies and
conversion efficiency, limiting their applications in single-photon experiments. Recently,
utilizing optimal generation schemes based in loose-focusing in dilute extended gas targets
[17–19], HHG-based light sources have reached high-intensity levels, so far demonstrated in
a limited number of laboratories worldwide and in the photon energy window between 13
eV up to 45 eV.
In addition to laser-based VUV-XUV light sources, Free-Electron Lasers (FEL) [20–23]
deliver unprecedented peak brilliance in the XUV range, foreseen to revolutionize research
in ultrafast dynamical and structural studies in nanoscale systems, coherent imaging and
time-resolved spectroscopy. Their pulses have durations in the sub-ps, or in some cases
fs range. With the exception of FEL’s that operate in a ’seeded’ mode, their pulses
exhibit a complex spiky temporal profile that complicates time-resolved experimental result
interpretation. The intensities attainable with both types of light sources in a focused beam,
have facilitated a number of studies on sequential and direct multi-photon excitation of
atomic and molecular ionization pathways [24–29], previously inaccessible, motivating the
extension of non-linear time-resolved spectroscopy techniques to the VUV-XUV spectral
regime.
Time-resolved spectroscopy in the VUV-XUV typically makes use of multi-photon ionization
pump-probe schemes. During the past years, the lack of energetic VUV-XUV pulses resulted
in an alternative approach, utilizing VUV-XUV pump/multi-photon IR probe schemes.
In this approach the VUV-XUV pulse initiates dynamics which are probed by ionization,
using an intense multi-photon IR probe transition. As pointed out before [30–32], a VUV-
XUV-pump/VUV-XUV-probe scheme, is advantageous in order to avoid perturbations of
the investigated dynamics, induced by the strong infrared field.
Following this approach, the ionization product yield is acquired as a function of the
delay between the VUV-XUV pump and probe pulses, corresponding to the convolution
of the intrinsic system time-constants with the finite instrument response, which are
directly connected with the driving pulse temporal profile. In principle, information on the
corresponding dynamics can be obtained by deconvolution, as soon as the driving pulse
temporal characteristics are known. Consequently, the experimental determination of the
pulse temporal profile is essential in order to conclusively deconvolve the characteristic
time-constants and reconstruct the often complicated ionization pathway scenario.
Several successful temporal characterization approaches have been implemented in the VUV-
XUV spectral regime over the past years, either based on cross-correlation or autocorrelation
techniques. Most of them, rely on data acquisition over many successive pulses, typically
tens of thousands to several millions, while scanning a temporal delay, incorporating the
statistical properties of the light source in the measurement, with important implications
in the case of light-sources with stochastic behavior. Additionally, even with a reproducible
temporal profile, long-term operational stability using a light source with low-repetition
rate, proves to be vital.
Free-Electron Lasers based on self-amplified spontaneous emission exhibit shot-to-shot
spectral and temporal fluctuations, associated with the stochastic nature of their generation
process and thus require single-shot diagnostics [33–35].
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Intense HHG sources on the other hand, mostly driven by low-repetition rate laser systems,
would benefit from techniques with decreased data acquisition time, enhancing the statistical
significance of the experimental results.
Individual-pulse temporal metrology in this spectral range is therefore highly beneficial
and has already been demonstrated in the femtosecond [36–38] and attosecond [8,39–42]
temporal regimes. Techniques targeting on attosecond pulse characterization either provide
a constrained temporal detection window in the few-femtosecond timescale, sufficient though
for attosecond applications, or when based on self-referencing spectral interferometry [40,41],
they require a spectrally shifted replica of the XUV pulse, restricting their applicability. On
the other hand, THz streaking techniques operate in the femtosecond timescale, requiring
an additional well-synchronized intense THz pulse have already delivered results related
with the temporal structure and statistical behavior of individual FEL pulses [36–38] .
Ideally pulse temporal characterization techniques can incorporate the possibility to perform
time-resolved spectroscopy and extract dynamical information combining pulse characteriza-
tion and ’pump-probe’ data. Moreover it would be of advantage if they can be self-contained,
not relying on a second external light source and a jitter-free synchronization, operating in
a broad range of experimental parameters and can avoid, to an extent that this is possible,
assumptions related with the VUV-XUV light generation processes.
In the framework of this thesis, two steps have been made towards this research direction. In
the first place, a light source based on HHG, delivering intense pulses in the VUV has been
designed, implemented and characterized. Motivated by previous findings on high-harmonic
energy scaling, the generation of intense Ti:Sa fifth-harmonic pulses, utilizing a loose-
focusing geometry in conjunction with a long generating medium has been demonstrated,
achieving the highest pulse energy reported so far, for a sub-20 fs pulse in the spectral
region of 160 nm. Intense, ultrashort pulses in the vicinity of 160 nm are advantageous
for a number of applications ranging from time-resolved studies of ultrafast molecular
dynamics [30, 31, 43–46], to low-energy nuclear isomeric state excitation [47, 48], paving the
way for a solid-state nuclear clock [49, 50]. Moreover, the ability to excite multi-photon
transitions in this range gives reach to excitation schemes that can bypass selection-rules
limitations. The energetic VUV pulse offers the possibility for extending nonlinear spec-
troscopy techniques into a range where many prototypical examples for ultrafast dynamics
in organic and atmospherically relevant molecules can be found [30,31,44–46,51,52]. The
high pulse energy combined with a sub-20 fs duration can bypass previous experimental
limitations and investigate ultrafast molecular dynamics in the VUV, avoiding the influence
of an additional intense IR probe-field.
In parallel, a novel experimental approach extending single-shot nonlinear autocorrelation
methodology to the VUV-XUV spectral range has been demonstrated. In this approach,
an all-reflective optical scheme geometrically encodes temporal delay information on a
spatial coordinate in the focus of two counter-propagating pulses. The spatial distribution
of the ions resulting from direct multi-photon absorption are then imaged onto a 2D
position-sensitive detector, thereby revealing the time evolution of the investigated process
in a single exposure. A dispersionless, all-reflective optical setup has been designed and
optimized for use in three distinct spectral regions, ranging from the VUV to the XUV.
Identifying a suitable non-resonant nonlinear process to provide an autocorrelation signal is
not a trivial task in this spectral regime.
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1 Introduction

Competing ionization channels, being either at-wavelength or due to the always present
accompanying ionizing radiation, can mask the desired autocorrelation signal. For this
reason, a careful examination of the excitation possibilities has been performed and the
corresponding excitation schemes have been matched with suitable optical components,
avoiding such complications in all three variants. Operation in the VUV-XUV range
results in a nonlinear autocorrelation signal obtained by multiphoton ionization, thus it
requires single-shot charged particle imaging. For this purpose, an ion-imaging time-of-
flight spectrometer, operating essentially as an ion microscope, has been implemented and
characterized.
The individual-shot autocorrelation principle has been demonstrated in the VUV, aiming at
characterizing the intense fifth-harmonic pulse at 162 nm. A complete series of benchmark
measurements has been performed, thoroughly investigating the limitations imposed by
imperfections in charged-particle imaging and associated charge-repulsion mechanisms.
The scope of the presented single-shot metrology approach has been additionaly extended
to performing a single-shot VUV-pump/VUV-probe experiment, using the same delay-
encoding concept. As a proof-of-principle experiment, the few-femtosecond dissociation
dynamics of O2, excited in the Schumann-Runge continuum at 162 nm, were investigated
on a shot-to-shot basis.
Combining VUV-XUV pulse temporal characterization and time-resolved ’pump-probe’
metrology in the same apparatus enables a reliable measurement, minimizing assumptions
about the finite instrument response. This quantity is experimentally determined prior to
the ’pump-probe’ experiment following the presented approach and the combination of both
datasets can lead to a high fidelity deconvolution. This approach enables one- or two-color
excitation schemes and depending on the ion imaging resolution and the VUV-XUV pulse
duration, it can deliver temporal information in a very wide temporal range from few fs to ps.
The entire dataset, corresponding to a delay-line of approximately 4 ps, is acquired during
every individual shot, remarkably enhancing the statistical significance of the experimental
results. Several thousands of complete datasets can be collected in few minutes even with
the low-repetition rate (25 Hz) laser system. The corresponding high data acquisition
efficiency makes real-time monitoring and optimization of the experimental conditions
trivial, constituting this approach considerably advantageous for performing multi-photon
time-resolved experiments in the VUV-XUV spectral region.
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2 Theoretical Background

2.1 Multiphoton Photoexcitation and Photoionization

An atom, or a molecule, interacting with the electromagnetic field can absorb the quantized
photon energy ~ω in single or multiple absorption steps. As a result, electrons can be
excited from an initial bound state at an energy level E1 to a higher energy bound state
at E2, with E2 − E1 = ~ω. For an atomic system, the lifetime associated with a bound
excited state is related with its energy extent, or ’linewidth’ via the Heisenberg uncertainty
principle as:

∆t ·∆E ≥ ~

2
, or alternatively as: ∆t(fs) ·∆E(eV) ≥ 0.659 (2.1)

Considering a molecular system, the excited state lifetime depends on the particular
structure of the considered system and the associated intramolecular processes that can be
initiated upon excitation.
Alternatively when the photon energy exceeds the electron’s binding energy, the atomic
or molecular system will be ionized by single photon absorption, with the ejected electron
carrying away the ionization excess energy as Ekin = ~ω−Eion, where Eion denotes the atomic
or molecular systems ionization energy. Additionally, given sufficient photon energy, an
inner shell electron can be excited or ionized followed by subsequent electron re-arrangement
within the system by means of the Auger effect.
Even if the photon energy is less than that required for the electronic transition, absorption
of more than one photons can lead to excitation and/or photoionization in an intense
electromagnetic field. In this case, multi-photon absorption may proceed through an
excitation sequence of long-lived intermediate states (atomic or ionic), or in a non-sequential
manner in a single quantum act. The latter mechanism, originally proposed by Maria
Göppert-Mayer in 1931 [53] and observed during the first year after the invention of the
laser by T. Maiman [54], relies on the concept of virtual absorption.
When the photon energy does not match or ’resonate’ with any intermediate bound state of
the system, the electron may absorb more than one photons ’simultaneously’, in the time
interval permitted by the uncertainty principle, to reach a final state that is inaccessible
by single-photon excitation, or more generally, by a sequence of resonant excitation steps.
Excitation or ionization proceeds, in this case, via intermediate ’virtual states’ with lifetimes
determined by the difference-energy between the virtual state and the nearest stationary
state (Eq. 2.1). It should be noted, however, that there is no real population transfer in an
intermediate virtual state, hence the name ’virtual’, and its lifetime essentially reflects the
probability of the multiphoton transition.
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2 Theoretical Background

Time-Dependent Perturbation Theory

In the case of relatively weak electromagnetic fields, where the interaction with the field
can be regarded as a small perturbation to the system under consideration, the transition
probabilities can be derived within the framework of time-dependent lowest-order perturba-
tion theory and Fermi’s Golden Rule [55,56].
A complete description of a quantum system can be provided in terms of its wavefunction
|ψ(t)〉, which is the solution to the time-dependent Schrödinger equation:

i~
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 (2.2)

Considering that the interaction with the electromagnetic field can be treated within the
electric dipole approximation, the Hamiltonian operator Ĥ describing the system can be
written as:

Ĥ = Ĥo + V̂ (t) = Ĥo + ~d · Ẽ cosωt (2.3)

where Ĥo corresponds to the unperturbed system’s Hamiltonian and V̂ (t) describes the
interaction between light and matter with ~d = −e · ~r being the electric dipole moment
operator. Any state of the system can be expanded as a linear combination of its orthonormal,
unperturbed and time-independent eigenfunctions |n〉 as:

|ψ(t)〉 =
∑

n

cn(t)e
−iωnt |n〉 (2.4)

The parameter ξ can be introduced at this point, in order to solve Eq. 2.2 systematically
in terms of a perturbation expansion:

i~
∂

∂t
|ψ(t)〉 = (Ĥo + ξV̂ (t)) |ψ(t)〉 (2.5)

For the same purpose the wavefunction can also be expanded in the form of a power series
in ξ:

|ψ(t)〉 = |ψ(t)〉(0) + ξ |ψ(t)〉(1) + ξ2 |ψ(t)〉(2) + ... (2.6)

This form of the solution ensures that for any value of ξ, ψ(t)(N) will be the solution part
which is of Nth order to the interaction V (t). Introducing the expanded wavefunction in
relation 2.5 and requiring that all terms proportional to ξN satisfy it separately, we obtain:

i~
∂

∂t
|ψ(t)〉(0) = Ĥo |ψ(t)〉(0) (2.7a)

i~
∂

∂t
|ψ(t)〉(N) = Ĥo |ψ(t)〉(N) + V̂ (t) |ψ(t)〉(N−1) (2.7b)

2



2.1 Multiphoton Photoexcitation and Photoionization

For N=0, (Eq. 2.7a) the solution corresponds to Schrödinger’s equation in the absence
of interaction with the field. The higher orders can be iteratively determined once the
preceeding solution is determined. At a next step, Eq. 2.7b can be expanded using relation
2.4. Projecting the resulting expansion on a final state |f〉 and utilizing the orthonormality
condition 〈m|n〉 = δmn, we get for the probability amplitude cf (t):

∂

∂t
c
(N)
f (t) = (i~)−1

∑

n

c(N−1)
n (t) 〈f | V̂ |n〉 eiωfnt, with ωfn = ωf − ωn (2.8)

As becomes obvious from the above relation, once the probability amplitudes in the N-1 order
are determined, the Nth order probability amplitudes can be derived by time integration.
The general form for the probability amplitude cf (t) in Nth order can be written as:

c
(N)
f (t) = (i~)−1

∑

n

∫ t

0
dt′c(N−1)

n (t′) 〈f | V̂ (t′) |n〉 eiωfnt
′

(2.9)

With the system found initially in the state |i〉, the probability amplitude can be calculated,
here up to the second order, employing the initial condition c(0)f = δfi since the system is
originally unperturbed:

cf (t) = δfi− (2.10a)

− (i~)−1

∫ t

0
dt′ 〈f | V̂ (t′) |i〉 eiωfit

′

+ (2.10b)

+ (i~)−2

∫ t

0
dt′

∫ t

0
dt′′

∑

m

〈f | V̂ (t′) |m〉 〈m| V̂ (t′′) |i〉 eiωfmt′eiωmit
′′

+ ... (2.10c)

The probability amplitude cf (t) is related with the transition from |i〉 to |f〉. Although a
comprehensive analysis will not be provided here, it should be stated that the corresponding
selection rules need to be satisfied for the transition from |i〉 to |f〉 in each case, depending
on the number of photons absorbed [56, p.170]. The field induced perturbation appears once
in each matrix element, denoting a single-photon interaction at each step. Thus, a single
photon process is described in first order, whereas the second-order solution is interpreted
as a two-photon transition from |i〉 to |f〉 described by a sum over all possible intermediate
states. The corresponding transition probability can be obtained by pi→f = |cf (t)|2.
As the perturbing potential V̂ (t) (2.3) is separable in terms of its space and time dependence,
V̂ (t) = V · cosωt = V · (eiωt + e−iωt)/21, the probability amplitude in first-order can be
written as:

cf (t) = −(i~)−1 〈f | V̂ |i〉
∫ t

0
dt′eiωfi(eiωt + e−iωt) (2.11a)

=
−2i

~
〈f | V̂ |i〉

[

ei(ωfi+ω)t − 1

i(ωfi + ω)
+
ei(ωfi−ω)t − 1

i(ωfi − ω)

]

(2.11b)

1The division by a factor of 2 can be absorbed in a constant included in V for the sake of clarity, without

sacrificing the description consistency.
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2 Theoretical Background

Making use of the relation eiθ − 1 = 2ieiθ/2 sin
θ

2
and mainly considering the first term, as

we are interested in photon absorption2, we get:

cf (t) =
−2i

~
〈f | V̂ |i〉 e

i(ωfi±ω)t/2 sin(ωfi ± ω)t/2

ωfi ± ω
(2.12)

and the associated transition probability can be written as3:

pi→f = |cf (t)|2 =
1

~2

∣

∣

∣
〈f | V̂ |i〉

∣

∣

∣

2 4 sin2
[

(ωfi ± ω) t2
]

(ωfi ± ω)2
(2.13)

The transition probability per unit time, or the transition rate, for the one-photon process
in that case, is obtained by evaluating the above expression at the limit t→ ∞, retaining
energy conservation in the system and by additionally using the Dirac delta-function

property δ(ω) = (2/π) lim
t→∞

sin2(ωt/2)

tω2
:

Γ
(1)
i→f =

pi→f

t
=

2π

~2

∣

∣

∣
〈f | V̂ |i〉

∣

∣

∣

2
δ(ωfi ± ω) (2.14)

Alternatively, when the transition leads to a state continuum that can be described by
a density of final states ρ(E), Fermi’s Golden Rule can be employed for the resulting
transition rate:

Γ
(1)
i→f =

2π

~2

∣

∣

∣
〈f | V̂ |i〉

∣

∣

∣

2
ρ(E) (2.15)

Keeping in mind that the dipole operator is proportional to the amplitude of the electric

field, the transition rate in first-order Γ
(1)
i→f ∝

∣

∣

∣
〈f | V̂ |i〉

∣

∣

∣

2
is proportional to the intensity

and can be expressed as:
Γ
(1)
i→f = σ(1)I (2.16)

where σ(1) denotes the single-photon cross section given in cm2, or typically in Mb (10−18

cm2) units. Along the same line of thought, the same type of evaluation can be generalized
to higher-order terms, which effectively describe resonant or non-resonant multi-photon
transitions [57]. In this case, a generalized form of Fermi’s Golden Rule can be used,
employing the higher order perturbation expansion of the interaction Hamiltonian in the
transition matrix element while performing a summation over all the possible intermediate
states [58]. The nth order matrix element that describes an n-photon process, in which the
interaction occurs n-times (Eq. 2.10c), can be written in a general form as [57,59]:

〈i| T̂ (n) |f〉 =
∑

all j

〈f |V |jn−1〉 〈jn−1|
Ei − En−1

V...V
|j1〉 〈j1|
Ei − E1

V |i〉 (2.17)

2The second term describes a photon emission process between the two states
3where the minus sign refers to photon absorption and the plus sign to photon emission.
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2.1 Multiphoton Photoexcitation and Photoionization

where T̂ (n) describes the nth order interaction, denoted also as transition matrix and can
be combined with a generalized form of Eq. 2.15 to provide the n-th order transition rate
as:

Γ
(n)
i→f =

2π

~2

∣

∣

∣
〈f | T̂ (n) |i〉

∣

∣

∣

2
ρ(E) (2.18)

As it immediately becomes obvious, the nth order process transition rate, described in the
nth order perturbative term expansion, will be proportional to the nth power of the intensity.
This results in the famous In power-law, associated with multiphoton ionization for an
intensity range within the validity of perturbation theory. It should be noted here that for
very rapid processes, evolving in very short interaction times, the instantaneous transition
probability, rather than the steady transition rate needs to be employed for adequately
describing the process.
When the ionization signal emanating from an nth order process is plotted on a double
logarithmic scale against the intensity, a straight line with slope given by the power n is
obtained, as can be expected by:

Γ
(n)
i→f = σ(n)In (2.19)

where σ(n) corresponds to the generalized multi-photon cross-section, expressing the transi-
tion probability independent from the intensity, as long as the interaction is adequately
described under this assumption. Experimentally, the non-linearity order n, or the number
of photons absorbed to generate an excitation/ionization signal S(n), can be determined
by recording the intensity dependence of this signal. By plotting the intensity dependence
on a double logarithmic scale, the slope determines the order of the process as previously
described:

logS(n) ∝ n log I (2.20)

Empirically, the atomic ionization generalized multi-photon cross-section value has been
found to decrease as σ(n) = 10−33ncm(2n)s(n−1) with the number of photons absorbed [7,60].
Already in the early multi-photon ionization experiments [7, 61,62], the In power-law has
been verified and its breakdown has been observed above a critical intensity level, mainly
attributed to saturation effects [63] or non-perturbative phenomena [7].
Deviations compared to the anticipated slope value in such measurements can be also
expected when the excitation proceeds through intermediate resonant states at high photon
flux. In such conditions, the initial state might be significantly depleted, with a large
part of the population excited in a resonant state within a very short time interval, even
before the peak intensity of the pulse is reached. From this point on the dynamics may
turn to be complicated, involving an extended set of excitation-ionization pathways, not
neglecting the possibility of stimulated emission, driving the system back to its ground
state. In such a case, especially when intensity-dependent non-resonant transitions are
involved, the intensity dependent signal alone cannot tell the complete story [64] but also
the time dependence of the pulse and/or the lifetimes of the states involved have to taken
into account.
For example a less energetic but extremely short pulse will favor the non-resonant transitions
and deliver less population to the resonant state, whereas a long energetic pulse with the
same peak intensity may efficiently populate the resonant excited state, leaving a minor
fraction of the population to experience the peak intensity.
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2 Theoretical Background

Photoionization in the Focus of a Gaussian Beam

In a realistic laser experiment, due to the spatial dependence of the pulse intensity, the
saturation behavior of the multiphoton signal as a function of peak intensity is different
from the expected curve. The multi-photon signal continues increasing above the saturation
intensity, typically with a decreased slope of 3/2 [65,66], contrary to the expected saturation
behavior. This effect is mainly attributed to the spatially-dependent intensity profile of the
laser beam, resulting in integration over an intensity distribution in the detected signal.
For a steady increase in the peak intensity, a confined volume within the target will be
driven into saturation, but at the same time atoms in the surrounding area experiencing
the lower intensity wings of the beam will start contributing significantly, resulting in a
non-monotonic non-linear signal increase.
In pulsed laser experiments, a Gaussian spatial profile is usually assumed, owing to the
laser resonator mode that defines the intensity spatial distribution at the output. Leaving
the temporal intensity distribution and related aspects for the next section of this chapter,
the spatial intensity distribution of a Gaussian fundamental-mode (TEM00) results from
the solution of the the paraxial Helmholtz equation [67] and it is essentially defined by its
minimum waist wo (radius at 1/e2 of the Gaussian intensity distribution), wavelength and
peak intensity value Io. The spatial intensity distribution is given by:

I(r, z) = Io

[

wo

w(z)

]2

Exp
[

−2r2/w2(z)
]

, with (2.21a)

w(z) = wo

√

1 +

(

z

zR

)2

, and (2.21b)

zR =
πw2

o

λ
(2.21c)

where r denotes the radial distance from the beam axis and z the axial distance from the
minimum waist wo position. The beam waist size as a function of the axial distance from
the focal point is given by Eq. 2.21b and zR (2.21c) corresponds to the Rayleigh length,
being the distance within which the waist grows as w(±zR) =

√
2wo.

In the case of an nth order non-linear signal, scaling with In(r, z) ∝ Exp
[

−2nr2/w2(z)
]

,
the effective beam waist size will scale as w(n)

o = w(1)
o

√
n within the range of validity of

perturbation theory. This holds also for all the respective beam parameters that can be
described by a Gaussian distribution, such as the beam angular distribution or the pulse
spectral-temporal profile [68].
The total volume in the focal region that experiences an intensity in the finite interval
between Io and Io − δI is given by [69,70]:

V (δI, Io) = πzRw
2
o

[

4

3

(

δI

Io − δI

)1/2

+
2

9

(

δI

Io − δI

)3/2

− 4

3
tan−1

(

δI

Io − δI

)1/2
]

(2.22)

This relation, used in combination with the respective multi-photon generalized cross section
and the anticipated beam parameters, can calculate the intensity-dependent multi-photon
ion yield in the focus of the Gaussian beam.
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2.1 Multiphoton Photoexcitation and Photoionization

If the peak intensity Io is much higher than the saturation intensity Is (δI = Io − Is),
the second term in 2.22 (V (Is, Io)) dominates, yielding the n = 3/2 volume increase
behavior [65, 66, 70], where the focal volume contributing to the non-linear signal is defined
by the total V (Is, Io) minus the saturated volume in this case.
The discussion so far considers an intensity regime where the interaction between the
electromagnetic field and the system can be considered as a small perturbation. For an
increased intensity the states involved can no longer be considered as unperturbed since
they couple to the strong electromagnetic field and dynamically shift in a manner which is
dominated by the AC-Stark shift [71].
The interaction becomes non-perturbative and a wealth of new phenomena, such as above-
threshold ionization [72–75], high-harmonic generation [5–7,76] and light-induced atomic
and molecular structure distortions [77–84], become prominent.
At very high peak intensities, reached in the focus of intense, ultrashort pulses, the
electromagnetic field strength can become comparable to the Coulomb field within an atom,
causing the valence atomic electron to experience the effect of the alternating combined
potential. As a result, the atomic potential wall bends alternately in each half-cycle of
the strong electromagnetic field, forming a permeable potential barrier through which
the electron can tunnel, leading to ’tunneling’ ionization. When the intensity is further
increased, the atomic potential might be severely deformed and the electron can be released
just by crossing the potential barrier when bent, leading to ’over-the-barrier’ ionization.
For a quantitative comparison, consider the Coulomb electric field in a hydrogen atom
which corresponds to e/(4πǫoa

2
o) ≃ 5 · 109 V/cm. The equivalent intensity that defines the

atomic unit of intensity can be calculated to be Iatomic = (1/2)ǫocE
2 = 3.5 · 1016 W/cm2.

Nowadays, this intensity level can be routinely reached in a femtosecond laser laboratory
utilizing an amplified TW-level infrared laser system.
A way to systematically discriminate between the atomic ionization regimes in strong fields
has been provided by L.V. Keldysh [85,86] introducing the adiabaticity parameter γ:

γ =

√

I.P.
2Up

(2.23)

where I.P. refers to the atomic ionization potential and Up to the ponderomotive potential,
being the quiver energy of a free electron in an oscillating electromagnetic field, defined
as:

Up =
e2E2

4mω2
(2.24)

where E denotes the electric field of frequency ω and e,m refer to the charge and mass of
the electron respectively. The adiabaticity parameter essentially compares the time that
the system will take to ionize, with the oscillating period of the field which directly relates
to the time the field bends the atomic potential to enable tunneling.
When the adiabaticity parameter value is in the range of γ ≫ 1, ionization takes a
longer time as compared to the field period and can be treated, to a certain extent, in a
perturbative way. This regime is also called the ’multi-photon regime’. On the other hand,
when γ ≪ 1, or equivalently I.P. < 2Up, atomic ionization is governed by the tunneling of
the electron through the strongly suppressed atomic potential, corresponding to the optical
field ionization regime, or alternately ’tunneling regime’.
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2 Theoretical Background

Although the adiabaticity parameter does not provide a sharp demarcation line between
regimes of different processes and has been the topic of intensive discussion in the literature,
it sets nevertheless an intuitive criterion. Depending on the photon energy and pulse
duration, the ionization dynamics have to be considered in detail, as the neutral atom
might not get the chance of experiencing the peak intensity of the pulse [64,87].

2.2 High-Order Harmonic Generation

Odd harmonics of the fundamental laser pulse frequency, reaching very high orders, are
generated when atoms are exposed to a high intensity laser pulse. The generated high-order
harmonic spectrum exhibits a generic shape, showing a sharp decline in the intensity of the
first few lower-order harmonics, followed by a plateau where the intensity remains nearly
constant for several orders and eventually ends at an abrupt spectral cut-off region.
The low-order harmonics, also referred to as below-threshold harmonics4, follow a perturba-
tive behavior in terms of their conversion efficiency and spatio-temporal characteristics.
This tendency no longer holds in the ’spectral plateau’, which makes a perturbative de-
scription of the process, predicting an exponential drop of the efficiency with the harmonic
order, inconsistent. The typically achieved conversion efficiency, for the harmonics in the
spectral plateau using atomic gas targets is low (∼ 10−6), while it can be significantly
increased with solid-state surface targets (> 10−4) [88]. The following two sections, discuss
the high-harmonic generation aspects in atomic gases. A brief description of the microscopic
mechanisms involved in the generation process is followed by a more extensive discussion of
the macroscopic effects that can enable the generation of intense high-harmonic radiation.

2.2.1 Microscopic Description: Individual Atom Response

High-harmonic generation (HHG) has been already proposed in [76], while it was initially
observed experimentally by [5,6] and has been investigated later using a wide range of wave-
lengths, pulse durations and intensities. As the generation aspects in all the various regimes
have been vastly discussed in the literature, mainly summarized in [7, 11, 13, 89, 90, and
references therein], the discussion here is only intended to stay at a basic phenomenological
description level.
The generation process evolves in a non-perturbative intensity regime and can be described
using a semi-classical three-step model proposed in [91] and complemented later in a formu-
lation known as the strong-field approximation (SFA) [92], providing a simple and intuitive
picture of the underlying processes. According to this model, the electron tunnels through
the suppressed atomic potential barrier to the continuum in the first step. Subsequently in
a second step it is accelerated under the influence of the present strong electric field.

4Referring to the ionization threshold and the fact that the number of photons absorbed, that equals the

respective harmonic order, is not sufficient to lead to ionization of the generating medium.
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2.2 High-Order Harmonic Generation

Finally it re-scatters or recombines with its parent ion with a certain probability, emitting
the acquired kinetic energy during its excursion in the form of an energetic photon.
Although the atom can ionize at any instance in the strong field, the ionization probability
is maximum near the electric field local maxima [7]. Immediately after being liberated, the
electron is subject to the influence of the electric field being accelerated away from the core
and gaining kinetic energy that amounts to a total of several tens of the photon energy. As
the electric field rapidly changes sign, the electron is driven back towards the core direction.
Within a fraction of half the laser pulse period, the electron may revisit the parent ion to
recombine and emit a burst of XUV radiation. Quantum diffusion, that is dispersion of the
electron wavepacket, during its excursion through the continuum, results in a decrease of
the probability to encounter the core upon its return.
The high-harmonic generation process efficiency is very sensitive to the driving field
polarization, as expected from the generation mechanism and a departure from linear
polarization results in a dramatic decrease in the liberated electron recombination probability.
An electron driven by an elliptically polarized field in the continuum has a finite probability
to recombine with the parent ion, that decreases with increasing ellipticity [93–95]. In a
classical description, no returning trajectory meets the core even for small ellipticity values,
although due to its quantum nature, the electron can recombine with the core.
The process is repeated periodically every half cycle of the laser field and the emitted
spectrum consists of a comb of the odd-order harmonics of the fundamental laser pulse
frequency. In this case, only odd-order harmonics are observed, which is justified when
taking into account the electric dipole selection rules, the symmetry in the repetition of
the emission process and the symmetry of the atomic potential. This structured harmonic
spectrum results from spectral interference of successive emitted bursts in every half-cycle
of the laser field, resulting in a train of sub-fs pulses in the time domain [96–98], or a single,
longer pulse when an individual harmonic order is spectrally chosen [99]. Confining the
harmonic emission within a single revisit of the electron results in the emission of a spectral
continuum, that supports an isolated pulse on the sub-fs timescale [100,101, and references
therein].
Following a simple classical analysis [91], the highest photon energy emitted as a result of
the maximum kinetic energy accumulated by the recombining electron is given by:

Ecut-off = I.P. + 3.17Up (2.25)

where I.P. and Up refer to the ionization and ponderomotive potential. The strong-field
approximation (SFA) model [92] that takes into account the quantum nature of the process,
while satisfying a set of assumptions that are valid when the ponderomotive potential
is higher than the atomic ionization potential. It predicts that two dominant quantum
paths are responsible for emission in the spectral ’plateau’ region whereas a single quantum
path contributes in emission in the ’cut-off’ region. These two different quantum paths,
associated with a long and a short electron return time, introduce an atomic dipole phase
difference that modifies the spatio-temporal behavior of the generated harmonics.
It should be noted that the SFA model is not applicable in the first low-order, ’below-
threshold’ harmonics, which are assumed to follow a perturbative response [102].
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2 Theoretical Background

Although most experimental and theoretical studies have focused so far on above-ionization-
threshold harmonic generation, the emergence of vacuum-ultraviolet frequency combs based
on below-threshold high harmonic generation [103–105] has revived research interest in this
regime, mainly attributing the below-threshold harmonic generation mechanism in the long
quantum path [106–109].

2.2.2 Macroscopic Description: Propagation and Phase-matching Effects

Experimentally, the macroscopic high-harmonic radiation field builds up as a coherent
superposition of individual emission from a large number of atoms in the generation medium,
typically supplied in vacuum by means of a nozzle or a gas cell. Therefore, propagation and
more specifically phase-matching effects have a major influence on the generation efficiency
and the spatio-temporal characteristics of the generated light.
In the gaseous harmonic generation medium, the macroscopic polarization density induced
by the field is given by the single atom dipole moment ~d = 〈ψ|~r |ψ〉, multiplied with the
atomic number density as ~P = ρ · ~d. The electric field, as well as the induced polarization
can be written as a superposition of the driving fundamental and its higher harmonics as:

~E(r, t) =
∑

q

~Eq(r) · e−iωqt (2.26a)

~P (r, t) =
∑

q

~Pq(r) · e−iωqt (2.26b)

In the presence of the gas medium, the evolution of the electric field is described by the
driven Maxwell’s wave equation [110]:

−∇2 ~E +
1

c2
∂2 ~E

∂t2
=

4π

c2
∂2 ~P

∂t2
(2.27)

Inserting equations 2.26a and 2.26b in 2.27 leads to a set of coupled wave equations for
each harmonic component:

∇2 ~Eq(r) +
ω2
q

c2
~Eq(r) = −4πω2

c2
~Pq(r) (2.28)

As previously mentioned, the macroscopic harmonic radiation field results as the coherent
sum of radiation emitted by the individual atomic dipoles induced by the driving electric field.
The coherent build-up of the harmonic radiation field, therefore depends on appropriately
phase-matching these contributions throughout the generating medium. The linearly-
polarized (z-direction) electric field can be written as a superposition of plane waves with
varying amplitudes across the propagation direction x:

~E(r, t) = ẑ
∑

q

Aq(x)e
i(kqx−ωqt)e−aqx (2.29)

with kq and ωq denoting the wavenumber and frequency corresponding to each harmonic
order and aq the respective field attenuation coefficient in the medium.
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2.2 High-Order Harmonic Generation

The field attenuation coefficient is directly related to the linear dielectric constant of the
medium and can be expressed as a function of the respective photo-absorption cross section
as 2aq = ρσ(1). The field induced polarization can be separated into a linear and a non-linear
part:

~P (x, t) = P (1) + P (n−l) =
∑

q

ẑ(P (1)
q (x) + P (n−l)

q (x))e−iωqt (2.30)

and inserting both expressions 2.29, 2.30 in 2.28 yields a set of coupled wave equations
[110]:

(

d2Aq

dx2
+ 2ikq

dAq

dx

)

e(ikq−aq)x = −
4πω2

q

c2
P (n−l)
q (x) (2.31)

Taking into consideration that the harmonic field amplitude Aq varies in a longer length
scale than the corresponding wavelength, it becomes obvious that the first term in equation
2.31 is much smaller than the second and therefore can be neglected. This is also known as
the slowly-varying-envelope approximation [110]. Under this approximation, equation 2.31
is reduced to:

dAq

dx
=

2iπω2
q

kqc2
P (n−l)
q (x)e(−ikq+aq)x (2.32)

As the macroscopic non-linear polarization in the medium is induced by the driving laser
field, its phase is directly influenced by the phase of the driving laser pulse. According to
the strong-field-approximation model [92] the phase of the induced non-linear polarization
is given by:

Φq = qωotr −
1

~
S (2.33)

where ωo denotes the fundamental driving field frequency, tr is the exiting electrons classical
trajectory return time with respect to a fixed phase of the laser field and S corresponds
to the quasi-classical action integral describing the motion of the liberated electron in the
driving laser field [111]. If the strong-field approximation is valid (γ ≪ 1) the quasi-classical
action integral can be approximated as S ≈ −Up · τcont, where τcont corresponds to the time
spent in the continuum by the liberated electron between ionization and recombination.
While the laser pulse propagates in the x direction, the phase evolves as Φ(x) ≈ Φo +

(dΦ(x)/dx) · x obtained by expanding relation 2.33 in series and keeping the first term.
Performing the expansion, one obtains:

Φ(x) = Φo +

[

d

dx
qωotr +

d

dx

Up

~
τcont

]

x, (2.34a)

Φ(x) = Φo +

[

qko + ajq
dI

dx

]

x, (2.34b)

where I denotes the laser field intensity and ajq refers to a coefficient that depends on the
quantum path taken by the electron during the excursion in the continuum, dominating
the single atom dipole [112,113] and the spectral identity of the harmonic order.
Considering a more realistic case, the HHG driving pulse shows a Gaussian intensity profile,
both in space and time. In this case, taking into account the Gouy phase shift [114] in
the Gaussian focal region, will transform the first term in the bracket in equation 2.34a
to: kox → kox − tan−1(x/xR), where xR corresponds to the Rayleigh length along the
propagation direction x.
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2 Theoretical Background

Making use of equation’s 2.34b result, the wave-vector mismatch between the fundamental
HHG driving field and the harmonics can be written as:

∆~k = (q~ko − ~kq) + ajq
dI

dx
, (2.35)

differing from the phase mismatch relation valid in perturbative non-linear optics where
the dipole phase does not show any intensity dependence.
Taking in addition into account that ωotr evolves together with the laser field phase, the
right hand side part of equation 2.32 can be expressed as:

P (n−l)
q (x)e(−ikq+aq)x = ρ

∣

∣

∣

~d(ωq)
∣

∣

∣
ei∆

~kx (2.36)

The phase factor ∆~k · x denotes the phase difference between harmonic fields generated
in the gaseous medium at two different positions at a distance x. Destructive interference
between them occurs at a length defined by:

Lcoh =
π

∆~k
(2.37)

referred to also as the high harmonic generation ’coherence length’. In the same manner,
the length within which the harmonic field intensity will be reduced by 1/e by absorption
in the medium, in the absence of non-linear polarization, is defined as the absorption length
and expressed as:

Labs =
1

ρσ(1)
=

1

2aq
(2.38)

The electric field for each order can be derived by integrating equation 2.32 using as a
boundary the generation medium length Lmed.

Eq(Lmed) = e−aqLmed2πikqρ
∣

∣

∣

~dq

∣

∣

∣

∫ Lmed

0
dxe(i∆k+aq)x =

= 2πikqρ
∣

∣

∣

~dq

∣

∣

∣

1

i∆k + aq

(

ei∆kLmed − e−aqLmed

)

(2.39)

Assuming loose focusing conditions and on-axis phase-matching, this result can be written
in a more intuitive form, following the exact formulation as in [17]. In this case Aq and
ρ can be considered to take constant values with no dependence along the x direction.
Solving for the number of photons in a harmonic order q, following the derivation in [17],
one gets:

Nq =

4ρA2
qL

2
abs

1 + 4π2(L2
abs/L

2
coh)

×
[

1 + Exp

(

−Lmed

Labs

)

− 2 cos

(

πLmed

Lcoh

)

Exp

(

− Lmed

2Labs

)] (2.40)

Both relations 2.39 and 2.40 are equivalent. When evaluated, it can be immediately realized
that the harmonic yield rapidly decreases when ∆k takes non-zero values as the harmonic
field generated in different positions along the medium interferes destructively. In order to
estimate ∆k, the geometrical phase advance (Gouy phase contribution) has to be taken
into consideration as well as the atomic dispersion for both the fundamental and harmonic
fields.
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2.2 High-Order Harmonic Generation

At this point, all the terms that experimentally contribute to ∆k can be shortly summarized.
In a general form, ∆k can be written as [115]:

∆k = ∆kgeom +∆kdipole +∆katomic +∆kplasma (2.41)

The first term ∆kgeom corresponds to the geometrical phase difference within the Gaussian
focus as a a result of the Gouy phase. The total Gouy phase mismatch between the
fundamental and the generated harmonic beam can be expressed as ∆kgeom ≈ −q/xR [115],
where xR denotes the fundamental Rayleigh length. This term has a negative sign and can
be minimized by the loose focusing generation condition where the fundamental Rayleigh
length is significantly large.
The second term, accounts for the dipole-phase ∆kdipole = ajq(dI/dx) introduced in Eq.
2.34b. This term depends on the intensity variation within the focal region, changing sign
before and after the focal point where the peak intensity is reached, as well as on the
electron quantum path in the continuum.
The third term ∆katomic takes into account the atomic dispersion, or the phase mismatch
between the harmonic and the generating field in the neutral atomic gas as a result of the
frequency-dependent refractive index of the medium. This term is given by ∆katomic =

q · (ω/c) · (n(ωo)− n(ωq)) and its role is small for a low atomic density.
Finally, the last term accounts for the wave vector mismatch due to dispersion in the plasma
created by the ionizing pulse in the medium. The dispersion is mainly attributed to the free
electrons as the formed ions exhibit a much lower polarizability. The free-electron plasma

has a refractive index given by np(ω) =
√

1 + (ω2
p/ω

2) where ω2
p = Nee

2/mǫo corresponds
to the plasma frequency and Ne denotes the free electron density. The corresponding phase
mismatch is given by ∆kplasma = q · (ω/c) · (np(ωo)− np(ωq)) taking negative values as the
electron density increases, mainly affecting the generating fundamental [115].
Furthermore, even when perfect phase-matching is achieved, the absorption term starts
playing an additional role for ’above-ionization-threshold’ harmonics leading to re-absorption
of the generated harmonics while traveling in the medium. After a certain medium length-
density product there is no more gain and the optimization criteria defined in [17] are
Lmed > 3Labs, Lcoh > 5Labs.
The overall macroscopic behavior as described above is illustrated in Fig. 2.1 based on Eq.
2.40, evaluated for different coherence-absorption length combinations as in [17].
As can be seen in Fig. 2.1, a longer ’coherence length’ Lcoh, meaning essentially optimized
phase-matching conditions (∆k → 0), results in an overall higher output, limited by re-
absorption after a certain medium length. This is relevant for harmonic orders with photon
energies exceeding the generation medium’s ionization energy. In general, it can be shown
using Eq. 2.40, that when the ’coherence length’ is much longer than the absorption
length and the medium length is much longer than the absorption length, the harmonic
output flux scales as Nq ∼ A(PLmed)

2, where A is the focal spot size area and P is the gas
pressure in the generating medium [12]. When re-absorption is negligible, as in the case
of below-threshold harmonics, it is mainly the phase-mismatch value ∆k that determines
the harmonic flux output. A loose-focusing geometry or alternately, an optically guided
beam geometry overcomes many of the limitations imposed by the phase mismatch factors
discussed above [12].
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Figure 2.1: On axis phase-matching effects as described by Eq. 2.40. The number of emitted

photons Nq is plotted as a function of the medium length for different phase-matching

and absorption conditions. The black dotted line corresponds to the case of no

absorption.

In order to achieve high-harmonic intensity scaling, utilizing an energetic driving pulse, the
loose focusing geometry proves to be the most beneficial approach, avoiding the limiting
optical wave-guide damage threshold. In this case the increased focal spot size results in
an increased Rayleigh length which effectively reduces the geometrical phase mismatch.
In order to retain phase-matching, the gas pressure is reduced and the interaction length
can be increased, essentially keeping the pressure-length (PL) product constant. The
decreased pressure minimizes the plasma effects on the beam profile and has proven to
deliver harmonics with excellent spatial and temporal characteristics [18,116,117].

2.3 Ultrashort Light Pulses

The availability of light pulses in the femtosecond (fs) and in the recent years in the
sub-femtosecond timescale, in a wide spectral range spanning the far-infrared (FIR) to
the extreme ultraviolet (XUV) range, has allowed the investigation of ultrafast dynamics
with unprecedented temporal resolution. This section is devoted to a general mathematical
description of ultrashort laser pulses and their temporal properties. Although the definitions
provided in this section are well-suited to describe an arbitrary temporal waveform, the
analysis will focus on Gaussian temporal-spectral pulse profiles as they are commonly
encountered in a femtosecond laser laboratory. Detailed discussion on fs/sub-fs light pulse
generation, their properties and applications can be nowadays found in a number of excellent
textbooks, as for example in [118–121]. The formation of an ultrashort light pulse requires
a broad spectral bandwidth with phase-locked spectral components, according to the
principles of Fourier synthesis.
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2.3 Ultrashort Light Pulses

Energy localization, both in space and time, emerges as a result of the superposition of
mutually coherent monochromatic waves. Depending on their relative phase, the light pulse
is synthesized via the interplay between constructive and destructive interference. The
duration and spectral bandwidth of the pulse are Fourier conjugate variables and therefore
they obey the uncertainty relation:

∆t ·∆ω ≥ 1

2
, or alternatively: ∆t ·∆ν ≥ K (2.42)

According to this relation, the broader the available spectral bandwidth, the shorter the
duration that may be obtained, satisfying the equality condition. This condition refers to
the case, where the pulse spectral components are perfectly phase-locked and the pulse
is called bandwidth-limited or Fourier transform-limited (FTL), exhibiting the shortest
duration which can be achieved, limited by the available spectral bandwidth.
The value that the constant K takes, in 2.42, depends on the pulse temporal shape and
can be derived analytically in each case. Commonly, for a Gaussian pulse temporal profile,
K = 0.441 [118, 119], where ∆t,∆ν are defined as the respective time and frequency profile
widths at their half-maximum value. In a more general case, the spectral components forming
the light pulse can carry a time-dependent phase relation, due to chromatic dispersion for
example, resulting in a longer duration than the bandwidth-limit (Eq. 2.42). Ultrashort
light pulses can be mathematically expressed using their time and space dependent electric
field and a complete description can be given both in the time or the frequency domain.
The complex time-dependent electric field, neglecting its spatial dependence for the time
being and assuming linear polarization, can be written as:

Ẽ(t) = E(t) · eiφ(t) (2.43)

being the product of a slowly varying envelope function E(t) describing its temporal profile
and an oscillatory term describing its temporal phase φ(t). The electric field is expressed
here as a complex function for mathematical convenience. The real part of 2.43, is in
principle a measurable quantity, while its intensity I(t) is proportional to the square of
the real envelope function, I(t)∝ |E(t)|2. A laser pulse is typically assumed to exhibit a
Gaussian temporal profile:

EGauss(t) = Eo · e−
(

t
τg

)2

(2.44)

where Eo is the peak electric field. The pulse duration, defined here and through the
complete thesis at the intensity profile full-width-at-half-maximum (FWHM), is related
with τg with:

∆tFWHM =
√
2ln2 · τg (2.45)

The electric field of the light pulse can be obtained in the frequency domain via the Fourier
transform:

Ẽ(ω) =

∫ +∞

−∞

Ẽ(t) · e−iωtdt (2.46)

and vice versa an inverse Fourier transform results in a transformation back to the electric
field in the time domain:

Ẽ(t) =
1

2π

∫ +∞

−∞

Ẽ(ω) · eiωtdω (2.47)
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2 Theoretical Background

The electric field in the frequency domain can be expressed in an analogous manner as that
in the time domain:

Ẽ(ω) = E(ω) · eiϕ(ω) (2.48)

where E(ω) corresponds to the pulse spectral amplitude and ϕ(ω) to the spectral phase.
Both temporal and spectral phase terms, can be expanded in Taylor series as:

φ(t) = φo +
∂φ(to)

∂t
· (t− to) +

∂2φ(to)

∂t2
· (t− to)

2 +
∞
∑

n=3

∂nφ(to)

∂tn
· (t− to)

n (2.49a)

ϕ(ω) = ϕo +
∂ϕ(ωc)

∂ω
· (ω − ωc) +

∂2ϕ(ωc)

∂ω2
· (ω − ωc)

2 +
∞
∑

n=3

∂nϕ(ωc)

∂ωn
· (ω − ωc)

n (2.49b)

Knowledge of the complete set of phase terms either in the time, or the spectral domain is
sufficient to completely define the pulse, as the conjugate picture can be unambiguously
obtained via Fourier transformation. Practically, the light pulse may hold an arbitrary
initial phase distribution and the weight of each of those terms, is subject to change upon
pulse propagation and interaction with matter. The physical interpretation assigned to each
of the low-order terms of the Taylor expansion in both pictures, can be briefly discussed at
this point.
The first constant term φo in the time-domain, corresponds to the carrier-to-envelope offset
phase. This term determines the position of the peak electric field with respect to the
peak of the pulse envelope, often of no practical importance for multi-cycle laser pulses
where it can be neglected. Precise knowledge and control of the carrier-envelope phase
becomes relevant in few-cycle pulse applications which rely on the exact pulse waveform, or,
in ultra-precise frequency comb metrology where it is necessary for an absolute frequency
calibration [122,123]. In the time-domain (2.49a), the linear phase term gives rise to the
pulse instantaneous frequency ωinst = ωc + ∂φ(t)/∂t, which equals the carrier frequency ωc

when the higher order terms are zero, i.e, when the pulse propagates in a non-dispersive
medium. The quadratic temporal phase term corresponds to the linear rate of change
in the instantaneous frequency as a function of time. This occurs upon propagation in
a dispersive medium, typically in any transmissive optical component that exhibits a
frequency-dependent refractive index. In this case, different frequency components forming
the light pulse travel with different speed in the medium, exhibiting a linear change with
wavelength in ordinary cases. As a consequence, they eventually separate in time as a
function of their respective frequency, the pulse temporal profile gets broader and the pulse
is said to be linearly-chirped.
Higher-order phase terms are responsible for asymmetric temporal distortions of the pulse
shape, pre- or post-pulse formation and further pulse temporal broadening.
In the spectral domain, the linear spectral phase term describes the delay experienced by
the pulse, described by its envelope, while propagating in an optical medium, also denoted
as group delay (GD). The third term describes the group velocity temporal change as a
function of wavelength, in direct correspondence to the linear chirp experienced by the
pulse propagating in a dispersive medium, called also group velocity dispersion (GVD).
In summary, being broadband, ultrashort pulses experience temporal distortions when
propagating through optical components. With prior knowledge of the initial pulse spectral
or temporal phase, combined with the optical medium constants, the propagation effects on
the pulse temporal shape can be determined and thus precisely tailored or compensated.
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2.3 Ultrashort Light Pulses

During the past years, a multitude of techniques have been developed, allowing for precise
control of the pulse temporal/spectral phase. Routinely, temporally stretching and compress-
ing a light pulse is achieved by taking advantage of the angular dispersion characteristics of
optical elements like prisms or gratings, utilizing them in geometries that assign a defined
optical path difference between different spectral components. In this way, mainly the
2nd order phase term can be controlled with high precision and compensated accordingly.
More advanced temporal shaping techniques using grating-prism combinations [124], di-
electric aperiodic multilayer mirrors [125–127], acousto-optic programmable filters [128]
and liquid crystal phase-masks [129] enable precise control of the pulse temporal shape
and allow fine-tuning of higher-order phase terms [130]. A very detailed discussion about
the above mentioned techniques and their applications is provided in [118] (Ch.2, Ch.8).
The applicability of this pulse temporal shape tailoring technology is spectrally limited by
the transmission characteristics of the utilized optical components. Beyond the ultraviolet
spectral range, all-reflective approaches with limited transmission restrict the pulse-shaping
capabilities significantly.
An illustrative example that showcases some of the concepts discussed above is presented in
Fig. 2.2. The electric field and temporal intensity profile of a Gaussian pulse with a spectral
bandwidth of ∆λ =100 nm is shown for two different spectral phase distributions. A flat
spectral phase (2.2b) results in a bandwidth-limited pulse (2.2a) with a FWHM duration of
9.4 fs, while a modulated spectral phase (2.2d) results in a spectral redistribution within
the pulse envelope and a longer, temporally distorted profile (2.2c).

a) b)

c) d)

Figure 2.2: Gaussian infrared pulse electric field and intensity temporal profiles and corresponding

spectral phase. In both cases a 100 nm bandwidth supports a bandwidth-limited

duration of 9.4 fs at FWHM (a,b). For an arbitrary spectral phase distribution

(d) the pulse stretches in time, its temporal profile changes and the instantaneous

frequency varies along the pulse temporal profile (c).
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2 Theoretical Background

In most practical experimental cases, an initially compressed pulse will propagate over a
series of dispersive optical components before reaching the experimental target. Dispersive
pulse broadening (linear chirp) is an unavoidable effect and can be compensated to a
satisfactory level usually, using a grating or prism-pair optical compressor setup [130,131].
An analytical expression providing the stretched pulse duration after propagation in a
linear dispersive medium, assuming an initially bandwidth-limited Gaussian pulse is given
below:

∆tD2 = ∆tFTL ·

√

1 +

(

4 · ln2 · D2

(∆tFTL)2

)2

(2.50)

with:

D2 =

(

∂2ϕ(ω)

∂ω2

)

ω=ωc

φ=k·x
= x ·

(

∂2k

∂ω2

)

ω=ωc

k·c=ω·n
=

x

c

∂2

∂ω2
(ω · n(ω)) (2.51)

where D2 corresponds to the group delay dispersion (GDD)5 in the medium given in fs2.
As an example, one can consider a bandwidth-limited pulse centered at 162 nm with a
duration of 20.0 fs at FWHM. Propagation through a CaF2 window (GVD: 550.84 fs2/mm
at 20 ◦C, [132]) with 1 mm thickness will temporally stretch the pulse to 78.9 fs at FWHM.
As a comparison, a second bandwidth-limited 162 nm pulse with a duration of 80.0 fs at
FWHM, will only stretch to 82.2 fs at FWHM due to its reduced spectral width.
The amount of temporal broadening depends on the spectral bandwidth and initial spectral
phase of the pulse as illustrated in the above example. Most optical materials will induce
a positive chirp in the visible-infrared range (n(ω) > 0, ∂n(ω)/∂ω > 0), meaning that
higher frequencies will be delayed with respect to lower frequencies and by using an optical
material of appropriate type and thickness, residual phase can be compensated for an
initially negatively chirped pulse.

2.4 Light Pulse Temporal Metrology based on Correlation

Techniques

From the above analysis, it becomes obvious that the determination of the actual duration
of the pulse by measuring its spectral width, using a spectrometer for example, is not
sufficient when the corresponding spectral phase is not known. The information that one
can obtain in that case would be the shortest possible duration supported by the given
bandwidth described by Eq. 2.42.
Additionally, light pulses in the sub-100 fs temporal regime are by definition shorter than
the temporal response of any electronic detector, thus it becomes impossible to perform
a direct measurement that could determine their temporal profile [133]. The state-of-the-
art technology that sets the temporal resolution limit in the case of electronic detectors,
exhibiting an ultrafast response in the sub-picosecond timescale, is the streak camera [134].
Commercial streak cameras can reach nowadays a temporal resolution of 200 fs, while the
theoretical limit lies just below 100 fs [135].

5Equal to to the group velocity dispersion mentioned before, multiplied with the medium length x

18



2.4 Light Pulse Temporal Metrology based on Correlation Techniques

Ordinary electronic detectors have an infinitely slow response compared to the ultrashort
light pulse duration and can be therefore considered to be time-integrating, simply measuring
the average pulse power.
As a result, all-optical techniques that utilize statistical optics methodologies are necessary in
order to access the pulse intensity temporal profile. All such techniques are basically variants
of the cross-correlation or autocorrelation measurement principle. Advanced versions of
those methods, mainly applied in the visible-infrared spectral range, are able to extract a
considerable amount of temporal information, leading to a complete waveform reconstruction.
The basic theoretical principles behind cross-correlation and autocorrelation-based temporal
metrology will be discussed in the following section among their properties and implications.
The discussion will eventually focus in 2nd order non-linear autocorrelation, which is the
technique experimentally investigated in the framework of the present thesis.

2.4.1 Autocorrelation - Cross Correlation Techniques

The temporal profile Is(t), describing the evolution of a time-dependent process, can be
determined by using a narrow temporal gate that can progressively sample the evolution of
this process at discrete time segments, by varying their relative timing.
This corresponds to measuring a convolution of the unknown signal Is(t) with a much
shorter reference signal Iref(t). A convolution is a mathematical expression, describing
the degree of overlap between two functions, when they are translated with respect to
each other [136]. Practically, the reference signal either corresponds to the instrumental
temporal response function or alternatively it can be obtained by an additional time-gate
signal, when a time-integrating detection instrument is used. In both cases, the resulting
convolution or cross-correlation6 can be mathematically expressed as:

Aconv(τ) = Is ∗ Iref ≡
∫ +∞

−∞

Is(t)Iref(t− τ)dt (2.52)

where Aconv is the signal cross-correlation function and can be obtained as a function of the
temporal delay τ between the two time-dependent signals. In an ideal case the reference
signal, or the instrumental response function, will be infinitely short compared to the
unknown signal to be characterized and as such it can be described with the Dirac delta
function in the time-domain. In that case the convolution function is written as:

Aconv(τ) = Is ∗ Iref ≡ Is(t) ∗ δ(t) ≡
∫ +∞

−∞

Is(t)δ(t− τ)dt = f(τ) (2.53)

according to the Dirac delta function shifting property [137]. The relation 2.53 shows that
with the availability of an infinitely narrow reference, the unknown temporal profile can
be precisely determined by a cross-correlation measurement, as a function of the temporal
delay between the two signals.

6Although the two terms mathematically differ by a time-reversal in one of the input signals, this difference

has no practical implications in an experimental measurement where a time-reversal on the signals

temporal profile or time-delay depends on the experimental implementation.
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2 Theoretical Background

What also becomes obvious, is that in the unfortunate case where the reference signal has
a broader temporal extent than the unknown signal, their roles will be reversed. As the
reference signal duration increases, the resulting cross-correlation function will start to
temporally smear and the instrumental temporal resolution will decrease (Fig. 2.3). With
prior knowledge of the temporal shape of both signals, a deconvolution can extract the
unknown time constant, corresponding to the unknown signal duration. The deconvolution
process fidelity relies on the assumed temporal shapes and the degree that the reference
signal is known.
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Figure 2.3: Simulated convolution signal between two pulses with Gaussian temporal profiles.

With their duration defined at FWHM, the convolution of a 10 fs pulse with a

reference pulse of 1,5,10 or 100 fs is presented, along with their corresponding

intensity profiles centered at τ = 0 as a visual guide. An effectively short reference

pulse (1 fs) does not induce temporal smearing in the convolution signal which

reproduces the initial pulse temporal shape. Using a broader reference pulse (5 fs,

10 fs) the resulting convolution signal is temporally smeared and deconvolution is

necessary for initial pulse temporal shape retrieval. In the case of a broader reference

pulse (100 fs) the roles of the two pulses are reversed.

The general principle described by the relation 2.52 is not limited in the temporal domain,
rather it is a universal principle that applies to every case describing instrumental resolution.
As an example, the spatial resolution associated with an imaging system is described by its
point spread function [138] which is the intrinsic spatial reference function.
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2.4 Light Pulse Temporal Metrology based on Correlation Techniques

The point spread function describes the response of the imaging system to a point source,
mainly accounting for diffraction phenomena. The image of each point in the object plane
will result as a convolution of a spatial profile describing an ideally imaged point, with the
optical systems point spread function, limiting the attainable spatial resolution.
The basic principles described above can be applied for the temporal characterization of an
ultrashort light pulse. When a shorter optical pulse or temporal-gate signal is available,
a cross-correlation measurement as described above can be performed. Practically, the
reference pulse has to be considerably shorter than the pulse to be characterized and both
pulses must be mutually synchronized in a robust manner, avoiding temporal jitter during
the temporal delay scan. When the first condition cannot be fulfilled, accurate knowledge
of the reference pulse is necessary for a high-fidelity deconvolution. Two very impressive
examples of a cross-correlation measurements can be found in [36, 39]. In both works, a
very narrow temporal gate offered by using an ultrashort XUV reference pulse, gave the
ability to record the unknown pulses vector potential and thus to completely reconstruct
the light waveform.
Frequently, a well characterized short reference light pulse is not available. In that case, the
ultrashort light pulse can be temporally characterized by performing an auto-convolution
or to be mathematically consistent, an autocorrelation measurement. An autocorrelation
measurement, uses the complex conjugate of the unknown signal as the reference signal and
can be obtained by superimposing two identical light pulse replicas on a time-integrating
detector with a variable delay between them. Light pulse autocorrelation techniques
typically employ an interferometric optical setup, used to split and delay two identical
copies of the pulse with respect to each other in combination with a detection system based
on photo-absorption. Depending on the detection process chosen, the measurement can
obtain the nth order correlation function of the radiation field, which describes its coherence
properties [139–142]. When a light pulse is considered, relevant temporal information, such
as the pulse duration and the temporal phase evolution can be extracted under justified
assumptions.
The simplest variant of such a measurement is the linear field-autocorrelation (FAC) and can
be experimentally realized, using a light interferometer, combined with a time-integrating
detector such as a photodiode or a CCD camera, that possesses a linear response to the input
pulse intensity. By varying the optical path length difference between the two interferometer
arms, a time-delay can be introduced between the two resulting pulse replicas. The linear
detector signal at the interferometer output would be:

SFAC(τ) ∝
∫ +∞

−∞

|[E(t)− E(t− τ)]|2 dt = (2.54a)

=

∫ +∞

−∞

|E(t)|2 + |E(t− τ)|2 − 2 · Re [E(t)E∗(t− τ)] dt (2.54b)

SFAC(τ) ∝ 2 ·
∫ +∞

−∞

|E(t)|2 dt− 2 · Re
∫ +∞

−∞

E(t)E∗(t− τ)dt (2.54c)

The resulting field-autocorrelation signal is composed by two main terms (2.54c). The first
constant term is proportional to the pulse energy, describing the integrated intensity of
each individual arm in the absence of the second and shows no interference effects.
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2 Theoretical Background

The second oscillatory term gives rise to an interferogram which corresponds to the pulse
1st order correlation function. According to the fundamentals of statistical optics, when
normalized, it describes the 1st order degree of coherence [140–142] of the considered light
source. Being symmetric with respect to a delay sign change, SFAC(τ) = SFAC(−τ) it
cannot distinguish the time direction. Furthermore, it is straightforward to show that a
field-autocorrelation measurement corresponds to a high-resolution measurement of the
pulse spectrum. According to the Wiener-Khinchin theorem7, the Fourier-transform of the
1st order field correlation function, provides the pulse spectral intensity distribution. As a
result, the only temporal information obtained by a linear field-autocorrelation measure-
ment, is the pulse coherence time, being the reciprocal of the pulse spectral width. This is
connected with the shortest possible pulse duration attainable (2.42) but it does not provide
useful information about the temporal phase terms. Therefore a linear field-autocorrelation
measurement outcome of a temporally stretched pulse cannot be distinguished from that of
its bandwidth-limited version.
Alternatively, by utilizing a detector at the interferometer output that exhibits an in-
stantaneous, 2nd order, non-linear response to the input light intensity, will result in a
2nd order autocorrelation measurement. Experimentally, it can be realized by detecting
a direct two-photon absorption signal, such as 2nd harmonic generation in a non-linear
crystal, two-photon absorption fluorescence or direct two-photon ionization, as a function
of the delay between the two pulse replicas. Such a measurement can be interpreted as a
photon-photon coincidence experiment [143,144], due to the fact that the two photons can
be absorbed within an infinitesimal time interval, permitted by the time-energy uncertainty
principle and thus it can provide time-dependent information. In the most general case,
the outcome of a 2nd order autocorrelation measurement can be expressed as8:

S(2)
FRIAC(τ) =

∫ +∞

−∞

∣

∣

∣
[E(t) + E(t− τ)]2

∣

∣

∣

2
dt = (2.55a)

=

∫ +∞

−∞

I2(t) + I2(t− τ)dt (2.55b)

+ 4 ·
∫ +∞

−∞

I(t)I(t− τ)dt (2.55c)

+ 2 ·
∫ +∞

−∞

[I(t) + I(t− τ)]E(t)E∗(t− τ)dt+ c.c. (2.55d)

+ 2 ·
∫ +∞

−∞

E2(t)E∗2(t− τ)dt+ c.c. (2.55e)

where I(t) ≡ |E(t)|2 and FRIAC stands for fringe-resolved intensity autocorrelation. The
four different terms in the above expression represent different quantities. The first term
(2.55b) is a delay-independent constant, corresponding to the non-linear signal generated
individually by the two pulses. When the two pulses are collinear, the measurement output
contains interferometric information represented by the oscillatory third (2.55d) and fourth
(2.55e) terms and it corresponds to a fringe-resolved intensity autocorrelation. The third
term oscillates with the fundamental frequency ω, whereas the fourth term oscillates with
2ω, as a function of the delay (τ).

7A mathematical proof is provided in Appendix A.1.
8A complete term expansion can be found in Appendix A.2.
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2.4 Light Pulse Temporal Metrology based on Correlation Techniques

When the interferometric information cannot be resolved these two terms vanish and the
expression reduces to the first two terms:

S(2)
IAC(τ) =

∫ +∞

−∞

I2(t) + I2(t− τ)dt (2.56a)

+ 4 ·
∫ +∞

−∞

I(t)I(t− τ)dt (2.56b)

S(2)
IAC(τ) ∝ 2 ·

∫ +∞

−∞

I2(t)dt+ 4 ·
∫ +∞

−∞

I(t)I(t− τ)dt (2.56c)

This expression is known as the intensity autocorrelation (IAC) of the light pulse and it
corresponds to an intensity profile autocorrelation. Following the basic conceptual idea
behind convolution techniques, the light pulse is used here as a reference to measure itself.
In this case, a deconvolution is necessary in order to obtain the pulse duration as both
reference and unknown signals have the exact temporal characteristics. Using an appropriate
pulse temporal shape assumption, commonly a Gaussian shape, the pulse duration can
be extracted from a 2nd order autocorrelation trace by deconvolution. When a Gaussian
temporal profile is considered, it can be shown that the 2nd order autocorrelation width
relates with the pulse intensity temporal width as:

∆τFRIAC ≡ ∆τIAC =
√
2 ·∆tpulse (2.57)

This results as a specific case of the general property of the convolution of two Gaussian

functions, being also a Gaussian function [145] with σconv =
√

σ21 + σ22, where σconv

represents the convolution signal width and σ1, σ2 the two initial Gaussian function widths
respectively. Generally, the temporal conversion factor can be analytically derived for most
of the anticipated temporal profiles and a long, although non-exhaustive list can be found
in [118].
Second-order autocorrelation, both in its fringe-resolved variation, as well as an intensity
autocorrelation, cannot distinguish the time axis direction and the resulting signal is
completely symmetric around τ = 0:

S(2)
FRIAC(τ) = S(2)

FRIAC(−τ) ≡ S(2)
2IAC(τ) = S(2)

2IAC(−τ) (2.58)

The main implication in that case, is that a second pulse arriving either prior or after
the main pulse, cannot be distinguished in a 2nd order autocorrelation trace. The trace
will exhibit two equal satellite peaks, separated by the main peak by a delay-timescale
distance that equals the original pulse temporal separation. In other words, a pre-pulse
or a post-pulse with the exact temporal separation from the main pulse will result in the
exact 2nd order autocorrelation trace (Fig. 2.4a). As the pulse temporal shape complexity
increases, as in the case of an arbitrary femtosecond multi-pulse temporal structure, the
pulse temporal shape reconstruction becomes increasingly complicated (Fig. 2.4b) and in
even in trivial cases, a set of assumptions will have to be used .
The fringe-resolved autocorrelation trace contains temporal phase information [146] that
can be extracted when a high signal-to-noise ratio condition is fulfilled [147,148]. However,
as a time-asymmetry insensitive method, it can not distinguish the sign of the pulse chirp,
which in certain experimental cases can be predicted considering its physical origin.
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2 Theoretical Background

The third FRIAC term, oscillating with the light pulse fundamental frequency ω, spectrally
dominates in the measured interferometric trace and with previous knowledge of the pulse
central frequency it provides an intrinsic temporal delay calibration scale or an intrinsic
’temporal ruler’. Alternatively when the delay scale is precisely determined, as for example
in the case when a delay stage paired with an optical encoder is used or a second source
with very well-defined spectral characteristics is used as a reference, the measured fringe
pattern provides a very accurate measurement of the carrier frequency of the pulse obtained
by the Fourier transform of the FRIAC trace.
In certain cases, a collinear interferometric measurement is not possible, as for example
in spectral regions where a transmissive beam-splitter is not available. A non-collinear
geometry has to be employed and the measured signal corresponds to a 2nd order intensity
autocorrelation (IAC) as mentioned above. The IAC signal does not provide specific
information about the pulse temporal phase, but instead about the pulse intensity temporal
distribution, always under a justified pulse temporal shape assumption as previously
described.

a) b)

Figure 2.4: Simulated multi-pulse intensity autocorrelation traces: a) Double Gaussian pulse

with FWHM: 10 fs duration and an inter-pulse temporal spacing of td = 50 fs.

The resulting 2nd order intensity autocorrelation trace exhibits a main and two

satellite peaks with a spacing in delay units that equals td. b) Randomly-generated

multi-Gaussian mode pulse. The resulting 2nd order intensity autocorrelation trace

increases in complexity, prohibiting an unambiguous deconvolution. The coherence

spike at the delay origin relates with the pulse coherence time, or equivalently the

pulse spectrum.

In an experimentally obtained signal, a quantity of interest is the maximum attainable
peak-to-background autocorrelation signal contrast. The theoretically expected value can
be calculated by evaluating both 2nd order autocorrelation signal expressions at the limits
τ → 0 and τ → ±∞.

24



2.4 Light Pulse Temporal Metrology based on Correlation Techniques

For example, for the intensity autocorrelation signal contrast-ratio one obtains:

lim
τ→0

S(2)
IAC(τ) = 6 ·

∫ +∞

−∞

I2(t)dt (2.59a)

lim
τ→±∞

S(2)
IAC(τ) = 2 ·

∫ +∞

−∞

I2(t)dt (2.59b)

C2IAC =
lim
τ→0

S(2)
IAC(τ)

lim
τ→±∞

S(2)
IAC(τ)

=
3

1
(2.59c)

The resulting 3:1, 2nd order intensity autocorrelation peak-to-background contrast ratio is
an intrinsic property of a 2nd order intensity autocorrelation function and it is independent
on the pulse temporal shape. Following the same procedure it is trivial to show that the
expected contrast ratio for a 2nd order fringe-resolved intensity autocorrelation measurement
(FRIAC) is CFRIAC =8:1.
It should be emphasized, that the measured contrast ratio provides a very important
measurement consistency check and it can in addition provide important information about
the light source coherence properties. In the case of an ideal mode-locked laser pulse, a
different contrast ratio typically results due to poor spatial alignment or spatial-interference
effects, as those associated with the 2nd order volume-autocorrelation geometry in the
focus of a spherical mirror [149–151], typically used in the vacuum-extreme ultraviolet
spectral range. Nevertheless, a decreased peak-to-background contrast ratio (2:1, 1.5:1)
is expected and has been observed in the past, in the 2nd order autocorrelation traces
when pulses originating from chaotic or partially-coherent light sources, like multi-mode
free running lasers or stochastically generated radiation sources [152–155] are measured.
The resulting autocorrelation trace, usually consists of a narrow temporal spike located
at τ = 0, sitting on a broader Gaussian temporal pedestal (Fig. 2.4b). The temporal
spike is directly proportional to the pulse coherence time or the reciprocal bandwidth as
mentioned before [140,142]. It is perhaps worth mentioning at this point that the coherence
time associated with an incoherent, chaotic light source, such as a light bulb, can be also
found in the fs-timescale and it is determined by the dominant line-broadening mechanism
in the light source [140]. The temporal width associated with the temporally broader
pedestal, corresponds to the average pulse duration, integrated over a set of pulses with
varying temporal properties. According to each particular case, a pulse duration definition
might not be possible anymore and the root-mean-square temporal width might be used in
that case. Depending on the light source nature, a large number of temporal ambiguities
associated with the autocorrelation technique [156] may hinder a robust deconvolution of
the pulse temporal properties.
When the pulse intensity content is sufficient and a non-linear detector that exhibits an nth

order instantaneous intensity response available, an autocorrelation measurement of a higher-
order n can be obtained. It has been theoretically shown, that a third-order autocorrelation
measurement contains all the information that is present in higher autocorrelation orders
[157]. Typically, a 3rd order intensity autocorrelation measurement uses a non-resonant,
three-photon transition in a direct analogy to the 2nd order variant and the signal obtained
in that case is:

S(3)
IAC(τ) =

∫ +∞

−∞

I(t)I2(t− τ)dt (2.60)
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The 3rd order autocorrelation signal is no-longer time-reversal symmetric S(3)(τ) 6= S(3)(−τ).
A 3rd order intensity autocorrelation measurement can therefore distinguish the temporal
orientation of a satellite-pulse.
The resulting measurement contrast can be calculated in a similar manner as before (Eq.
2.59) when the complete expression is expanded, corresponding to 10:1 for a 3rd order in-
tensity autocorrelation, or alternatively to 32:1 for a 3rd order fringe-resolved measurement.
An important remark about the maximum attainable signal contrast should be made at this
point. The calculated values mentioned above, both for 2nd and 3rd order autocorrelation
measurements, consider that the autocorrelation measurement background corresponds to
the non-linear signal generated by both pulse replicas individually in the medium. Taking
advantage of an experimental geometry that poses phase-matching constraints such that the
instantaneous non-linear signal, cannot be generated by each of the two pulses individually,
a background-free, high-dynamic-range autocorrelation measurement can be obtained.
A typical example can be found in 3rd order autocorrelation signal obtained by sum-
frequency generation, mixing the pulse to be characterized at frequency ω and its second
harmonic at 2ω in a non-linear crystal. The resulting 3rd order autocorrelation signal,
shows no contributions from the individual pulses due to phase-matching constraints and it
may span over several (>7) orders of magnitude, depending only on the dynamic range
of the time-integrating detector used [158]. In this way, not only the high intensity peak
structure of the pulse is obtained, typically constrained to a 103:1 measurement dynamic
range offered by a CCD detector for example, but also the lower intensity pulse pedestal,
originating from amplified-spontaneous emission in the pulse amplification stage.
The Gaussian pulse duration can be obtained from a 3rd order autocorrelation by deconvo-
lution as: ∆τ3IAC =

√

3/2 ·∆tpulse in this case. Additional deconvolution factors for most
common temporal shapes, can be found in [158].
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2.4 Light Pulse Temporal Metrology based on Correlation Techniques

Generally, the deconvolution factor decreases for increasing autocorrelation order, reaching
values even below unity for higher orders. The deconvolution factor value depends on the
particular non-linearity order sharing between the two optical branches, typically assumed
to be equal, as it is in principle a high non-linearity cross-correlation measurement and
depends on the respective pulse widths.
Following the same theoretical treatment as above, the deconvolution factor and peak-to-
background contrast ratio can be obtained for any particular order. In order to provide
a quantitative picture, the resulting intensity autocorrelation signal and corresponding
temporal deconvolution factors have been numerically evaluated for three different orders,
assuming a Gaussian pulse temporal profile and they are presented in Fig. 2.5.

2.4.2 Advanced Pulse Metrology Techniques

This section is dedicated to a brief description of some well-established, advanced pulse
temporal characterization techniques. Although most of them are advanced autocorrelation
or cross-correlation techniques and can provide more information on the pulse temporal
characteristics, their implementation, especially in the short wavelength range, requires
more complicated detection methods and data processing algorithms.
Starting with an advanced spectrographic variant of an intensity autocorrelation mea-
surement, effectively dealing with most of the measurement ambiguities mentioned above,
the frequency-resolved optical gating (FROG) technique [159–162] uses a spectrometer
in the interferometer output. A frequency-resolved optical gating trace is obtained as a
spectrally-resolved intensity autocorrelation signal, resulting in a spectrogram from which
both pulse intensity and phase can be retrieved. The FROG trace inversion algorithm,
relies on a two-dimensional phase retrieval problem, which is known to have a unique
solution, in comparison to the one-dimensional phase retrieval problem of the intensity
autocorrelation [163, 164]. An alternative, method that can retrieve the pulse spectral
phase, based on spectral shearing interferometry, is the so called, SPIDER (spectral phase
interferometry for direct electric-field reconstruction) technique [165]. In spectral shearing
interferometry, two spectrally shifted copies of the pulse, usually one at the fundamental
frequency ωo and one shifted pulse replica at ωo+δω interfere on a time-integrating detector,
typically a spectrometer. The spectral phase at one frequency is referenced to the spectral
phase at the different frequency separated by the spectral shift (shear). The pulse spectral
phase can be retrieved from the resulting interferogram [166] when a calibration trace
taken by measuring the spectrum of two time-delayed, non-frequency shifted replicas of the
pulse, is available. Experimentally, the two spectrally shifted pulse copies are commonly
obtained by sum-frequency generation of two time-delayed pulse replicas, with a third
temporally-stretched pulse copy. Sum-frequency generation, occurs for each of the pulse
replicas with a slightly different frequency portion of the original pulse in this case, as a
result of their time-delay. Practically, although this method does not rely on non-linear
optics, i.e. a multiphoton signal as with time-domain approaches, it effectively utilizes a
multi-photon process to create the spectrally-sheared pulse pair.
Both FROG and SPIDER techniques are able to retrieve the pulse temporal shape, with
limited ambiguity as compared to intensity autocorrelation measurements. Nowadays,
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they are both routinely used in femtosecond laser laboratories, utilizing visible, infrared or
ultraviolet light, for pulse characterization and optimization purposes. However, for shorter
wavelengths, beyond the ultraviolet regime, the implementation of both pulse temporal
characterization methods becomes extremely challenging with limited applicability, that for
the time being relies on the particular light source properties [40,41,167–174].
On the one hand, frequency-resolved optical gating, depends on spectrally-resolved detection
of an instantaneous non-linear signal, usually obtained by means of direct multi-photon
ionization. The required spectral resolution is provided by means of high-resolution, energy-
resolved photo-electron detection, which is experimentally demanding and sensitive to
space-charge repulsion mechanisms.
On the other hand, a SPIDER measurement requires a spectrally sheared replica of the pulse
to be characterized. Although, a spectral shear is a trivial task in the visible-infrared regime,
using sum-frequency generation in a non-linear crystal, in the VUV-XUV it has limited
applicability [156] to sources that can offer such a spectrally-shifted pulse pair [40, 41, 174].
A very successful alternative technique, mainly used with XUV light pulses and based
on photo-electron spectroscopy is light-field streaking [8,10,36,38,39,175–177]. In a con-
ventional streak camera, an electron bunch is released from a photo-cathode hit by the
light pulse, inheriting its temporal structure. This electron bunch is accelerated towards
a position-sensitive detector, being transversally deflected at the same time, by a fast
varying electric field. In this way the pulse temporal structure is spatially encoded on the
electron distribution mapped on the detector image. As previously mentioned, the temporal
resolution achieved with such an apparatus is limited to approximately 200 fs.
Light-field streaking, employs an intense long-wavelength electromagnetic light field instead,
in order to streak photoelectrons released by the XUV pulse that reproduce its tempo-
ral structure. Following this approach, the streaking speed is significantly increased and
thus the achievable temporal resolution. The pulse to be characterized, is typically an
isolated XUV pulse with sub-fs or fs duration and the streaking field originates from a
well-synchronized, co-propagating fs infrared or sub-ps far-infrared pulse, depending on
the anticipated XUV pulse duration. Being essentially a cross-correlation spectrographic
technique, temporal sampling (by a temporal gate or reference function) is realized by the
steep gradient of the streaking fields vector potential, acting as a sub-fs or fs phase gate
respectively. The XUV pulse temporal shape can be retrieved by deconvolution, comparing
the resulting photoelectron peak width detected parallel to the streaking field when the
XUV pulse coincides with a zero crossing of the streaking field vector potential, with and
without the streaking field. The temporal resolution mainly depends on the streaking
speed, which is experimentally determined by scanning the delay between the two pulses
and evaluating the resulting photoelectron peak spectral shift. The measurement temporal
window is determined by the streaking field period, being in the sub-fs timescale at 800 nm
and reaching the 100-fs timescale when single-cycle THz radiation pulses are employed. One
very important prerequisite for such a measurement is a temporal-jitter-free synchronization
between the two pulses, ensuring that the XUV pulse stays within the zero-crossing of
the vector potential curve, in a linear-slope regime. By tuning the delay between the two
pulses, reconstruction of the streaking pulse waveform can be achieved, using the resulting
spectrogram [36,38,39], as the roles of the two pulses are exchanged and the short XUV
pulse is used in this case as the reference signal.
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A longer XUV pulse or an XUV pulse train, spanning over one cycle of the long wavelength
field will result in satellite photoelectron peaks, or ’side-bands’, spaced by integer multi-
ples of the long-wavelength field photon energy, with respect to the main photoelectron
peak [10,178,179].
Pulse trains resulting from a high-harmonic spectral comb, can be temporally characterized
using the resulting sideband spectrum. If the sideband intensity is measured as a function
of the delay between the XUV and dressing infrared laser fields, it will appear modulated
with a period equal to twice the phase of the dressing laser field and with a relative offset
equal to the phase difference between the adjacent high-harmonics. If this phase offset
is obtained for a number of different sidebands, then it is possible to obtain the phase
difference between multiple harmonics, and thus determine whether they are phase locked
and form an attosecond pulse train [9, 180].
When individual fsec XUV pulses are considered, the sideband intensity as a function of
the delay between the XUV and dressing pulses can provide an accurate estimate of the
temporal jitter between the two pulses and depending on the pulse length, an estimate of
the XUV pulse duration resulting as a cross-correlation measurement [26,181–183].
As a closing remark, it is important to stress the fact that each of the above techniques
provides reliable results, depending on the validity of the theoretical assumptions used in
each case, the implementation and the signal limitations that are always present in real
experimental datasets. This is also reflected in the number of experimental [184–186] and
theoretical studies [148,156,187–190] aiming to benchmark these techniques and identify
possible reconstruction ambiguities. Depending on the pulse generation conditions, the
existence of a well-synchronized reference pulse and the corresponding spectral and temporal
characteristics, certain approaches become more attractive than others.
For example, an experiment using a high-intensity multi-TW fs laser pulse would benefit
from a high-dynamic range measurement, offered for example by a 3rd order autocorrela-
tion [191]. In such a case the ps amplified-spontaneous emission (ASE) pedestal surrounding
the main peak, formed during amplification, can be measured and subsequently suppressed.
On the other hand, the compression of a broadband few-cycle laser pulse, temporally fragile
due to its sensitivity to chromatic dispersion, can be optimized using a pulse characterization
technique capable of handling such a broad bandwidth and can reliably reconstruct the
spectral phase profile of the pulse [192].

2.4.3 Single-shot Pulse Temporal Characterization

An autocorrelation or cross-correlation measurement obtains a signal recorded as a function
of the delay between two pulse copies or two different pulses respectively. Therefore, the
resulting trace typically integrates over many consecutive pulses, incorporating the light
source statistical properties. Amplified, mode-locked laser systems are known to exhibit
very good pulse-to-pulse stability, which is typically also inherited by the light source based
on high-harmonic generation, driven by such systems. The pulse temporal profile variation
is usually negligible and a multi-pulse integrated autocorrelation trace reflects the individual
pulse temporal properties in this case.

29



2 Theoretical Background

On the contrary, free running multi-mode lasers [153,193], or Free-Electron Lasers based
on self-amplified spontaneous emission [35, and references therein] where the amplified
radiation generation starts from shot-noise, exhibit strong shot-to shot fluctuations both in
their spatial, spectral and temporal properties.
In such cases, the measured autocorrelation trace incorporates the light sources statistical
behavior, which manifests itself as reduced pulse-to-pulse coherence. The resulting autocor-
relation trace exhibits a coherence spike (also denoted as coherent artifact in the literature)
peaked when the two pulse replicas are synchronized, sitting on a broader pedestal that cor-
responds to the average pulse envelope duration. In other words, the autocorrelation trace
in this case reflects not the individual pulse temporal properties, but rather the averaged
coherence properties of the light source. Individual-shot pulse diagnostics are indispensable
in this case, providing the possibility to post-process the retrieved experimental data and
sort them accordingly.
A single-shot autocorrelation, or cross-correlation measurement can be obtained, by encod-
ing the temporal delay information in space. Instead of scanning a temporal delay over
consecutive pulses, the two pulse replicas can be geometrically superimposed in a way,
such that the delay between them is encoded on a spatial coordinate. In this manner the
complete autocorrelation measurement is performed during each shot by spatially resolving
the resulting instantaneous non-linear signal with an imaging detector.
Such a measurement can be obtained, utilizing either a co-propagating pulse geometry with
a small angle between the two pulses [194], or alternatively a counter-propagating pulse
arrangement [195]. A fringe-resolved intensity autocorrelation or alternately an intensity
autocorrelation trace can be obtained depending on the spatial resolution of the utilized
detection system. In the visible-infrared spectral region, the single-shot autocorrelation
measurement is commonly obtained by recording the non-linear signal resulting from semi-
collinear frequency mixing in a non-linear crystal, with the temporal delay being encoded
on the axis along the beam intersection plane. Nevertheless, a multitude of alternative,
suitable non-linear processes can be also utilized, as for example two-photon conductivity
in semiconductors [196,197] or direct multi-photon ionization [198,199] in the gas phase.
A similar geometrical analysis can be applied in both cases and a thorough description of
the counter-propagating pulse geometry, experimentally utilized within the framework of
the present thesis, will be given in the following chapter. Without loss of generality, the
spatial delay-encoding principle will be discussed here for the case of a semi-collinear pulse
propagation geometry (Fig. 2.6) [194,199–202].
As shown in Fig. 2.6a, two synchronized pulses cross under a small angle θ. In such a
geometry, the two pulses exhibit a continuously increasing arrival time difference along the
x-axis, corresponding to an increasing mutual time-delay with respect to the intersection
point (x=0) where they are synchronized. Additionally, it is evident that the delay τ(x) on
a fixed x axis position, grows with an increasing angle θ, while τ(x) = 0 at every point x
when θ = 0. Following a simple geometrical analysis, the resulting temporal delay encoded
along the x-axis, can be expressed as:

τ(x) =
2nx

c
sin

θ

2
(2.61)

where n is the refractive index of the medium where the light propagates, c refers to the
speed of light and θ is the angle between the two co-propagating pulses.
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Figure 2.6: Spatial delay-encoding principle for single-shot temporal metrology. a) Two pulses

cross at a small angle θ. Their arrival-time difference, corresponding to a spatially-

dependent time-delay τ(x), increases in each position x away from their intersection

point (x=0) as τ(x) = (2nx/c) sin θ/2 (2.61). The corresponding intensity autocorre-

lation trace is obtained in every individual shot by imaging the resulting non-linear

signal. b) Single-shot multi-pulse autocorrelation example using the exact principle.

The corresponding autocorrelation measurement can be therefore performed on a single-shot
by imaging the resulting non-linear signal. The autocorrelation signal delay dependence is
encoded in the x-direction and can be directly retrieved from the non-linear signal image.
Depending on the spatial resolution offered by the detection system, a fringe resolved
autocorrelation can be obtained in the same manner.
The case of a multi-pulse autocorrelation measurement is schematically depicted in Fig.
2.6b. A delay-time symmetric multi-peak autocorrelation curve will result for a triple
pulse, in a similar manner as it would for a delay-scanning autocorrelation measurement.
The non-linear signal emanates from the two pulse overlap regions and the delay encoding
principle previously described, can be clearly demonstrated visually in this example. A
detailed discussion and thorough theoretical analysis of a single-shot autocorrelation in the
XUV range, using such a geometry is provided in [42].
It should be additionally noted at this point that the relation 2.61 implies that a temporal-
delay smearing will be always present in a non-collinear delay-scanning autocorrelation
measurement. Each point on the autocorrelation curve will integrate over a range of
temporal delay values. For reasonable beam profile dimensions though and for small angles
between the two pulses, this introduced time-delay axis uncertainty turns out to be smaller
than the typical experimental uncertainty in most cases.
Generalizing this spatial delay-encoding concept, the same principle can be used for the
complete range of experiments that exhibit a time delay-dependence. This applies to pulse
metrology techniques, such as, frequency-resolved optical gating [202] for example, or more
generall,y to experiments based on the cross-correlation methodology designed to follow
ultrafast dynamics of an evolving process [203].
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As final remark, it should be mentioned here that both techniques based on spectral
phase interferometry for direct electric-field reconstruction (SPIDER), as well as light-field
streaking, also provide individual-shot temporal information. Their applicability relies
mainly on the availability of an additional well-synchronized streaking field or the possibility
to experimentally realize a spectrally-shifted copy of the pulse to be characterized, in
addition to the particular pulse temporal and spectral properties.

2.4.4 Time-resolved Ultrafast Dynamics: The Pump-Probe Approach

The pump-probe technique is a well-established method utilized to follow dynamical
processes that evolve in ultrashort timescales. Its principles in combination with femtosecond
laser pulses form the methodological backbone of femtochemistry [1].
In a pump-probe experiment, a pump pulse prepares a molecular system in a time-dependent
transition state, initiating dynamics and defining the time origin for its subsequent evolution.
The pump pulse is followed by a second pulse (probe) with a variable time-delay, which
promotes the time-dependent excited population from the transition state to a final state
resulting in a signal which is recorded as a function of the delay between the two pulses.
The resulting delay-dependent pump-probe signal encodes information about the dynamics
in the excited state which can be usually retrieved by deconvolution.
Essentially, according to the thorough analysis performed in [204], the pump-probe signal
results as a cross-correlation between the molecular response function Mc(t), describing the
temporal evolution of the population in the excited state, and the cross-correlation signal
between pump and probe pulses, also known as the finite instrument response function. In
the special case where pump and probe pulses are replicas of the same pulse, the pump-
probe signal results from the cross-correlation of the molecular response function, with the
intensity autocorrelation function of the light pulse.
Following the derivation presented in [204], an example of a simple pump-probe experiment
can be discussed. A molecular system, initially at its ground electronic state |a〉 is excited
to a dissociative state |b〉 by a pump pulse. In absence of coherent effects, the excited state
population will decay exponentially with a rate td+f, with td and f being the non-radiative
and fluorescence decay rates respectively:

d

dt
nb(t) = −(td + f)nb(t) (2.62a)

nb(t) = nb(t0) · Exp [−(td + f) · t] (2.62b)

where nb(t) denotes the population in |b〉, t0 corresponds to the time-origin for the experiment
defined by the pump pulse temporal profile peak and t in 2.62b evolves after t0 such that
t > t0. Following the excitation, a probe pulse arrives at a later time, ionizing a part of the
population in |b〉. Repeating this experiment for a sequence of delay times between pump
and probe pulses, results in a delay-dependent ion signal, from which the decay constant
td+f can be extracted. The total number of photons impinging in the interaction region
can be defined as:

apu/pr =
Epu/pr/(~ωpu/pr)

πRpu/pr2
(2.63)
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where R corresponds to the photon beam radius and the index pu/pr differentiates between
the pump and the probe beam. Considering that the light-matter interaction can be
described by perturbation theory, the population excited from |a〉 to |b〉 will be σ(1)ab ·apu ·na,
where na = N and N is the number of molecules in the interaction volume. All molecules
are initially at |a〉 and σ(1)ab is the respective single-photon cross section. Equivalently, for the

transition from the excited dissociative state |b〉 to the continuum |c〉 we have σ(1)bc · apr · nb.
The time evolution of the population in the each state, is in principle described by a system
of coupled differential rate equations. Away from saturation, the total ion signal (t→ ∞)
will be given in the form of the molecular response function Mc(t) written as [204]:

Mc(t) = N · σ(1)ab · apu · σ(1)bc · apr · Exp [−(td + f) · t] (2.64)

The fluorescence decay rate, typically in the ns timescale, can be neglected when considering
ultrafast dissociation dynamics in the few-10 fs timescale. Taking into account the theoretical
analysis preceding this section, it is obvious that the resulting delay-dependent pump-probe
ion signal results as a convolution of the molecular response function with the cross-
correlation, or autocorrelation, of the pump and probe pulses.
Consequently, the experimental temporal resolution is determined by the finite instrument
response function and the time constants connected with the molecular response function.
Depending on their relation the molecular time-constants can be obtained by deconvolution
under the appropriate assumptions. This requires that the pulse cross-correlation, or
intensity autocorrelation has been also measured prior to the pump-probe experiment. For
the considered case, the convolution function that can fit the experimental pump-probe
data is given by the following analytical expression:

C(τ) = Exp

[−2τtd + σ2

2t2d

]

×

× σ
√

π/2

(

1 + Erf

[

τtd − σ2√
2σ

]

+ Exp

[

2τ

td

]

· Erfc

[

τtd + σ2√
2σ

])

(2.65)

where σ refers to the Gaussian autocorrelation function waist, td to the exponential decay
constant and τ to the delay between pump and probe pulses. As already discussed [Fig.
2.3], when the finite instrument response function is temporally narrower or equally long
with the molecular response function, the latter can be obtained by deconvolution from
the pump-probe ion signal. When the finite instrument response function is considerably
shorter than the molecular response function, such that it can be considered as a temporal
δ-function, the measurement yields directly the molecular response function as described
by Eq. 2.53.
An instructive example is shown in the simulation results of Fig. 2.7. A numerical simulation
of a pump-probe experiment is performed using two identical Gaussian pulses for both
pump and probe steps with a duration of 10 fs at FWHM shown in Fig. 2.7a. The molecular
response function is modeled with a bi-exponential decay function, as the roles of pump and
probe pulses are symmetrically interchangeable in the considered case. Three different cases
are considered related with the assumed decay-constant. In the first case, shown in Fig.
2.7b the decay constant td = 500 fs, is considerably longer than the intensity autocorrelation
temporal extent, resulting in a convolution signal that is identical with the bi-exponential
decay function, showing no effects from the pulse temporal profile on the pump-probe signal
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and yielding the exact decay behavior without any deconvolution assumptions. When the
decay constant td = 50 fs, becomes comparable to the intensity autocorrelation temporal
width, the convolution signal starts to deviate from the bi-exponential decay function profile,
Fig. 2.7c, including effects from the pulse temporal profile and deconvolution is necessary
to obtain the exact time-constant.
Finally, it can be shown that even when the finite instrument response is longer than the
molecular response, the decay constant can still be obtained by deconvolution when the
assumption for the decay and pulse temporal profiles is justified. Such a case is shown in
Fig. 2.7d where the assumed decay constant is td = 5 fs. The pump-probe signal resulting
as a convolution, inherits the Gaussian shape of the intensity autocorrelation function, while
it is broader than the intensity autocorrelation trace including the decay rate information.
By measuring both the convolution (pump-probe) and intensity autocorrelation traces
experimentally, enables obtaining the decay-constant by deconvolution. In the particular
case this can be accomplished by fitting the experimental data with Eq. 2.65.

a)

c)

b)

d)

Figure 2.7: Simulated pump-probe signal resulting as the convolution between the molecular

response function and the intensity autocorrelation function of a Gaussian pulse

(refer to the text for more details).

Although the measurement principle is straightforward, difficulties may arise with the
assumed temporal shapes both for the pulse intensity profile, as well as for molecular
response function. This analysis applies when an exponential decay for the intermediate
state population is a valid assumption.
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Even more complicated dynamics involving two subsequent decay channels with two different
decay constants involved can also be treated in the same spirit, as shown in [204].
Finally, it is the temporal shape of the finite instrument response function that determines
the experimental temporal resolution in a pump-probe experiment. In two-photon pump-
probe experiments that utilize two identical pulses both for the pump and probe steps of
the experiment, the role of the finite instrument response function is taken by the pulse
intensity autocorrelation function. Being able to directly measure this quantity, in the way
described in the previous sections permits a deconvolution that can extract time-constants
and follow atomic and molecular dynamics evolving in the timescale of the pulse duration.
This fact has, in addition, important implications in ultrafast metrology using partially
coherent pulses. It was not until recently that has been realized and experimentally
proven, that the temporal resolution of a molecular multiphoton pump-probe experiment
is dominated by the width of the intensity autocorrelation coherence spike [205, 206], or
indirectly by the pulse coherence time, rather than the average pulse duration envelope.
As has been shown in [205,206], the observed dynamics would need a far better temporal
resolution in order to be observed, than that indicated by the average pulse duration
envelope. In this case, the reduced temporal coherence enables high temporal resolution
experiments using partially coherent pulses such those delivered by Free-Electron Lasers
operating in a self-amplified spontaneous emission mode.
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3 Counter-propagating Pulse Single-Shot

Autocorrelation

A dispersionless, single-shot temporal metrology optical scheme that utilizes a counter-
propagating pulse geometry, operating from the near-infrared (NIR) to the extreme-
ultraviolet (XUV) spectral range, is introduced in the present chapter. Although an
all-reflective approach ensures applicability in a broad spectral range, the discussion in
this chapter will be devoted to the vacuum-extreme ultraviolet (VUV-XUV) range, in
correspondence with the scope of this thesis.
The employed anti-collinear propagation geometry, encodes temporal delay information
between two pulses on their common propagation axis. The two pulses coincide in a common
focus, where they interact with a medium that transmits the incoming radiation. Mainly due
to transmission restrictions, gaseous targets are used in the VUV-XUV range. Non-resonant
multiphoton transitions are typically associated with low excitation probabilities in this
spectral regime, rendering beam focusing necessary for reaching sufficient intensity levels.
Depending on the optical transition nature, a non-linear autocorrelation, or alternatively
a pump-probe measurement, can be obtained by imaging the interaction products and
spatially resolving their delay-dependence.
Temporal resolution in the fs timescale is directly associated with micrometer imaging reso-
lution with the proposed anti-collinear approach. In the visible-NIR range, well-established
microscopy techniques are used to spatially resolve the resulting multiphoton fluores-
cence [195,207–211] or second-harmonic light generated with rather exotic phase-matching
schemes [212]. In the VUV-XUV however, non-resonant multiphoton fluorescence emission
lies beyond the visible spectrum, excluding ordinary microscopy. All-reflective imaging in
this spectral range is wavelength-specific and suffers from low reflectance and detection
efficiency. The dominant multiphoton excitation pathway results in ionization of the system
in the VUV-XUV range. Consequently, imaging the ionization products with micrometer
resolution can substitute multiphoton fluorescence detection and extend this approach in
the VUV-XUV spectral region. For this purpose, an ion-imaging time-of-flight spectrometer
has been realized within the framework of the present thesis and will be described in detail
in the following chapter.
The present chapter describes the utilized anti-collinear optical scheme and its experimental
implementation. Three optical component variants, designed to fulfill experimental require-
ments in three separate spectral regions will be described in detail. Finally, characterization
results obtained as the 2nd order intensity autocorrelation of a NIR fs laser pulse will be
presented and discussed.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

3.1 Delay Encoding Principle - Experimental Design

According to the analysis presented in the previous chapter, a single-shot autocorrelation
can be measured using a carefully designed experimental geometry. Owing to the absence
of transparent solid-state targets in the VUV-XUV spectral region, a non-linear process in
the gas phase is commonly used. In this case, the nonlinear signal is provided by atomic or
molecular direct multiphoton ionization, as it has been demonstrated in delay-scanning,
co-propagating pulse autocorrelation approaches, both in the femtosecond and attosecond
timescales over the past years [98,99,170,205,213–220]. Most of these approaches utilize
a bisected spherical mirror, to introduce a variable delay between two pulse copies that
result after pulse wavefront division. The delay dependence of a direct multiphoton opti-
cal transition, leading to ionization of a gaseous target in the focal volume provides the
autocorrelation signal. Although this experimental geometry is associated with reduced
measurement contrast resulting from spatial interference in the focal volume and possible
temporal distortions in the fs timescale with tight-focusing conditions [149–151, 221], it
has been successfully utilized both with laboratory light sources based on high-harmonic
generation [98,99,213,214,216,217,219], as well as with free-electron lasers pulses [215,218].
An approach that bypasses the contrast limitations of the spherical split mirror has been
realized using a custom comb-like plane mirror, employed as an all-reflective beamsplitter,
delivering a Michelson-interferometer type intensity autocorrelation [220]. A second-order
fringe-resolved intensity autocorrelation (FRIAC) measurement of a 5th harmonic pulse at
162 nm has been performed, exhibiting a contrast ratio of 8:1, as predicted by the previously
discussed, theoretical considerations. The development of this novel technique has been
performed by Dr. Thomas Gebert within the framework of his doctoral work [222] and the
present author has contributed both in the conceptual and experimental work. The results
obtained by this experimental setup, situated in the same laboratory and using the same
light source, have been utilized in order to benchmark and calibrate the results presented
in this thesis.
It must be noted that obtaining an autocorrelation measurement in the considered wave-
length range, is not a trivial task and the direct extension of the visible-infrared methodology
is not possible in most cases. Complete absence of transmissive optical components, as well
as reflectivity limitations on the existing optical components, constitute the task of creating
two pulse replicas with a variable delay extremely challenging. High absorption of almost
all materials in the XUV range, dictate the use of grazing incidence angles or alternatively
wavelength-specific multilayer coated optics for operation at normal incidence. Even in
this case, their reflectance is limited and the overall amount of optical components must
be minimized in order to ensure a satisfactory reflectance, necessary to provide sufficient
intensity on target.
Additional attention must be paid in attenuating the residual synchronized, co-propagating
harmonic radiation, which can give rise to the same signal (i.e, ions), as that from the
multiphoton optical transition chosen to deliver the autocorrelation signal.
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Furthermore, limitations associated with the low multiphoton excitation probabilities, in
addition to competing ionization channels, significant above a certain photon energy, impose
further challenges in identifying a suitable multiphoton signal.
The present approach relies on a conceptual extension of the well established single-shot
autocorrelation technique, in the VUV-XUV range. An all-reflective, counter-propagating
pulse geometry is employed, mapping the temporal delay between two pulse copies along their
propagation coordinate. The two pulse replicas, created by wavefront division, propagate
in an anti-collinear manner and temporally coincide in a common focus. Subsequently,
each of them symmetrically propagates on the exact optical path used by the oppositely
propagating pulse. In this fashion, temporal delay information between the two partial
pulses is encoded along their common propagation axis with the focal point being the delay
axis origin as:

τ(x) =
2 · n · x

c
(3.1)

where x corresponds to the distance from the origin τ(xo)=0, where both pulses are
synchronized, n to the refractive index of the medium where the pulse propagates and c
refers to the speed of light in vacuum. Exhibiting sufficient spatial resolution, an imaging
detector recording the signal originating from direct two-photon ionization, can provide an
intensity autocorrelation measurement on a shot-to-shot basis.
As previously mentioned, this approach can be easily generalized to deliver a cross-correlation
measurement when two different pulses propagate in each optical branch, or alternatively,
to be utilized as a single-shot pump-probe method, also in a single or two-color excitation
scheme. The pump-probe picture describes the delay encoding principle in a comprehensive
manner. At any point on the propagation axis found at a distance x1 from the focal
point, where both pulses are synchronized τ(xo)=0, the incoming pulse (pump) initiates
the dynamics of interest at a time to. The evolving system, is subsequently probed by
the counter-propagating pulse, coming from the opposite optical branch, upon its arrival
at this point x1, at a later time to + τ(x1). Taking into account the inherent optical
path symmetry, the probe pulse will travel twice the distance (2x1), in order to reach the
oppositely symmetric position with respect to τ(xo)=0 as illustrated in Fig. 3.1 and in
accordance with relation 3.1.

τ (x1) = 2 x1/c

τ (xo) = 0

x1 x1

x

Figure 3.1: Counter-propagating pulse, single-shot temporal metrology principle: The delay

between the two pulses is encoded on the common propagation axis according to

Eq.3.1. With the focal point xo as a center of symmetry, dynamics that are initiated

by the first pulse at a distance x1 from the origin, will be subsequently probed at a

later time 2x1/c by the oppositely propagating pulse. The black frame encircles the

signal detection area.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

Employing a nonlinear medium that exhibits an instantaneous response and spatially
resolving the corresponding nonlinear signal along the x-axis, can therefore deliver a
single-shot nonlinear autocorrelation measurement. Additionally, once the autocorrelation
measurement has been performed, the same apparatus can be used to perform a pump-
probe experiment according to the measurement concepts described in the previous chapter.
Furthermore, two pulses with different central wavelength can be used in each optical
branch, enabling a two-color pump-probe measurement. In that case, their cross-correlation
serves as the finite instrument response function and can be obtained in a similar manner.
The achievable temporal resolution directly relies on the spatial resolution offered by the
utilized imaging detection system. As an example, according to Eq. 3.1, in order to
resolve two temporal events separated by 10 fs in delay-time units, a spatial resolution of
approximately 1.5 µm is required.
An additional geometrical advantage offered by the proposed anti-collinear geometry, is
the long temporal detection window offered even in tight-focusing conditions, necessary to
reach the intensity needed for direct multiphoton excitation in the VUV-XUV. Although
the imaging detection system will finally influence the single-shot temporal window, it may
be neglected for the sake of a quantitative example.
We may assume a VUV pulse possessing a Gaussian spatial and temporal profile, centered at
162 nm, with a duration of 20 fs at full-width-at-half-maximum (FWHM), a beam diameter
of 2mm at 1/e2 and focused using a spherical mirror with f=50mm. Neglecting spherical
aberrations, the resulting diffraction-limited focal spot diameter is calculated to be in the
order of 5 µm at 1/e2 and the corresponding Rayleigh length 128.9 µm. In order to avoid
spatial distortions, the temporal window is defined as twice the Rayleigh length, a region
where the pulse wavefronts do not exhibit a considerable curvature. Using relation 3.1, a
long temporal window of 1.72 ps is calculated, even for this short focal length. Depending
on the wavelength and the available pulse intensity, the temporal window can be further
scaled together with the corresponding Rayleigh length using a longer focal length.
Staying with the values obtained in the example above, a complete dataset equivalent to a
delay scan spanning to ±858 fs is obtained on every individual shot, boosting the statistical
significance of the experimental results. Even for a low-repetition rate light source, as
commonly most high-intensity VUV-XUV light sources (i.e. 10 Hz), several thousands
of individual datasets can be collected within few minutes. This is a beneficial feature,
not only minimizing the statistical uncertainties associated with the measurement, but
in addition avoiding the influence of short and long-term drifts that commonly obstruct
long-delay scan measurements. Establishing a well aligned beam path and synchronizing
the two pulses in a common focal point, constitutes a stable, advantageous delay-scanning
alternative compared to opto-mechanical stage delay-scanning, typically subject to external
influence or misalignment issues.
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FM1

FM2

SiW

P-GV

RM1

RM2

PSD

IOpt

Figure 3.2: Single-shot autocorrelation experimental setup scheme: SiW: Si-Wedge beam-splitter

mirror, FM1, FM2: Identical spherical mirrors with f=150 mm, RM1, RM2: plane

mirrors, IOpt: Electrostatic lenses - ion imaging optics, P-GV: Pulsed gas valve,

PSD: Position-sensitive detector.

The experimental realization of the described concept, is illustrated in Fig. 3.2. The optical
setup is designed to operate under ultrahigh-vacuum (UHV) conditions, with light in the
VUV-XUV spectral range, in combination with the aforementioned ion microscope detection
system.
The pulse to be characterized, or to initiate and subsequently investigate dynamics on a
gas-phase target, is initially split and symmetrically reflected in two equal parts using a
super-polished Si wedge-shaped mirror (SiW). Acting as a wavefront divider, it bisects
the beam profile into two equally intense parts. It is specified to exhibit a surface flatness
better than λ/20 and an optical surface roughness of < 1 nm. The Si-wedge is cut such
that the two partial beams are reflected at a grazing incidence angle of 15o, providing a
spectrally broadband high-reflectance profile in the VUV-XUV range, while it additionally
matches the Brewster angle for light at 800 nm. This is beneficial for experiments that
utilize high-harmonic radiation, avoiding the influence of the intense, naturally-synchronized,
co-propagating IR pulse [117]. Taking advantage of the fact that the HHG-driving IR pulse
is linearly p-polarized, the Si-wedge mirror acts as a spectral filter, suppressing light at
800 nm to approximately 10−4, while exhibiting high-reflectance at high-harmonic radiation
wavelengths. The calculated Si wedge-shaped mirror reflectance profile, taking into account
the presence of the Si native oxide layer [223] is shown in Fig. 3.3. The calculation has
been performed using the IMD extension [224] for the European Synchrotron Radiation
Facility XOP software package with the provided collection of optical constants both for Si
and SiO2.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

a) b)

Figure 3.3: Calculated Si-wedge wavefront divider mirror reflectance profile: a) linear scale, b)

logarithmic scale DUV-XUV spectral range, p-polarization results. The calculated

curves [224] correspond to a grazing incidence angle of 15o and additionally take

into account the native oxide on the mirror surface (1.5 nm SiO2). For p-polarized

light, the Si-wedge mirror exhibits high reflectance across a broad spectral bandwidth

in the DUV-XUV spectral range, while it effectively suppresses the strong infrared

pulse at 800 nm.

Leaving the Si wedge-mirror, the two reflected beams encounter two symmetrically placed
identical spherical mirrors (FM1, FM2) with f=150 mm, used for focusing both pulses
and are subsequently back-reflected under a mirror-tilt angle of 2o. Two additional plane
mirrors (RM1, RM2) are used to direct the two pulses in a common focal point (xo) in a
counter-propagating manner. The two partial beams spatially overlap over the complete
focal region and temporally as soon as both pulses arrive at the focal point xo.
The optical layout has been optimized using both the Optica software extension package
for Mathematica and ZEMAX. Ray-tracing simulations have been performed, taking
into account practical constraints imposed by the utilized vacuum chamber space, the
ion-imaging detector footprint as well as geometrical constraints imposed by the optical
mounts. The Si-wedge mirror reflection angle has been kept fixed in this case, satisfying
the 800 nm Brewster angle criterion, while exhibiting a broadband high-reflectance profile
in the complete spectral range of interest. A set of different focal lengths and optical path
combinations have been considered, taking into account the reflectance profiles of possible,
normal (FM1,FM2) and grazing (RM1,RM2) incidence optics in the VUV-XUV range with
the aim to achieve the highest intensity in the interaction region and minimize imaging
aberrations. The resulting optimized geometry, uses the shortest possible focal length (f =
150 mm) with the smallest possible spherical mirror reflection angle (2o). An alternative
optical scheme with a f=275 mm spherical mirror has been designed and experimentally
realized, exploiting to a full extent the space possibilities offered by the experimental
chamber.
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The intensity requirements, especially in the case of the experiments performed at Free-
Electron Lasers (FEL), favored the short focal length optical setup variation.
The experimental setup permits easy exchange of optical components, or installation of
bandpass thin-filters in one or both branches according to the particular experimental
demands, enabling two-color (VUV-pump - XUV-probe or vice versa), as well as broadband
operation (attosecond pulses), being compatible with different types of sources of VUV-XUV
radiation. The experimental work presented in this thesis uses three different mirror sets,
assigned to three separate spectral regions. The reflective optics have been chosen in order
to provide the highest possible reflectance in each case, while suppressing undesired spectral
contributions. A detailed description for each set will be given in the following section, in
connection with the corresponding experimental prerequisites.
Both spherical mirrors are fixed on motorized high-precision linear translation stages offering
a travel range of ±10mm. Furthermore, both spherical mirror mounts, as well as one
plane mirror mount (RM1), provide horizontal/vertical mirror tilt control using picomotor
actuators. These controls are necessary, in order to optimize the spatial and temporal
overlap of the two optical branches under vacuum conditions. Although the experimental
setup is aligned prior to evacuation of the hosting chamber using a He-Ne alignment laser,
further optimization adjustments can be performed at-wavelength using the motorized
mirror mounts. Furthermore, the temporal overlap in the common focus is established
under ambient pressure conditions, using a NIR fs laser pulse and performing a 2nd order
intensity autocorrelation using CdSe quantum dots in solution as the non-linear medium.
This has proven to be a very successful pre-alignment technique, simplifying the exchange
of the focusing and redirecting reflective optics. Detailed description of the technique and
corresponding results will be presented in the final section of the present chapter.
Although the optical setup is carefully aligned prior to evacuation, a difference in divergence
between the NIR pulse and the VUV-XUV pulse causes a symmetric shift in the two optical
branch focal positions. In that case, the two focal positions are symmetrically shifted
and matched using the motorized mirror mounts in combination with the ion-imaging
spectrometer image as a feedback under vacuum conditions.

3.2 Experimental Case Studies

From the discussion so far, it becomes evident that a judicious choice of the autocorrela-
tion non-linear process is necessary. The corresponding non-linear target must exhibit a
broadband, spectrally flat response to the incident radiation, avoiding any resonance with
intermediate long-lived states.
In this section, the selection criteria for a non-linear process suitable to deliver an intensity
autocorrelation measurement in the VUV-XUV range will be discussed. Without loss of
generality, the analysis will focus on the acquisition of a 2nd order autocorrelation signal
delivered by two-photon absorption, leading to ionization of an atomic gas target.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

Although any non-resonant multiphoton signal is suitable to deliver a non-linear intensity
autocorrelation measurement, multiphoton atomic ionization is advantageous in this spectral
region, mainly due to the high atomic ionization barriers and the simple energy level
structure, which avoids complicated intermediate state dynamics.
Charged-particle imaging favors the detection of ions. They are less sensitive to space-charge
mechanisms and imaging limitations imposed by initial-momentum distributions compared
to photoelectrons, evident by their relative mass ratio (e.g. mKr+/me− ≈ 1.5 · 105).
It is important to note, in connection with the analysis performed in Ch.2, that an
intermediate resonance with a long-lived state in one of the multiphoton absorption steps,
will lead to a convolution signal of the corresponding autocorrelation function with the
intermediate state temporal-decay profile. According to typical atomic state natural
line-widths, the associated lifetime lies typically in the ns-ps timescale, prohibiting any
delay-dependence in the resulting signal for fs light pulses.
In the VUV-XUV spectral range, the photon energy (6 eV - 124 eV [225]) is sufficient to lead
to ionization already in one of the intermediate multiphoton absorption steps. Nevertheless,
depending on the available intensity, single or multiphoton absorption may further proceed
stepwise to generate highly-charged ionic states [87, 226–228]. In that case, the ionizing
pulse temporal profile together with the corresponding optical transition probabilities,
will decide on the temporal evolution of the ionization scenario. In any case, an effective
lifetime can be assigned to the intermediate ionic states, corresponding to the time that
ions typically spend within the focal volume. This time lies typically in the ns range, even
when very high particle extraction fields are applied.
Taking into account that the multiphoton absorption probability drops with the number of
photons involved, we will only consider the simplest case of direct two-photon absorption as
2nd order autocorrelation process in the VUV-XUV. Nevertheless, the following discussion
addresses the basic multiphoton excitation possibilities applied also to higher-order processes.
Two-photon absorption in the VUV-XUV spectral regime may lead to a number of excitation
possibilities, depending on the photon energy and the particular atomic energy level structure.
The possible two-photon ionization pathways are summarized in Fig. 3.4.
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A+ 
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C+
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C+*
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B

B+
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Figure 3.4: a) Two-photon, direct (non-resonant) ionization, b) Two-photon, resonance-enhanced

ionization - the resulting signal is a convolution of the pulse intensity autocorrelation

function with the intermediate state (A∗) temporal decay profile (Fig. 2.7), c) Two-

photon, direct (non-resonant), double ionization, d) Three-photon (1+2), sequential,

double ionization.
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In the simplest case, the photon energy lies below the atomic ionization energy and away
from any selection-rule allowed excited state of the system (3.4a). Ionization proceeds

via direct two-photon absorption (A
2·~ω−−−→ A+) and the delay-dependence of the resulting

singly-charged ion signal can provide a 2nd order autocorrelation measurement.
If instead, the photon energy is resonant with an intermediate excited state (3.4b), the

resulting signal (A
~ω−→ A∗ ~ω−→ A+) will be a convolution of the instruments response

function, the second-order autocorrelation function in this case, with the states population
decay temporal profile (Fig. 2.7). When the pulse second-order autocorrelation measurement
is available, the time constant associated with the corresponding decay mechanism can be
obtained by deconvolution.
An alternative scenario arises for a photon energy larger than the first ionization threshold
(3.4c). In this case, single-photon absorption leads to photoionization (B

~ω−→ B+). As
already concluded in Ch.2, the singly-charged ion signal, originating from single-photon
absorption, cannot deliver sufficient temporal information. When the photon energy is
such that 2 photons can directly reach the second ionization threshold, without exciting
any intermediate resonance (B

2·~ω−−−→ B2+), the doubly-charged ion signal serves as a 2nd

order autocorrelation signal. Direct multiphoton double ionization is mediated by electron-
electron correlation effects, as the two photons are ’simultaneously’ absorbed by a single
electron, sharing its excess energy and both electrons are ejected in the continuum.
Finally, a longer pulse will eventually transfer a significant part of the initial population
in the singly-charged ionic state (C

~ω−→ C+). Depending on the photon energy and the
ionic energy level structure, a single, or two additional photons might be needed to doubly
ionize the system (3.4d). The first case (C

~ω−→ C+ ~ω−→ C2+), reduces to the excited state
discussion (3.4b), although in this case there is no interesting information to obtain. The

second case (C
~ω−→ C+ 2·~ω−−−→ C2+), assuming that it is based on a non-resonant transition,

provides a delay-dependent signal that contains pulse temporal information. One must
be careful with the result interpretation though, as a significant portion of the light pulse
might be consumed to prepare this ’new ground state’ for the autocorrelation measurement.
Depending on the pulse duration and intensity distribution [25,228,229], this might not pose
severe limitations, but it will certainly introduce severe ambiguities in the autocorrelation
measurement interpretation.
A similar theoretical treatment, can be found in [230], where two-photon double ionization
of He is evaluated as a 2nd order autocorrelation nonlinear process in XUV spectral region.
In the discussion above, effects associated with core-hole formation and subsequent Auger
decay have not been included. Typical single-photon Auger-process lifetimes spanning the
fs timescale, will result in a convolution with the autocorrelation function and thus deliver
a broader cross-correlation signal.
As a final remark here, it needs to be stressed that purely sequential processes, although
’multiphoton’, do not deliver a pulse intensity autocorrelation measurement. The reason is
that they do not depend on the time of arrival of the second pulse. As long as the excited
atom or ion, lies within the focal volume, the second pulse can always excite the final
sequential step of the ionization process. A mixture of sequential and non-sequential steps,
can in principle provide a delay-dependent signal, although a significant part of the pulse
might be needed to excite sufficient amount of population in the first excited state, leading
to the measurement of a shorter duration (Fig. 3.4d).
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3 Counter-propagating Pulse Single-Shot Autocorrelation

Keeping the above considerations in mind, a suitable combination of non-linear process
and corresponding reflective optical components has been optimized for three distinct
experiments, differing in both their anticipated pulse temporal and spectral characteristics.
These three different variations utilize the previously described counter-propagating pulse
experimental setup (Fig. 3.2), varying only in terms of the focusing (FM1,FM2) and
re-directing (RM1,RM2) mirror coatings. Pulse splitting is achieved by the same Si wedge-
mirror (SiW) in all cases, which was chosen to suite experimental demands over a broad
spectral range (Fig. 3.3).
Switching between these three spectral regions, is a matter of few hours, only by exchanging
the respective mirrors one-at-a-time while maintaining the previously established alignment.
A re-alignment strategy has been developed, using a 2nd order autocorrelation signal obtained
by two-photon fluorescence. Utilizing this signal under ambient pressure conditions, allowed
the precise optimization of both spatial, as well as temporal degrees of freedom.

2nd Order Autocorrelation at 162 nm

The vacuum-ultraviolet experimental variant, utilizing direct, two-photon, single ionization
of Kr or alternatively Xe as a non-linear autocorrelation process will be described first.
The experimental setup has been optimized for use with an intense VUV pulse, centered
at 161.8 nm (7.66 eV photon energy), delivered by a self-implemented, laboratory-based
high-harmonic generation (HHG) light source, described in detail in Ch. 5. The energetic
VUV pulse, generated as the 5th-harmonic of a Ti:Sa laser pulse, offers the possibility
for extending nonlinear spectroscopy techniques into the vacuum-ultraviolet range, where
many prototypical examples for ultrafast dynamics in organic and atmospherically relevant
molecules can be found.
Exhibiting no intermediate resonances at this wavelength, being considerably detuned from
any selection-rule allowed transitions, both Kr and Xe are suited to provide a 2nd order
autocorrelation signal at 161.8 nm (Fig. 3.5). The autocorrelation measurement can be
obtained by recording the delay dependence of the singly-charged ion signal. The same
autocorrelation excitation scheme has also been utilized in [30], using Kr as a non-linear
target, with similar experimental conditions.

Kr 4s24p6

7.66 eV 
Kr 5s9.91 eV 

13.99 eV Kr+

Xe 5p6

7.66 eV 
Xe 6s8.31 eV 

12.13 eV Xe+

Figure 3.5: Energy level schematic depicting non-resonant, two-photon ionization of Kr, or

alternately Xe with 7.66 eV photon energy.

The naturally synchronized, co-propagating IR pulse (800 nm/1.55 eV), as well as the
residual high-harmonic radiation generated at the same gas target, have to be attenuated
so that they no longer contribute to the non-linear ion signal.
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The infrared p-polarized HHG driving pulse is primarily attenuated by the Si wedge-mirror,
set to reflect both partial beams at the Brewster angle for 800 nm. In addition, a significant
portion of the highly diverging infrared beam is excluded by a 15 mm diameter aperture at
the setup entrance.
The two spherical mirrors (FM1,FM2) with f=150mm are coated with a multilayer dielectric
stack (Layertech GmbH), optimized to reflect the Ti:Sa 5th harmonic (R160±4 nm > 90%),
with excellent dispersion specifications (GDD < 20fs2) and additionaly separate it from
residual fundamental and harmonic radiation (R < 4× 10−2).
Finally, the two re-directing plane mirrors are Al-coated, covered with an additional thin
protective coating, transparent to VUV radiation (Layertech GmbH). The optical component
reflectance profiles ensure sufficient attenuation of undesired spectral contributions, while
exhibiting high throughput for the 5th-harmonic pulse. The dispersion optimized multilayer
optics can accept broadband VUV pulses down to a duration above 10 fs without inducing
significant temporal distortions. Indicatively, a bandwidth-limited Gaussian pulse with
15 fs duration, will be stretched to 15.4 fs at the dispersion maximum of GDD = 20 fs2 (
Eq.2.50). Dispersion-free operation needs metallic mirror coatings, missing however the
necessary bandpass spectral filtering characteristics. The reflectance characteristics of the
162 nm counter-propagating pulse, single-shot autocorrelation optical setup are summarized
in the table below:

Optical Component Rp-pol (7.66 eV) Rp-pol (1.55 eV) Rp-pol HHG

Si-Wedge Beam-splitting Mirror 0.65 1.2 · 10−4 0.33− 0.69

5th H. Spherical Mirror 0.9 < 4 · 10−2 < 10−2

Al-coated Plane Mirror 0.82 0.74 0.86− 3 · 10−3

Total Reflectance 0.48 < 3 · 10−5 < 6 · 10−3

Table 3.1: Optical component reflectance and total setup transmission for operation at 7.66

eV. The values correspond to the 5th harmonic (7.66 eV/161.8 nm), fundamental

(1.55 eV/800nm) and high-order harmonic radiation (up to the observed 33rd order)

considering p-polarized light.

Taking into account the 5th harmonic beam divergence of 0.45 mrad [222], in addition to a
rough estimate for the source size of 180 µm and the distance to the dedicated experimental
chamber of approximately 11.7m, the estimated 5th harmonic beam diameter at the entrance
of the experimental setup is calculated to be approximately 5.4mm FWHM. Using this
value, the focal intensity distribution in a single branch of the counter-propagating pulse
optical setup has been simulated using the physical optics ray-tracing capabilities offered by
ZEMAX. The wavelength-specific simulation takes into account the propagation distance
within the optical setup, the wavefront division imposed by the Si wedge-mirror, as well
as the spherical mirror tilt-angle. Astigmatism is expected in the spherical mirror focus,
due to the non-zero incidence angle. Furthermore, additional focal spot shape distortion is
expected as a result of diffraction effects originating from the steep edge of the Si-wedge
mirror used for wavefront division.
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Choosing the plane of observation exactly at the theoretical focal point, as dictated by
the spherical mirror radius-of-curvature and defining an ideal Gaussian beam (M2=1)
with a diameter of 5.4mm FWHM, the intensity spatial profile at the focus has been
simulated using ZEMAX. The simulation result is presented in Fig.3.6, together with the
corresponding horizontal and vertical line-out profiles, obtained in each direction at the
maximum peak intensity.

162 nm:  Simulated Intensity Profile 

Figure 3.6: Single optical branch, simulated intensity spatial profile at the focal point for the

162 nm optical setup variant.

The simulated focal spot shows non-negligible spatial distortion, although overall it retains
a smooth Gaussian-like profile with a beam diameter of approximately 4.1 µm along the
horizontal direction and 2.85 µm along the vertical direction. The associated Rayleigh
length corresponds to 240 µm in the horizontal and 113.7 µm in the vertical direction,
respectively. This asymmetry is expected, in analogy to the asymmetry imposed by division
of the incoming beam wavefront.
It also worths pointing out that the simulated focal spot dimensions are not significantly
larger than those expected for a perfect Gaussian beam, assuming M2=1. As a comparison,
the calculated diffraction limited Gaussian spot size is 3.97 µm FWHM, considering an
initial beam diameter of 2.7mm FWHM (half of the initial 5th harmonic beam size). Note
further that the simulation results for the beam propagating on the opposite optical branch
are exactly the same.

2nd Order Autocorrelation at 62 nm

Entering the extreme-ultraviolet spectral range, with experiments both at free-electron
lasers (FEL), or with HHG radiation, the operation parameters at 62 nm (20 eV) have been
optimized.
Delay-scanning intensity autocorrelation measurements have been previously reported at
this wavelength range, both in the attosecond regime utilizing phase-locked high-harmonic
radiation [98,150,170,217], as well as for femtosecond FEL pulses [218].
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The most favorable non-linear process that can obtain a 2nd order autocorrelation signal
in this spectral range, is direct two-photon single ionization of He. Being in a spectral
regime, where every atomic or molecular system gets ionized by single-photon absorption,
He exhibits the highest single-ionization energy threshold, combined with a simple energy
level structure, avoiding resonant excitation complications.

He 1s2

20 eV 
He 1s2p20.96 eV 

24.58 eV He+

Figure 3.7: Non-resonant, two-photon, single ionization of He at 62 nm (20 eV).

The non-resonant, two-photon ionization window spans a photon energy range between 12.3
eV to just below 20.9 eV, providing the possibility to characterize extremely broadband and
short XUV pulses. Spectral overlap between the pulse spectral profile and a near-resonance
atomic state linewidth must be avoided to ensure an instantaneous non-linear response and
avoid any delay-independent signal background.
The resulting delay-dependent He ion signal can deliver a 2nd order autocorrelation mea-
surement. Nevertheless, at a lower photon energy, a three or four-photon transition can
also deliver a higher-order autocorrelation measurement, when the pulse intensity content
is sufficient, as reported in [231].
The corresponding set of optics delivers the highest possible throughput at 62 nm, while
effectively suppressing spectral contributions below 31 nm and in the vicinity of 800 nm (by
means of the Si-wedge mirror at Brewster angle, Fig. 3.3).

Figure 3.8: Calculated [224] total reflectance for the the complete 62 nm (20 eV) setup for

both polarization states. Experiments with FEL pulses at FERMI utilize light in

s-polarization, while the HHG experiments are performed in p-polarization, effectively

suppressing the strong infrared pulse at 800 nm (1.55 eV - not shown in this graph).
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3 Counter-propagating Pulse Single-Shot Autocorrelation

For a 2nd order autocorrelation measurement of seeded-FEL pulses, centered at 62 nm at the
free-electron laser FERMI [21], the mirror coatings were chosen so that they can effectively
suppress FEL-harmonic radiation, occurring at the undulators. Although theoretically
only the odd harmonic orders are expected [232], with the 3rd harmonic order to be the
most prominent, the 2nd harmonic order can also be present depending on the generation
conditions [233]. In this case, both the 2nd and the 3rd harmonic can lead to ionization of
He by single-photon absorption and thus this competing background signal can completely
mask the direct two-photon contribution.
The super-polished spherical mirrors (FM1, FM2) are coated with a 50 nm Mo layer,
sealed by a 2 nm B4C capping layer, whereas the plane redirecting mirrors (RM1, RM2)
use a Si coating. The overal reflectivity (including the Si-wedge mirror) is shown in Fig.
3.8. Furthermore, the 62 nm s-polarization reflectance values for the FEL experiment are
summarized in Table 3.2.

Optical Component Rs-pol (20 eV) Rs-pol (40 eV) Rs-pol (60 eV)

Si-Wedge Beam-splitting Mirror 0.76 0.57 8.8 · 10−2

Mo-coated Spherical Mirror 0.40 2.6 · 10−2 1.8 · 10−2

Si-coated Plane Mirror 0.59 2.4 · 10−2 2.6 · 10−3

Total Reflectance 0.18 3.5 · 10−4 4.1 · 10−6

Table 3.2: Calculated reflectance for 20 eV (62 nm). The values correspond to the FEL funda-

mental, second and third harmonic photon energies for s-polarized light.

The optical set has a broadband reflectance profile, with a peak value of 0.19 at around 19.5
eV. Furthermore, it effectively suppresses FEL harmonic radiation, while for experiments
using HHG radiation, additional spectral filtering using thin metallic bandpass filters [234,
235] can be realized. It should be noted, that similar collinear experimental arrangements,
utilizing a Brewster angle Si-plate combined either with a spherical Au-coated mirror [150],
or a bulk SiC mirror in normal incidence [219], reach at 20 eV a calculated [224] reflectance
of 0.08, or 0.24 respectively. Although a bulk (or CVD-coated) SiC mirror would offer a
higher overall reflectance, it was not accessible within the timescale of the present thesis.
Following the simulation approach as previously with the 162 nm setup, the focal intensity
spatial distribution has been simulated using ZEMAX and presented in Fig. 3.9.
The incoming 62 nm beam diameter at FERMI almost matches the 162 nm laboratory beam
diameter1 and for this reason the same simulation parameters (besides wavelength) were
used for the 62 nm simulation allowing a qualitative comparison.

1The rough estimation of the beam diameter at FERMI for 62 nm was 9-10 mm at 1/e2, in comparison to

9.2 mm for the 162 nm in the laboratory case.
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3.2 Experimental Case Studies

As expected for a shorter wavelength, astigmatism and diffraction effects become more
pronounced, as can be observed in the simulation results in Fig. 3.9.

62 nm:  Simulated Intensity Profile 

Figure 3.9: Single optical branch, simulated intensity spatial profile at the focal point for the

62 nm optical setup. The simulation uses the same parameters as in Fig.3.6, apart

from the new wavelength of 62 nm.

Neglecting either the spherical mirror tilt angle, or the Si-wedge beam-splitter edge, the
same simulation has been performed in order to provide insight on the origin of the observed
spatial distortion. The vertical spot shape deformation is mainly caused due to astigmatism,
whereas the horizontal is attributed mainly to edge-diffraction.
Although a fraction of the intensity is distributed in the periphery of the main spot, the
multiphoton signal is expected to originate directly from this central intense part of the beam.
The simulated spot diameter corresponds to 2.2 µm FWHM in the horizontal direction and
approximately to 1.6 µm FWHM in the vertical direction. The associated Rayleigh length
corresponds to 180.1 µm and 88.9 µm in the horizontal and vertical directions, respectively.
As a benchmark, a perfect Gaussian beam (M2=1) at the same wavelength and half
the beam diameter (corresponding to the horizontally divided beam) would focus to a
diffraction-limited spot of 1.5 µm FWHM, or alternately to 0.76 µm at FWHM when the
complete beam diameter is taken into account.

2nd Order Autocorrelation at 28.2 nm

The third optical component variant has been designed for 28.2 nm (44 eV FEL pulses),
intending to perform pulse temporal characterization measurements at FLASH in Ham-
burg [20,236].
In this photon energy range, a single-photon absorption already exceeds the first ionization
threshold of any atomic or molecular system. Identifying a suitable non-resonant, multi-
photon ionization process that can provide an intensity autocorrelation measurement as a
delay-dependent ion signal, becomes a non-trivial task. According to the preceding analysis,
a direct multiphoton process resulting in a multiply-charged ion, exhibiting no intermediate
resonances with atomic or ionic states, is suitable to provide such a signal.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

At this wavelength, a non-linear process that has been theoretically considered [230]
and utilized [215, 237] to obtain a 2nd order intensity autocorrelation is the two-photon,
direct double-ionization of He. The autocorrelation can be obtained through the delay-
dependent detection of doubly-charged He2+ ions. The non-resonant, two-photon double-
ionization mechanism and the corresponding ionization probability has received significant
theoretical [238–246, and references therein] and experimental [226, 247–250] attention,
since it is a prototypical process for dynamical three-body interaction. The corresponding
autocorrelation ionization scheme is outlined in Fig 3.10.

He 1s2

He+ 1s

He2+

He 1s2

He+ 1s

He2+

24.58 eV

44 eV

78.99 eV
65.39 eV He+ 2p He+ 2p

a) b)

Figure 3.10: a) Non-resonant, two-photon, double ionization of He at 28.2 nm (44 eV photon

energy), b) Sequential, three-photon (1+2), double ionization of He at 28.2 nm.

At 44 eV, non-resonant two photon absorption can lead to direct double ionization. In
direct two-photon double ionization, the two electrons are simultaneously ejected, sharing
the excess energy above the double-ionization threshold (Fig. 3.10a). As a non-resonant
2nd order nonlinear process, the doubly-charged ion signal can be used for a 2nd order
autocorrelation.
Alternately, sequential double ionization of He would require at least three-photons at
28.2 nm, involving a non-resonant, two-photon absorption process in the second step (Fig.
3.10b). Using this ionization pathway, the delay-dependent measurement incorporates time-
constants that depend on the ionization dynamics and potentially introduce deconvolution
ambiguities. However, the probability for this three-photon ionization pathway is reduced,
taking also into account that the two-photon ionization cross-section for the step He+→He2+

exhibits a local minimum at 28.2 nm [230].
Nevertheless, the ionization scenario depends on the XUV pulse duration and intensity
profile. A long energetic pulse will transfer a significant part of the He ground state
population to the singly-charged ion state with high probability, before the atoms in the
ground state can ’see’ the peak intensity of the pulse, favoring the sequential mechanism [64].
On the contrary, a weaker short pulse, exhibiting the same peak intensity, will efficiently
drive the direct double-ionization process and drive less population in the singly-charged
ionic state. This case is experimentally advantageous, avoiding space-charge repulsion
effects, typically degrading the performance of the utilized ion detection scheme. For the
FEL pulse experiment operating at 28.2 nm, additional attention must be taken, so that the
FEL harmonic radiation able to generate the doubly-charged He2+ signal by single-photon
absorption, is sufficiently attenuated.

52



3.2 Experimental Case Studies

The number of reflective optics utilized in the counter-propagating arrangement and the
normal incidence refocusing geometry impose reflectance limitations with increasing photon
energy. An optimum wavelength-specific multilayer coating has to be used for the normal
incidence spherical mirrors (FM1, FM2) and additionally the plane mirror (RM1, RM2)
coating shall exhibit optimum reflectance at the same wavelength.
The spherical mirrors use a Mg/SiC or alternately a Mg/SiC/Al multilayer coating, ex-
hibiting a peak reflectance at 28.2 nm [251–254], with no considerable competitor at this
wavelength range [255].
The initially utilized Mg/SiC coating showed severe reflectivity degradation accompanied
with a shady XUV beam footprint on the mirror surface, after the first experimental
attempts. Carbon surface contamination has been excluded and the possible cause has been
attributed to photochemical oxidation mechanisms on the Mg layer [255]. An improved
version of the multilayer system utilizing additional Al-Mg barrier layers [253, 254] has
been used, although without considerable improvement. The plane re-directing mirrors are
coated with a thin B4C layer, exhibiting the highest reflectivity at 28.2 nm for the utilized
angle of incidence.
The optical component individual reflectance characteristics are summarized in Table 3.3.

Optical Component Rp-pol (44 eV) Rp-pol (88 eV) Rp-pol (132 eV)

Si-Wedge Beam-splitting Mirror 0.49 4.4 · 10−3 2.3 · 10−2

Mg/SiC ML Mirror (1) 0.46 1 · 10−2 6 · 10−4

Al-Mg/SiC ML Mirror (2) 0.32 3.7 · 10−4 2.6 · 10−7

B4C-coated Plane Mirror 0.21 1.5 · 10−3 2.5 · 10−5

Total Reflectance (1) 0.047 6.6 · 10−8 3.4 · 10−10

Total Reflectance (2) 0.033 2.4 · 10−9 1.5 · 10−13

Table 3.3: Calculated optical component and total setup reflectance for 44 eV (28.18 nm). The

values correspond to the FEL fundamental, second, and third harmonic photon

energies for p-polarized light.

As the beam parameters where not precisely specified for 28.2 nm radiation at FLASH
and the estimated beam diameter is expected to be in the same range as that used in the
previous ZEMAX simulations, the focal spot intensity profile has been simulated using
the same parameter set apart from the corresponding wavelength. The simulated intensity
distribution at the focal spot is presented in Fig. 3.11.
In accordance to the previously observed behavior, the beam spot distortion further increases
at a shorter wavelength. A more pronounced fringe pattern forms in this case, especially
along the horizontal direction. The simulated spot diameter in the horizontal plane is
approximately 1.6 µm FWHM, far from its calculated diffraction limit of 0.69 µm FWHM.
This increased focal spot distributes a certain amount of intensity in the fringe pattern and
thus leads to a peak intensity decrease. The observed distortion can be minimized with
a smaller incidence angle or a longer focal length. The corresponding Rayleigh length is
calculated to be 200.6 µm in this case.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

28.2 nm:  Simulated Intensity Profile 

Figure 3.11: Single-optical branch simulated intensity profile at the focal point. The simulation

takes into account wavefront division and the spherical mirror tilt angle.

It should be noted that the simulated peak intensity drops by approximately 4.96 times, in
comparison to the perfect normal incidence geometry. Additionally, as pointed out before,
the intensity-dependence of the nonlinear signal is expected to confine the origin of the
doubly-charged ions in the central most intense part of the focal spot.

3.3 Two-photon Fluorescence Autocorrelation

The optical experimental setup has been initially aligned and characterized under ambient
conditions. The 62 nm mirror set has been used at the beginning, replaced by the other two
sets successively. A He:Ne laser has been employed to properly adjust the positions and
angles of the optical components and establish a spatial alignment. The optical components
are mount on an optical breadboard, used to introduce the complete pre-aligned setup in
the experimental chamber.
In a second step, a femtosecond near-infrared (NIR) laser pulse, following the exact optical
path of the He:Ne beam has been used to establish the temporal overlap between the
two counter-propagating pulses in their common focal spot. The NIR fs laser pulse is
provided by a commercial laser system (Light Conversion PHAROS 06-200-PP), seeded
by a diode-pumped ytterbium doped potassium gadolinium tungstate (Yb:KGW) laser
oscillator. The laser system delivers pulses with a tunable repetition rate between 1-200
kHz, at 1024 nm ± 5 nm (1.2 eV), a pulse duration in the range of 290-302 fs, and an
average output power of approximately 6 W.
Utilizing two-photon induced fluorescence in the liquid phase as a non-linear signal, the
temporal overlap could be established and the counter-propagating pulse geometry could be
optimized. The two-photon fluorescence light generated by each partial beam, originating
from two-photon excitation of CdSe quantum dots2 solved in hexane, is imaged using a
microscope objective on a CCD camera. The two-photon transition is non-resonant at
1.2 eV and well below the first excited state of the system [256–258] being suitable for an
intensity autocorrelation.

2Provided by Prof. Dr. H. Weller, Institute of Physical Chemistry, University of Hamburg.
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3.3 Two-photon Fluorescence Autocorrelation

a) b)
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Figure 3.12: Single-shot counter-propagating pulse optical setup pre-aligned and characterized in

ambient conditions. A He:Ne laser beam in combination with an NIR fs laser pulse

have been used to align the experimental setup prior to the experiments in vacuum.

The CdSe quantum dot solution is contained in a transparent optical-grade cuvette (Hellma
Analytics) and placed in the focal region. The complete experimental setup is shown in
Fig. 3.12a. The cuvette is marked as TPFc and the remaining components use the labels
previously defined in Fig. 3.2.
The magnified two-photon fluorescence distribution image, originating from both counter-
propagating pulse foci in the CdSe cuvette (Fig. 3.12b), allows for spatially overlapping
the two partial beams.
Furthermore, by equalizing the optical path lengths, an enhanced two-photon fluorescence
signal can be observed at their temporal overlap region. This is accomplished by linearly
translating both spherical mirrors (FM1, FM2), such that the two pulses temporally coincide
exactly in the focus.
An image of the spatially and temporally overlapping counter-propagating pulses is shown
in Fig. 3.13. The resulting two-photon fluorescence light distribution, spatially encodes a
2nd order autocorrelation of the NIR fs pulse, according to the delay-encoding principle.
The refractive index of hexane at 1024 nm corresponds to n=1.36 [259]. Taking into account
the CCD pixel size and the measured optical magnification, a temporal delay scale can be
assigned along the beam propagation axis, according to τ(x) = 2 · n · x/c (Eq.3.1).
The optical magnification has been measured by displacing the CCD camera, using a
µm-precision linear translation stage, along the axis parallel to the propagation axis and
monitoring the temporal overlap position shift. For an observed temporal-overlap position
difference of (22.5 ± 0.8) pixels/50 µm and a pixel size of 4.65 µm, the measured magnifi-
cation value corresponds to MTPF = 2.09 (Fig B.1). Taking these facts into account, the
temporal delay scales along the propagation axis with 20.2 fs/pixel.
The resulting second-order intensity autocorrelation trace, obtained as an average measure-
ment over multiple laser pulses, inseparable with the utilized CCD camera due to the high
repetition rate, is presented in Fig. 3.13. The autocorrelation trace exhibits a Gaussian
profile with a temporal width of τAC = 503.9± 20.9 fs FWHM. Assuming a Gaussian pulse
temporal profile and using the corresponding deconvolution factor (

√
2) this corresponds to

a pulse duration of τp = 356.3± 18 fs FWHM.
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3 Counter-propagating Pulse Single-Shot Autocorrelation

Figure 3.13: Counter-propagating pulse 2nd order intensity autocorrelation obtained by two-

photon fluorescence, emitted by CdSe quantum dots in solution.

The measured duration is in good agreement with the anticipated value. It should be
stressed, that the measurement has been obtained parasitically during a period where
the pulse compression has been optimized for second-harmonic generation in the laser
system accompanying harmonic generation module (HIRO). The pulse was utilized by a
different experiment and therefore its compression has not been tuned in order to achieve
the manufacturers specified values.
Nevertheless, according to the compression calibration chart [260], the measured 356.3± 18

fs pulse duration appears to be in very good agreement with the expected value of 370± 10

fs at the utilized compressor setting.
The effects of chromatic dispersion, due to propagation through the cuvette, on the pulse
duration are negligible in this case. With the use of Sellmeier’s equation provided in [259],
the group velocity dispersion (GVD) in hexane at 1024 nm, is calculated3 to be 56.75
fs2/mm. The pulse travels through 1.25 mm quartz (cuvette wall thickness, GVD=23.39
fs2/mm) and subsequently through 2.5 mm in hexane until it reaches the temporal overlap
position. With the above values, the accumulated group delay dispersion is 171.11 fs2.

3GVD=
λ
3

2πc2
·

d
2
n(λ)

dλ2
, here λ=1024 nm.
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3.3 Two-photon Fluorescence Autocorrelation

Considering a bandwidth-limited pulse of 290 fs FWHM duration, the shortest reported
duration, the pulse stretches after propagation to 290.005 fs FWHM, resulting in a non-
observable change. Longer pulses with narrower bandwidth are influenced even less and
in the case of an initial negative chirp the pulse will be slightly compressed. Nevertheless,
due to the pulse’s narrow spectral bandwidth the changes induced in the cuvette will be
infinitesimal, not influencing the autocorrelation measurement outcome.
In summary, a counter-propagating pulse optical arrangement designed to deliver a single-
shot intensity autocorrelation in the VUV-XUV range has been presented. This approach
encodes the required non-linear signal delay dependence in space, such that it can be
spatially resolved using an imaging detector on an individual-shot basis.
Limitations related with the multiphoton ionization mechanisms delivering the intensity
autocorrelation signal have been discussed and three different second-order processes span-
ning from the VUV to the XUV range have been considered.
The corresponding optical sets associated with each of the proposed experiments have been
described along with their simulated optical properties and resulting focal intensities.
Finally, the implementation of the counter-propagating arrangement, together with the
first characterization results have been presented. Non-resonant two-photon fluorescence,
emitted by CdSe quantum dots in solution, excited in the NIR has been used to optimize the
pulse temporal overlap in their common focus and additionally provide a first benchmark
intensity autocorrelation measurement. The two-photon fluorescence light distribution has
been spatially resolved in the common focus of two counter-propagating NIR pulse replicas,
providing a spatially-encoded intensity autocorrelation measurement.
Extending the described methodology in the VUV-XUV spectral regime requires an equiva-
lent multiphoton microscopy detection scheme and for this purpose an ion-imaging time-of
flight spectrometer, or an ’ion microscope’, has been designed and realized. The following
chapter describes the design and implementation of this instrument.
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4 Ion Imaging Spectrometer:

Mass-Charge Selective Ion Microscopy

Focusing intense ultrashort pulses on a gas target and recording the ionization product
yield has allowed the study of atomic and molecular ionization dynamics down to sub-
femtosecond timescales from the visible to the x-ray spectral range. In a typical experiment,
the ionization products are collected as a function of the pulse intensity or the delay between
two consecutive pulses, delivering information on the ionization pathways and the intrinsic
time-constants associated with the system under study.
In most cases, the ionization process intensity-dependence is obtained using an ion/electron
time-of-flight (TOF) spectrometer. The acquired signal is originating from an extended
volume within the focal region, with dimensions which depend on the instruments detection
solid angle. This signal is a convolution of the intensity-dependent ionization product yield
with the corresponding focal intensity distribution within the detection volume. Although
a Gaussian intensity profile is commonly assumed, observationally inaccessible effects on
the focal intensity distribution, originating from diffraction, beam quality imperfections
and optical aberrations can significantly alter the particle yield in realistic experimental
conditions.
The ability to resolve the ion/electron yield spatial distribution with sufficient resolution can
give access to such information [70,261–264]. In many cases this is necessary for meaningful
comparison between experimental results and theoretical predictions, while it can further
enable elaborate experimental techniques, previously not feasible.
In the context of this experimental work, a spatially-resolving detection technique is is
required in order to record the spatial distribution of the multiphoton ionization yield in
the focal region of the counter-propagating pulse optical scheme. For this purpose, an ion-
imaging TOF spectrometer, which provides a magnified image of the ion distribution in the
focus of an ionizing light pulse in a mass-charge selective manner, has been experimentally
realized. The ion microscope design and operation concept and has been presented in a
previous work [265]. The current design is a simplified, adapted version of the previous
instrument using minor modifications that resolve previous practical limitations and match
the specifications relevant to the experiments described in this thesis.
This chapter discusses the design and experimental implementation of an ion-imaging time-
of-flight spectrometer, or an ’ion microscope’. A schematic overview of the instrument is
presented, followed by a detailed description of each section of the instrument. Furthermore,
a collection of simulation results obtained using SIMION [266], related with the expected
performance, specifications and practical limitations of the ion imaging system is presented.
In the final section, a set of basic characterization measurement results is presented and
discussed.
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4 Ion Imaging Spectrometer: Mass-Charge Selective Ion Microscopy

4.1 Ion Microscope General Layout

The ion imaging time-of-flight spectrometer consists of four main sections illustrated in Fig.
4.1. From the left to the right hand side these are, the ion optics section responsible for
the ion image formation, the ion flight tube where ions drift in a field-free region towards
the detector, the position-sensitive detector unit where the ion image is projected and
transformed to an optical image and finally the external data acquisition unit. The three
first sections are kept under ultrahigh vacuum conditions (typically below 10−7 mbar),
whereas the data acquisition unit is external to the hosting experimental vacuum chamber.
The complete instrument is mounted on the main experimental chamber via a three-axis
linear positioning stage (VAb PM 112), allowing adjustment of the ion microscope position
with respect to the ionizing light beam with 10 µm precision.
A magnified image of the ion distribution formed after the interaction of a focused light
pulse with a gas target, can be obtained for every individual shot in combination with
the corresponding ion time-of-flight (TOF) spectrum. Taking advantage of the fact that
ions with different mass/charge ratio exhibit different flight times, the ion microscope
additionally provides the possibility to image ions in a mass-charge selective manner by
applying a precisely timed temporal gate on the detector gain.
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Figure 4.1: Ion Microscope general layout illustrating the main sections of the instrument and

the general operation principles.

A brief description of the instruments general operational principle will be given here as an
introduction to the detailed discussion of each respective section in the following parts of
this chapter. Beginning from the left-hand side on Fig. 4.1, a gas target, supplied with an
integrated pulsed valve (Parker Series 9) is ionized in the focus of a light pulse. The valve
is synchronized with the light pulse and its opening time can be adjusted using a dedicated
commercially available controller (Parker IOTA One).
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4.1 Ion Microscope General Layout

A set of cylindrically symmetric electrodes, the ion optics system, form a magnified image
of the ion distribution generated within the light pulse focal volume on the surface of
a position-sensitive detector. Ions that are created between the two first electrodes, are
first extracted in a homogeneous electric field in the order of several kV/mm, created by
applying a positive high voltage on the first electrode (REP). In a second step, the ions
propagate through the successive three electrodes which constitute an electrostatic lens,
controlled by a second positive high voltage (LENS) and a high resolution magnified image
of the ion distribution is projected on the detector surface (DET). The position-sensitive
detector consists of a microchannel plate stack (MCP) paired with a thin YAG:Ce crystal
scintillator. On ion impact the MCP stack releases a confined electron cloud which is
accelerated towards the surface of the YAG:Ce crystal scintillator, emitting fluorescence
light at the point of electron impact. In this way the ion image formed on the MCP detector
surface is converted to an optical image and it is subsequently recorded with a CCD camera
(Allied Vision Pike) located externally to the experimental vacuum chamber.
The optical arrangement paired with the CCD camera is modular and consists of two
different parts, either providing the possibility to acquire a non-magnified image (1:1
imaging) utilizing an optical relay imaging system, or alternatively, directly image the
scintillator crystal surface using an objective lens coupled to the CCD camera. In the latter
case, the image is obtained with an additional measured demagnification of 0.48. The
1:1 imaging unit consists of two identical camera objectives (Voigtländer Nokton 25 mm),
one of which is attached on the CCD camera and utilized also for direct imaging and a
beam-splitter plate (Edmund Optics 68-375) which transmits 80% of the light to the CCD
camera and reflects 20% to be collected on a photo-multiplier tube cathode (PMT) with a
second lens, providing the ion time-of-flight spectrum in an optical manner. Alternatively,
the 1:1 imaging unit is removed and the CCD camera with a single objective is used for
direct imaging. Transmission losses and imaging distortions favor the direct imaging option,
delivering an overall sharper and brighter image. In that case, the ion TOF spectrum can
be acquired by electrically decoupling the high-frequency signal from the scintillator surface
using a high-pass RC circuit. The YAG:Ce crystal is coated with a thin Al layer on the
front surface, effectively acting as a collection anode electrode in that case.
Ions with different mass-over-charge (m/q) ratio arrive at the detector at different times,
in well separated intervals in the microsecond timescale, permitting selective detection of
different ion species. By using an adjustable temporal gate on the detector gain, realized
with a fast high-voltage switching module, ions of an individual mass/charge state can be
selectively imaged. This is a very important feature, assisting in background ion signal
suppression, or alternatively, providing the possibility of performing mass/charge resolved
imaging studies. The temporal separation between ion TOF spectra corresponding to
successive light pulses allows operation up to a 100 kHz pulse repetition rate without ion
TOF peak overlap, although the overall instruments capabilities are limited by the current
high-voltage switching module to 1 kHz and additionally by the utilized CCD camera to
approximately 30 Hz.
A three-dimensional CAD model of the ion microscope as it has been experimentally realized
is shown in Fig. 4.2. The four main instrument sections, namely the ion optics section, the
field-free flight tube, the position-sensitive detector and the location where the external
imaging system is mount are explicitly indicated.
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Figure 4.2: Ion Microscope 3D CAD model cross-section as it has been experimentally realized.

The four main instrument sections, namely the ion optics section, flight tube, position-

sensitive detector and external imaging system are explicitly indicated. The external

imaging system and the pulsed gas valve are not shown here for illustration simplicity.

The pulsed gas valve is fixed on the bottom-side of the demountable ion-optics assembly in
a specially designed insulating (PEEK) cylindrical spacer plate which ensures centering
and isolates electrically the valve from the first electrode (REP). The pulsed operation
reduces the overall gas load and the gas target reaches the interaction region through the
first electrodes aperture. The influence of mechanical vibrations originating from the pulsed
valve operation has been investigated and no visible effects have been found on the ion
image.

4.2 Time-Gated Position Sensitive Detector

The magnified image of the ion distribution must be converted to an optical image in
order to be acquired and evaluated. For this purpose, a self-assembled, charged-particle
position-sensitive detector (PSD) has been designed and realized (C.1).
The complete detector is assembled and mounted in a dedicated insulating housing which
is designed such that all the detector parts are efficiently insulated, shielded, pumped and
optimally positioned with respect to each other, in order to minimize spatial resolution
degradation. The resulting optical image is transmitted through an optically flat (λ/10),
anti-reflection coated window and imaged with the optical arrangement described above,
which is fixed on a dedicated optical breadboard on the top of the detector vacuum flange.
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4.2 Time-Gated Position Sensitive Detector

A specially designed metallic ring (not-shown here) acts both as a mount for the first
camera objective, minimizing light loss and ensuring sharp imaging of the YAG:Ce screen,
as well as a clamp for the vacuum-window. The detector consists of a microchannel plate
(MCP) stack, using two MCP plates in a Chevron arrangement, paired with a thin YAG:Ce
scintillator crystal. A schematic of the complete detector assembly and its position when
mounted on the ion microscope flight-tube is shown below (Fig. 4.3).
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Figure 4.3: a.) Three-dimensional CAD model of the position-sensitive detector (PSD) section.

b.) Cross-section view of the assembled detector unit. c.) Schematic of the PSD

operation principle along with the relevant experimental parameters.

A microchannel plate [267,268] is a thin high-resistance glass plate hosting a two-dimensional
array of 104-107 secondary-electron multiplier channels (microdynodes), contacted in parallel
with a metallic coating on the plates surface. Typical channel diameter and inter-channel
spacing dimensions are in the order of 10 µm and the channels are usually biased at a small
angle (±8o) to the plate surface, increasing the probability for secondary emission. Energetic
particles (photons, electrons, ions) impacting on a channel create secondary electrons and a
single MCP plate typically exhibits an electron multiplication factor (or gain) in the order
of 104. The detection efficiency of an MCP plate for positive ions, relevant to this work,
lies between 50% -60% [269,270] at the typically reached 5 keV electron impact energy. In
a Chevron MCP arrangement the two plates are oriented such that their channels form a
V-shape configuration, increasing the detectors gain to approximately 107 [267, 268], while
avoiding ion feedback effects.
The MCP plates that were available for the particular detector are of 25 mm diameter and
specified with a channel diameter of 10 µm and a center-to-center channel spacing of 12 µm.
The two plates are electrically contacted using a 100 µm thick, gold-plated ring electrode,
providing a stable intermediate voltage. This is important in order to avoid high-voltage
afterpulse (ringing) effects when the detector is operated in a time-gated mode.
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The MCP pair is operated below saturation (nominal voltage: 850 V per plate) in a linear
amplification range. The electrons exiting the stack are accelerated in a strong homogeneous
electric field towards the scintillator surface, located approximately 500 µm away from the
second MCP, in order to minimize their spread.
The YAG:Ce scintillator crystal is 500 µm thick, polished on both sides and coated with a
20 nm Al layer on the front surface. The Al coating serves as a high-voltage electrode as well
as a charge collection anode for ion TOF signal decoupling as discussed above. The YAG:Ce
scintillator emits at 550 nm upon excitation, exhibiting a fast decay time of approximately
70 ns [271], while it shows a high radiation-damage resistance [272]. A thin crystal is
used for an improved spatial resolution, expected to be better than 10 µm according to
the results presented in [273]. Alternatively a YAP:Ce crystal has been also considered,
exhibiting a higher light output at the expense of an inconvenient emission wavelength at
370 nm. This option was experimentally investigated, using a 370 nm light-emitting diode,
which was found not to transmit over the external imaging system.
The high spatial resolution offered by the MCP channel pattern, together with an excellent
time resolution (< 100 ps), constitutes an MCP detector ideal for charged-particle time-of-
flight spectroscopy and imaging applications. Typically, an MCP-based imaging detector
employing a single MCP plate, assisted with centroid analysis software, can reach a spatial
resolution in the order of the MCP pore separation distance (10 µm). In a stacked Chevron
MCP detector the spatial resolution is expected to deteriorate due to the fact that signal
from one channel in the first plate will inevitably spread to more channels in the second
plate [267], as illustrated in Fig. 4.3c. Additionaly, the increased gain can lead to an
increase in electrostatic repulsion at the second MCP plate exit. For this reason, a high
voltage applied between the MCP detector back surface and the scintillator screen is used
in order to minimize space-charge broadening effects. After optimizing the MCP-scintillator
spacing and voltage difference, as well as the MCP applied voltages, it is the size of the
resulting fluorescence spot on the scintillator screen originating from a single channel in the
front plate, that determines the spatial resolution of the detector. The measured scintillator
fluorescence spot size for the described detector corresponds to 76 µm ± 15 µm.
As mentioned above, the detector can be operated in a time-gated gain mode providing
the ability to selectively image ions of an individual mass/charge state. In this case a
high-voltage pulse with a controllable temporal width and timing is applied on the second
plate, effectively switching the detector gain on for a short time interval in the 10-ns
scale. Matching the timing of the high-voltage pulse with the desired mass/charge ion
time-of-flight, allows for exclusively imaging the particular ion species. The fast high-voltage
pulse is provided by a commercial switching module (Photek GM-MCP-2) which can deliver
a pulse as short as 9 ns at full-width-at-half-maximum (FWHM) in up to 1 kHz repetition
rate.
A trigger signal, provided in the laboratory by a fast-photodiode installed close to the laser
beam output port, is used together with a delay generator for defining the high-voltage
gate-width and timing. Due to the fact that the acquired ion time-of-flight spectrum is
directly connected to the ion image obtained, the temporal gate tuning can be effectively
performed in real time and the desired ion peak can be selected, ensuring that no undesirable
ionic species will contribute to the final ion image.
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4.3 Ion Imaging: Ion Optics and Simulation Results

High-Resolution Ion Imaging

The ion optics section has been designed such that it can accommodate a light beam of
up to 10mm in diameter without clipping, providing the possibility for refocused beam
experiments using normal incidence focusing optics.
The ion optics set consists of four cylindrical electrodes, precisely spaced in a concentric
arrangement. Ions are generated in the light beam focal volume which is adjusted to lie
exactly in the middle between the first and second electrode. This position, which is the
design ion starting position, will be from this point on denoted as xnom. The first electrode
is set to a positive high voltage (typically 10 kV, maximum 20 kV) whereas the second
electrode is kept at ground potential. The ions generated between the first two electrodes
are accelerated in a strong homogeneous static electric field towards the detector. The
second, third and fourth electrode are forming an electrostatic immersion lens which is
adjusted by a positive high voltage applied on the third electrode (schematically shown in
Fig. 4.1). The electrodes are made of oxygen-free high conductivity (OFHC) copper and a
lapping finishing process ensured a high degree of planarity and a very low surface roughness.
Spacing and centering is achieved with a very high degree of accuracy by precision insulating
(PEEK) spacers. Together with the two additional insulating cylindrical mounting plates
they form a compact demountable assembly that is fixed on the bottom part of the field-free
flight tube (Fig. 4.2, Fig. C.2).
The ion imaging properties of the system rely on the ratio between the two positive high
voltages, the electrode aperture dimensions and the distance between the consecutive
electrodes. A detailed description and optimization of the ion optical system can be found
in [265] and the basic charged particle optics principles underlying the ion imaging system
design, are thoroughly discussed in a wide variety of excellent textbooks and journal articles,
as for example in [274–277] to list a few. Two minor differences in the new design compared
to that discussed in [265], are the distance between the first two electrodes and the electrode
size. An increased electrode diameter ensures a homogeneous electric field at the extraction
area, avoiding any electrode edge effects. Furthermore, the larger spacing between the
electrodes allows an incoming light beam of larger diameter (up to 10mm) to pass through
the electrode before being refocused and it only affects the voltage ratio providing a sharp
image on the detector surface (DET). For the current ion optical system parameters, the
optimized voltage ratio corresponds to:

VLENS/VREP = 0.3717 (4.1)

The ion imaging properties of the ion microscope have been simulated using SIMION
and additionally a set of tolerance studies, corresponding to the relevant and anticipated
experimental parameters has been performed. SIMION is a well established ion optics
simulation program that uses finite difference methods together with a fourth order Runge-
Kutta numerical integration algorithm. It can simulate electric fields and the trajectories
of charged particles propagating in those fields for a given configuration of electrodes and
particle initial conditions [266].
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A generalized schematic of the simulation parameters used for computing and optimizing
the main imaging properties of the system, namely the ion image magnification and spatial
resolution and their dependence on the relevant experimental parameters is shown in Fig.
4.4. The numerical grid unit size used corresponds to 10 µm, while choosing a smaller grid
size did not show any deviations in the results presented below.
In order to develop an intuitive understanding, the presented set of simulations makes use
of homogeneous cylindrical ion distributions defined by their radius R and length L. Using a
cartesian coordinate system, the ions propagate towards the detector in the x-axis and the
detector plane is parallel to the z-y plane. The cylinder axis is coincident or parallel with
the light beam propagation axis (y) and the light pulse polarization direction is along the
z-axis as experimentally realized. The ions are assigned with a specific mass, charge, initial
starting position and velocity and are subsequently propagated in the electric field created
by the ion microscope electrodes. As a result, the final ion properties of interest are recorded
when they encounter the detector surface. The ion initial kinetic energy is considered
to be thermal (38 meV at 21 ◦C, according to the equipartition theorem of energy) with
directions in a spherical homogeneous distribution with the ion channel dimensions, unless
otherwise stated. Additionally, in order to evaluate the spatial resolution of the system,
a set of cylindrical disk pairs were defined in a direct analogy to line-pairs used in optics.
The individual cylindrical disks are defined by their radius R and length T (or thickness
in that case, as L is used for defining the total distribution length), whereas the disk-pair
separation is given by the parameter s and the separation between two consecutive pairs by
D as illustrated in Fig. 4.4.
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Figure 4.4: SIMION Simulation: Electrodes and ion definition parameters. The red lines depict

an equipotential map in the area between the electrodes. The ion distribution is

described by a cylindrical distribution. The light propagation axis is matching with

the y-coordinate, the ion optical axis with the x-coordinate (the ions propagate in

the x direction towards the detector) and the light polarization vector in the actual

experimental implementation is directed along the z-coordinate.

A sharp magnified image of the ion distribution, starting at xnom, is formed on the detector
surface located at xnom + 695 mm in the x-axis coordinate, when the optimized voltage
ratio VLENS/VREP = 0.3717 is used.
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The ion image magnification depends on the voltage ratio, or equivalently, on the ions
starting position as shown in Fig. 4.6. The magnification design value corresponding to the
sharpest image on the detector for this system is:

Mtheor. = 24.5 (4.2)

A simple imaging simulation example is illustrated in Fig. 4.5. A distribution of seven
individual Kr+ ion cylinders (10000 particles/cylinder) with their axis oriented parallel to
the y-axis, located at xnom in the x-axis direction (Fig. 4.4) has been defined. The ion
cylinders have an individual diameter of 2×R = 10 µm (x,z-axes), length of L = 734 µm
(y-axis), matching the actual 18 mm detector active diameter (taking into account Eq.
4.2) and are mutually spaced by 100 µm along the z-coordinate. The voltages used are in
accordance with Eq. 4.1 and VREP = 10 kV. As soon as the ions reach the detector, their
final position (z, y) is registered and the resulting distribution is presented in Fig. 4.5b.
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Figure 4.5: Simulated Kr+ ion image on the detector plane (detector diameter: 18 mm). The

circular ion image cut is due to the detector shape. The ion image is magnified

by Mtheor. = 24.5. A minor imaging distortion effect (pincushion) is observable at

the detector edges. 4.5a) The initial ion distribution for the SIMION simulation

corresponds to seven Kr+ ion cylinders with R = 5 µm, L = 734 µm (y-axis), placed

at xnom, spaced by 100 µm per cylinder along the z-axis and their axis oriented

parallel to y-axis. 4.5b) Simulated ion image on the detector plane.

An ion cylinder image spacing of 2450 µm on the detector plane, per 100 µm initial dis-
placement in the interaction region, is in accordance with Eq. 4.2. Imaging distortion
is evident at the detector ion image edge, although the resulting magnification deviation
shows only 2% maximum difference with the nominal value at the detector edge. Taking
into account that the most important information is expected in the central part of the ion
image this aberration is not expected to exert significant imaging restrictions (abberation
specific simulation results are shown in Fig. C.5). Furthermore, when of importance, the ion
microscope may successively obtain a series of images that can be later combined utilizing
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the higher quality central part of the image. Varying the ion channel diameter between
1 µm - 30 µm and using the same simulation parameters, did not show any deviations from
the results presented in 4.5, apart from the anticipated line thickness increase according
to the simulated magnification value. The results presented above are valid when the ion
cylinder-axis, or the center-of-mass of the ion distribution, is located exactly in the middle
between the two first electrodes at x=xnom. As mentioned before the ion imaging system
magnification depends on the ion initial position and a set of simulated magnification values
can be found below (Fig. 4.6).
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Figure 4.6: Variation of the ion image magnification as a function of the ions starting position

along the ion optical axis x, referenced with respect to the design position xnom.

It is worth noting at this point, that as the initial position difference from the xnom grows,
the simulated imaging aberrations enhance and as a result the resolution drops. This
tendency enhances towards the repelling electrode direction (minus sign in the position
difference) where the magnification decreases. The imaging quality does not show an
observable change for ion starting positions within ± 100 µm around xnom, although an ion
distribution with a wide x-axis extent will experience a broad range of magnification values,
compromising the ion imaging resolution as will be discussed in detail below.
In connection to the initial x-axis position imaging properties dependence, the depth-of-focus
of the ion imaging system has been found to depend on the ions initial velocity, both in
terms of its absolute value, as well as its direction. The ion optics depth-of-focus is defined
in this context as the position interval ∆x along the x-axis, in which ions that originate
from, will end up in a well-defined circular area (spot) on the detector surface. Without
loss of generality, this can be defined by the spacing between two MCP pores (here 12 µm),
ensuring that ions starting within ∆x, sharing the same z,y coordinates, will end up in a
single MCP pore on the z,y detector plane. By applying a higher repelling voltage (REP),
while satisfying the VLENS/VREP condition (4.1), the depth-of-focus of the ion microscope
grows due to the relative increase of the x-axis acceleration vector component.
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The corresponding simulation results are illustrated in Fig. 4.7 and supplementary results
are contained within Appendix C. A cylindrical ion distribution (500 ions), defined in a
similar manner as previously, with R=L=0.4 µm and the cylinder-axis coinciding with the
y-axis, is imaged on the detector plane. The ions y-position standard deviation (identical
results obtained in the z-direction) is recorded as a function of their initial starting position
along the x-axis. The cylinder length L (y-axis) is chosen such, that one ion cylinder does
not impinge in more than a single MCP channel, when starting at xnom.

a) b)

Figure 4.7: Ion Microscope Simulated Focusing Properties: Ion optical system focal properties

as a function of the repelling electrode (REP) voltage. Simulation parameters: Kr+

ions, R=4 µm, L=4 µm, K.E.=38meV, (x,y,z)=(var.,0,0). The ion position standard

deviation on the detector increases with the ion starting position along the ion optical

axis (x). Higher repelling electrode voltages, while satisfying the optimal imaging

voltage ratio, lead to a depth-of-focus increase. Horizontal lines: integer multiples of

the utilized MCP plate channel spacing (12 µm).

The y-position standard deviation minimum shown in both plots of Fig. 4.7 corresponds to
the focal position of the ion optical system, exhibiting the highest spatial resolution, which
for the given voltage ratio (0.3717) corresponds to xnom. The y-axis on both plots scales
with the ions initial position difference with respect to xnom. As a guide to the eye, the
multiples of the MCP channel spacing are marked with dashed lines. As shown in both
plots, only ions that start within a finite distance ∆x from xnom will end up in the same
MCP channel (generally, same location on the detector surface), depicting the ion optics
depth-of-focus dependence as a function of the repelling electrode voltage (4.7a) and ions
initial kinetic energy (4.7b) respectively.
In Fig. 4.7a, the depth-of-focus dependence on the repelling electrode voltage (REP)
is shown, for Kr+ ions with a thermal initial kinetic energy (38 meV) and directions
in a spherical distribution as defined above. The results are ion mass independent and
a comparative benchmark simulation has been performed using He+ ions, presented in
Appendix C. As described above, a higher repelling voltage corresponds to a broader
depth-of-focus as clearly visible in Fig. 4.7a. A practical limitation to the maximum voltage
that can be experimentally applied in that case is imposed by the presence of the target
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gas which at a critical density will promote an electrical discharge between the electrode
and the surrounding surfaces at ground potential.
The depth-of-focus as a function of the absolute initial ion kinetic energy for REP at 10kV
is illustrated in 4.7b. A lower ion initial kinetic energy will result in an increased depth of
focus. This can be achieved experimentally by means of a cold gas target supplied by a
skimmed supersonic molecular beam at the expense of target density [278], neglecting for
the time being the case where molecular dissociation will result in energetic ionic fragments.
As mentioned above, the direction of the momentum vector plays an important role and
when aligned with the ion propagation axis (x) the effects presented in Fig. 4.7 become
negligible. This has also been verified by performing an additional benchmark simulation
with a well defined directional (x) initial momentum (App. C, Fig. C.4).
The results illustrated above describe the case where the ion distribution starts at xnom,
where the VLENS/VREP voltage ratio (4.1) is optimized for the highest resolution as will
be discussed in detail in the next paragraph. For an ion distribution formed at a different
position along the x-axis, sharp ion imaging can be achieved by tuning the VLENS/VREP

voltage ratio as shown in Fig. 4.8.

a) b)

Figure 4.8: a) Fine tuning of the ion optics focal plane can be achieved by changing the

VLENS/VREP voltage ratio while retaining the ion imaging properties of the system.

The simulation parameters are identical to those in 4.7a for REP: 10kV. b) Ion imag-

ing simulation with the exact simulation conditions to the results shown in Fig. 4.5

but with ions starting 60 µm closer to the REP electrode and VLENS/VREP = 0.3757

providing identical results.

As previously mentioned, efficient positioning of the ion microscope with respect to the
photon beam can be achieved with 10 µm precision using the VAb 3-axis positioning stage.
Fine adjustment of the ion optics focal plane (x-axis) in order to experimentally match
the ions starting position, can be achieved by tuning the VLENS/VREP voltage ratio as
shown above (4.8). When the voltage ratio is chosen such that the standard deviation
minimum coincides with the ion channel x-coordinate position, the ion imaging quality is
retained, exhibiting the exact characteristics as if the ion channel would be located at xnom.
A simulated example is illustrated in Fig. 4.8b showing the Kr+ ion image on the detector

70



4.3 Ion Imaging: Ion Optics and Simulation Results

plane for such a matched x-axis starting position / voltage ratio combination. The ion
distribution cylinder axis is set to be 60 µm below xnom, closer to the REP electrode surface
(-60 µm). The remaining simulation parameters are exactly the same as those used for the
simulation shown in Fig. 4.5 in order to allow a direct comparison. By choosing the LENS
electrode voltage as VLENS/VREP = 0.3757 being the ratio that is shown to provide the
sharpest image for this position (Fig. 4.8a), a sharp ion image is formed on the detector
surface exhibiting the exact magnification (24.5) and ion imaging quality as shown before
(Fig. 4.5b).
One aspect of high importance to the envisioned experimental applications of the ion
microscope, is the achievable spatial resolution. As already discussed, charge spread and
repulsion mechanisms in the PSD detector are expected to impose limitations on the
ultimate spatial resolution defined by the MCP pore spacing. The external optical detection
system exhibits a spatial resolution better than 10 µm, characterized with a transmissive
calibration scale plate (Pyser-SGI) and thus does not compromise the instruments resolution.
It is therefore important to assess to which degree the native ion imaging systems spatial
resolution depends on experimental parameters, such as the initial ion channel dimensions,
position and initial velocity distribution. An additional set of dedicated SIMION simulations
has been performed, mainly in order to provide an intuitive understanding of the influence
of each of those parameters in the ion optical imaging system performance. A cylindrical
disk-pair Kr+ initial ion distribution is used, as illustrated in detail in Fig. 4.4. Briefly, a set
of cylindrical disk-pairs is defined along the light propagation axis y, in a direct analogy to
line-pairs in optics. The ability to spatially resolve the disk-pair ion image on the detector
surface has been evaluated for pairs spaced in a range between 1 µm - 3 µm. The simulation
results reported below correspond to a REP: 10 kV / LENS: 3.717 kV voltage combination
as this was commonly used during the experiment. A higher repelling electrode voltage did
not show significant improvement apart from the already reported initial kinetic energy
compensation effects.
A typical simulation input and output, illustrating both a fraction of the ion initial
distribution, as well as the corresponding detector-plane ion image (y-z plane), is shown
below (Fig. 4.9). The ion disk-pair distribution, set to begin in the interaction region
(nominal ion starting position), is shown in Fig. 4.9a. The Kr+ ion disk-pairs with R=5 µm,
T=0.1 µm, D=5 µm, L=370 µm (See Fig.4.4), separated here by s=1 µm along the y-axis,
begin with no initial kinetic energy with their axis parallel to y and centered at x=xnom.
The resulting ion image on the detector plane is shown in Fig. 4.9b, exhibiting a radial
spatial resolution variation (here on y-axis for simplicity). This is interpreted as a combined
effect of imaging aberrations, distortion but mainly ion imaging depth-of-focus limitations.
A systematic study was performed with a series of simulations as that shown in Fig. 4.9,
varying the initial ion cylinder radius, velocity, or starting position while keeping the
remaining parameters constant. The ion cylinder radius has been identified as the most
influential parameter. Ion distributions with a broad x-axis extent (∆x) will experience a
range of magnification values depending on the respective ion starting position.
A representative example is shown in Fig. 4.10, combined together with Fig. 4.9b, as both
utilize the exact simulation parameters apart from the ion cylinder radius. For an increasing
radius, the 1 µm spatial resolution is attained for a shorter distance from the origin (y=z=0),
as it becomes apparent from the corresponding disk-pair ion detector images.
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a)
Object-plane Initial Ion Distribution:  

Kr+, R= 5 μm, L = 370 μm, s = 1 μm,    

D = 5 μm,  T = 0.1 μm

b)

Figure 4.9: Spatial resolution simulation: 1 µm spaced Kr+ ion line-pairs along the light-

propagation axis (y). Simulation parameters: REP = 10 kV, LENS= 3.717 kV,

ion cylinders with R=10 µm, T=0.1 µm, s=1 µm, D=5 µm, no initial kinetic energy,

according to Fig. 4.4 definitions. a) Initial ion distribution defined at the interaction

region (x=xnom), b) Simulated ion distribution on the detector surface.
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R = 0.5 μm

R = 10 μm

Figure 4.10: 1 µm cylinder-pair resolution simulation as a function of the initial ion cylinder

radius (a: R=0.5 µm, b: R=10 µm, detector-plane ion distributions). Apart from

the cylinder radius, the simulation parameters are identical to the one shown in

Fig. 4.9. As previously described, the spatial resolution deteriorates as the ion

distribution extent grows along the x-direction.
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In the case of an ion cylinder with R =0.5 µm, the disk pairs can be resolved even when
they begin at a 370 µm radial distance (here y-direction) corresponding to the complete
detector active area radius (LDET ≈ 9mm, Eq. 4.2). On the contrary, in the case of
an ion distribution with R=10 µm, the ion image spatial resolution deteriorates and the
disk-pair image can only be resolved in a radial range up to roughly ± 25 µm from the
origin (Fig. 4.10b). Alternately, for an ion disk-pair spacing of s=2 µm with the R=10 µm
ion distribution, the corresponding distance where the pair can be spatially resolved in the
ion image plane extends to ± 120 µm or to ± 180 µm in the case of a s=3 µm ion disk-pair
spacing (not shown here). A table summarizing the spatial resolution simulation results
performed for a range between 1 µm - 3 µm, as a function of the ion cylinder radius R,
attained in the same manner to that described in the previous example can be found below
(Tab. 4.1).

Ion Cylinder Radius Radial Spatial Resolution Extent (y-axis)

Cylinder-Pair Spacing
R s =1 µm s =2 µm s =3 µm

R=0.5 µm ± 370 µm∗ ± 370 µm∗ ± 370 µm∗

R=1.5 µm ± 200 µm ± 370 µm∗ ± 370 µm∗

R=2.5 µm ± 115 µm ±250 µm ± 370 µm∗

R=5 µm ± 55 µm ± 120 µm ± 180 µm
R=10 µm ± 25 µm ± 55 µm ± 80 µm
R=15 µm ± 15 µm ± 30 µm ± 50 µm

Table 4.1: Simulated spatial resolution radial dependence as a function of the ion cylinder radius.

The radial extent (here along the y-axis) from the origin (z=y=0) that an ion cylinder

disk-pair can be spatially resolved on the detector surface is provided as a function

of the disk-pair spacing and disk radius. Values with an asterisk are limited by the

utilized detector active diameter (∼ 18 mm).

The initial ion velocity distribution has an additional influence on the ion optical systems
spatial resolution, in accordance with the results presented in Fig. 4.7. Although the
origin of the ion initial velocity influence on the final spatial resolution has been previously
discussed, the relative contribution of this effect in comparison with the ion distribution
radius dependence results was investigated. For this purpose a simulation identical to the
example described above (Fig. 4.9) has been performed. An initial ion disk-pair set with
the exact parameters as those used in Fig. 4.9 (R=5 µm, s=1 µm) has been defined, with
the only difference that the ions were assigned with an initial kinetic energy and direction
in a homogeneous spherical distribution. In this case, the radial extent (y-axis) that 1 µm
spatial resolution is retained, remains constant at ± 55 µm between 10−5 meV to 1 meV
and shows a gradual degradation to ± 40 µm at 100 meV initial kinetic energy (Table C.1).
Therefore, the resolution limitations imposed due to the particles initial kinetic energies,
considering for example the kinetic energy distribution in a thermal gas target (E = 3/2kBT,
distributed over all directions homogeneously, 38 meV at 21 ◦C), are not as severe as those
posed by the ion distribution extent in the x-direction.
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Finally, an additional tolerance study investigating the effect of the ion distribution starting
position mismatch, with respect to xnom, along the x-coordinate has been performed. Using
the exact simulation parameters as before (Fig. 4.9), the 1 µm spatial resolution radial
extent in the z-y plane is found to first show a decrease from ± 55 µm to ± 50 µm when
ions begin at ∆x =± 200 µm from the nominal ion optics focal plane position xnom with
VLENS/VREP = 0.3717. This change is accompanied with the expected increase/decrease
in magnification as previously shown in Fig. 4.6. In any case, as it will be described below,
the absolute instrument positioning can be in principle determined and corrected with
much higher precision.
In addition to a high-resolution image of the focal ion distribution, the ion microscope
provides the ion time-of-flight spectrum on a single-shot basis. The dependence of the
ion time-of-flight on the ion mass/charge state and the utilized repelling electrode (REP)
voltage (with VLENS/VREP = 0.3717), is presented below (Fig. 4.11).

Figure 4.11: Ion time-of-flight as a function of the ions mass/charge ration for different repelling

electrode (REP) voltage.

Using the above simulated curves, the ion time-of-flight spectrum can be routinely calibrated
in the laboratory. This can be performed by comparing the time difference between two
ion peaks corresponding to two different ionic species within the same TOF spectrum. An
excellent agreement has been found between the simulated curves and the experimentally
observed ion TOF peak difference in a multitude of experiments using different gas targets.
Furthermore, the TOF spectrum information is instrumental in accurately positioning the
ion microscope along the x-axis, with use of the three-axis linear positioning stage. This is
achieved by tuning the ion microscope x-axis position and matching the observed ion peak
time-of-flight difference between two distant ion peaks with the simulated time-of-flight
difference obtained for an ion distribution starting at the design position x=xnom.
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When this is achieved, the measured magnification (Mexp. = 25.08×±0.67×, Fig. 4.15) is
found to be in excellent agreement with the simulated theoretical value (Mtheor. = 24.5×),
verifying the validity of the SIMION simulated ion trajectories and the related simulation
results presented in this chapter.
While the experimentally observed ion TOF peak width for a heavy ion (Xe+), is 10 ns
measured at FWHM with a 2 GHz digital storage oscilloscope, a displacement from the
nominal ion channel position of |x − xnom|=5 µm results in a simulated ion TOF peak
shift of approximately 5 ns when using a REP: 10 kV-LENS: 3.717 KV ion optics voltage
set. The ion time-of-flight is very sensitive on the ions x-axis starting position, providing
the possibility to position the ion microscope with respect to the ion distribution with a
precision of at least ± 5 µm in the x-direction.
Complementing the two-dimensional spatial information, the time-of-flight spectrum can
be additionally used in order to align the ionizing light beam position along the x-axis
coordinate. This feature has been particularly beneficial for the counter-propagating
pulse optical setup alignment under vacuum conditions. The two foci, corresponding
to each optical branch, can be first matched in the y-z plane, taking advantage of the
two-dimensional ion image information and subsequently matched in the x-direction, by
temporally matching the two TOF ion peaks corresponding to each of them. This can be
realized by blocking the first optical branch, acquiring a TOF spectrum from the second
focus and subsequently blocking the second arm and matching the TOF peak corresponding
to the ion distribution created by the first focus, changing the beam position with the
motorized mirror mount. This has been a very effective alignment strategy, especially
during the periods when the experiment was repeatedly transfered to Free-Electron-Laser
facilities and back to the laboratory on a monthly basis.

Ion Initial Momentum Imaging Mode

As illustrated both in Fig. 4.7b and Fig. C.4, the optimal performance of the ion optical
system described in this section, relies on the ions initial velocity, both in terms of magnitude
and direction. When the ions initial velocity vector is non-parallel to the ion optical axis
(x), the depth-of-focus (∆x) decreases together with the achievable spatial resolution, with
increasing initial ion kinetic energy. This ’chromatic’ dependence is further enhanced
when the ion optics voltage ratio is detuned from its nominal value. Taking advantage of
this limitation in a constructive way, this dependence can be utilized for estimating the
ions initial kinetic energy, when the anticipated velocity vector direction is constrained by
the physical process under investigation. It should be however noted that this is mainly
applicable in cases where the ions initial kinetic energy originates from kinetic energy release
following molecular dissociation where the resulting ionic fragments fly along a defined
linear axis.
In such a case, molecular photo-absorption leads to dissociation and the excess energy
absorbed above the dissociation limit, is converted into kinetic energy release, shared
amongst the molecular fragments. In a very simple but illustrative example, the two
fragments of a dissociating homo-nuclear diatomic molecule, will equally share the excess
energy, flying in two opposite directions.
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Optical excitation of the dissociation transition in a randomly-oriented gas sample with
linearly-polarized light, will favor molecules whose bond-axis lies parallel to the light-
polarization direction if the transition moment lies along the bond axis (∆Ω = 0), or
alternatively it will favor molecules with their bonds lying perpendicular to the polarization
direction, for a perpendicular transition (∆Ω = 1). In each case, the resulting fragments
will fly with oppositely directed initial velocities, parallel or perpendicular to the light
polarization axis. If the two fragments are ionized and the recoil direction is non-coincident
with the ion optical axis (x), they will arrive on the ion microscope detector forming two
separated ion channel images, with an inter-channel spacing that depends on their initial
velocity and the utilized ion optics voltage ratio. This effect can be already predicted by
examining the results presented in both Fig. 4.7b, C.4, although they refer to homogeneously,
spherically distributed initial velocity directions.
A dedicated set of simulations, using well-defined realistic initial conditions has been
performed and the possibility of accessing kinetic energy release information by direct ion
imaging has been evaluated. Two sets of singly-charged oxygen atomic ions, originating
from a common cylindrical distribution in the interaction region, with an ion cylinder
radius of R=3 µm and length L=100 µm, centered at x=xnom and oriented along the light
propagation axis (y) have been initially set. The two groups possess an initial kinetic
energy of 300 meV each and only differ in their initial velocity direction which is set in
the positive z-axis direction (+z) for the first group and the negative z-direction (-z) for
the second. The parameter set used in this simulation is not randomly chosen, but rather
experimentally adjusted to the anticipated conditions resulting from excitation of the B3Σ−

u

dissociative state of O2 [279] with a linearly-polarized pulse at 162 nm and subsequent
fragment ionization. An in-depth analysis of the excitation scheme and the corresponding
experimental details is provided in Chapter 7.

a) b)

Figure 4.12: Simulated Ion momentum imaging mode: A minor VLENS/VREP ratio detuning

(0.3737), results in a spatially separated ion image on the detector plane. Fig.

4.12a) Initial O+ ion distribution, consisting of 2 equal ion groups, with 300 meV

initial kinetic energy directed in two opposite directions in the z-axis (+Z) and (-Z)

respectively. Fig. 4.12b) Simulated resulting ion distribution on the detector plane.

The ion image appears separated, with the separation distance being proportional

to the ions initial kinetic energy.
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As a result of the initial velocity distribution, the resulting ion image on the detector
plane appears separated along the z-direction, while retaining its initial cylindrical shape.
Using the optimal voltage ratio of VLENS/VREP = 0.3717, the two ion groups displacement
is minute, resulting in a slight, barely observable, broadening in the resulting ion image.
By slightly detuning the voltage ratio, to VLENS/VREP = 0.3737, facilitating a slight
magnification increase, the two ion groups observably separate on the ion image plane
(Fig. 4.12). It should be noted that the resulting double ion cylinder image still retains
the original ion group cylindrical shape with no additional imaging distortions apart from
the slight magnification increase. For the anticipated total kinetic energy release of 600
meV, equally distributed in the two atomic oxygen fragments, an ion channel separation of
approximately 324 µm is predicted, when VLENS/VREP=0.3737.
In view of this result, an additional parametric study has been performed, varying either
the atomic ions initial kinetic energy at VLENS/VREP = 0.3737 or keeping the initial
kinetic energy fixed at 300 meV and varying the ion optics VLENS/VREP voltage ratio. The
corresponding results are illustrated below (Fig. 4.13).

a) b)

Figure 4.13: Ion momentum imaging mode parametric study results: Ion image separation

dependence as a function of a) VLENS/VREP ion optics voltage ratio and b) ion

fragment initial kinetic energy. The initial ion distribution definitions are the same

as in Fig. 4.12.

The ion image separation increases with higher ionic fragment initial kinetic energy, for a
fixed VLENS/VREP = 0.3737 ratio (Fig. 4.13b). The achievable kinetic energy resolution,
relies on the ability to resolve the two spatially separated ion images and depends on
the initial ion distribution dimensions and the spatial resolution of the position sensitive
detector. Using the current simulation parameters defined above and using the MCP pore
spacing of 12 µm as the ion imaging resolution limit, the kinetic energy resolution reaches
±20 meV in the vicinity of 300 meV, corresponding to the two neighboring points in the
plot of Fig. 4.13b.
Furthermore, as evident by the results presented in Fig. 4.13a, further increase in the
VLENS/VREP ratio detuning, results in an ion channel image separation increase. The lowest
red point, depicts the nominal voltage ratio (0.3717) showing the minimum separation value.
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Although a higher voltage detuning results in a larger displacement, pointing to a higher
energy resolution, the resulting ion image starts to eventually deform due to ion imaging
aberrations. The optimum voltage ratio can be chosen in each particular case, taking into
account the specific experimental conditions.
This result, further implies that the voltage set accuracy as well as the voltage stability
are extremely important to experimentally utilize this operation mode. Ultra-stable high-
voltage power supplies (ISEG CPS Series), have been chosen to charge both electrodes,
specified to typically exhibit a 400 mV peak-to-peak voltage ripple, which is not expected
to influence the results presented above. Additionally, the control voltage supplied as a
regulating input to the high-voltage power supplies is set with an accuracy of 10−4 V,
monitored with a microvolt digital multimeter, finally resulting in a high-voltage accuracy
in the 1 V level. This ensures that the utilized VLENS/VREP ratio can be set with high
precision.
As a final remark, it should be stressed that the presented results are specific to this case
study, comprising of a specific well-defined two-particle ion fragment recoil geometry. When
more complicated ion momentum distributions result from a larger system, a velocity map
imaging spectrometer [280], optimized to provide a high-resolution measurement of the ion
or electron velocity distribution, is indispensable.

4.4 Data Acquisition and Characterization Results

In this part, a brief description of the ion microscope data acquisition and synchronization
system will be given, followed by a series of selected characterization experimental results
obtained during the commissioning phase of the instrument, as well as during the main
experimental work of this thesis.
As described above, the YAG:Ce scintillator surface where the optical image of the focal
ion distribution is formed, is being imaged using a CCD camera (Allied Vision Technologies
PIKE - pixel size: 7.4 µm). The CCD camera supports hardware pixel binning (2×, 4× or
8×), which has been utilized in low signal conditions. The CCD data are acquired with a
dedicated software suite, developed in National Instruments LabVIEW, which allows for
individual-shot data-tagging, incorporating a communication interface to pulse ID data
offered both at the free-electron lasers FLASH in Hamburg, Germany and FERMI at
Trieste, Italy. An additional LabVIEW routine is used for image data post-processing. As
beam-pointing jitter has been present in virtually all the experiments performed, this routine
has been developed in such a way that single-shot data could be evaluated individually and
sorted according to the particular experimental needs.
Image data acquisition can be performed up to a tested repetition rate of 25 Hz and a proper
software synchronization with the trigger signal has been checked and verified, relevant in
single-shot experiments when pulse ID tagging is necessary.
The ion TOF spectrum signal is decoupled from the YAG:Ce surface Al coating using an high-
pass RC circuit in the direct-imaging mode, or optically retrieved using a photomultiplier
tube (Fig. 4.1) in the optical relay-imaging mode. Both the oscilloscope used for the
display and storage of the ion TOF spectrum, as well as the CCD camera for imaging
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4 Ion Imaging Spectrometer: Mass-Charge Selective Ion Microscopy

the ion distribution, operate in a triggered mode using a fast electronic trigger signal
synchronized with the incoming light pulse. Additionally, a fast TTL pulse trigger signal
in combination with a stable pulse/delay generator is used for the synchronization of the
pulsed gas valve and the fast high-voltage switching module used for the position-sensitive
detector time-gated mode.
As previously described, the detected ion TOF spectrum provides direct information on
which specific ion mass/charge states are imaged, as it is obtained directly from the
scintillator plate, which is located after the time-gated MCP plate, in both cases. This is
an extremely useful feature when operating the detector in a time-gated mode, ensuring
that the correct ion species are imaged, by choosing the desired ion peak using the TOF
spectrum information online. An example of this kind of operation is shown in Fig. 4.14.

Figure 4.14: Experimentally obtained ion time-of-flight spectrum with a time-gated detector

operation at REP: 10 kV. The TOF spectra shown on the three first graphs have been

optically acquired using the 1:1 imaging setup with the installed photomultiplier

tube whereas the high-resolution Kr spectrum by electrically decoupling the signal

from the YAG:Ce crystal surface.

The top three graphs show a TOF spectrum obtained with the photomultiplier tube on
the 1:1 imaging optical setup (Fig. 4.1), while the last graph on the bottom shows a TOF
spectrum obtained by electrically decoupling the fast signal from the scintillator surface. In
this experiment, Kr and O2 where provided as a gas mixture with the pulsed gas nozzle and
have been ionized in a single optical branch of the counter-propagating optical setup, using
a short intense pulse at 162 nm. The detector has been operated in a time-gated mode
allowing selective Kr+, O+

2 and O+ ion detection by tuning the high-voltage pulse timing
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with respect to the time origin, defined by the light-pulse induced electronic trigger signal.
Comparing Fig. 4.14 top and bottom graphs, the YAG:Ce light decay time is convoluted
with the detector response as can be clearly seen on the obtained TOF spectrum. By directly
decoupling the electronic signal from the YAG:Ce crystal surface, the individual isotopes of
Kr can be identified in direct correspondence to the information that can be found in the
literature [281]. According to the specifications of the fast high-voltage switching module
(HV pulse min. width: 9 ns) selective imaging of individual Kr+ isotopes is possible when
this would be desirable, showcasing the mass/charge selectivity capabilities of the detection
scheme. This is important for selectively imaging ions with small TOF difference, as for
example molecular ionic fragments with difference of one proton mass.
As already discussed, when the position of the ion microscope is set such that the exper-
imentally determined ion TOF is in accordance to the calculated values, the measured
magnification is also in very good agreement with the theoretical value. Typically the
ion microscope magnification is experimentally determined prior to any measurement that
is presented in this thesis and the experimentally determined value is used for further
data analysis. The deviation in the daily obtained magnification value is small and it
mainly originates from slight deviations in the incoming beam path. A typical example of
a magnification measurement is shown below (Fig. 4.15).

 2
5
0
8
 μ

m

Figure 4.15: Experimental ion microscope magnification determination. The ion microscope

is displaced along the z-axis in 100 µm steps using the 3-axis linear position

manipulating stage. The ion channel position difference on the detector corresponds

to 2508 µm per 100 µm displacement, or equivalently to a magnification factor of

Mexp. = 25.08× ± 0.67× for the displayed dataset.

The ion microscope magnification is measured by advancing the ion microscope position
with respect to the ionizing light beam, using the linear positioning stage (VAb PM 112),
in 50 µm or 100 µm steps along the z-axis (measurements along the y-axis give the exact
results) and recording the ion image position. A combined Kr+ ion image, where the ion
microscope is moved in 100 µm steps, is shown in Fig. 4.15. The distance per 100 µm
displacement step is 2508 µm, taking into account the CCD pixel size (7.4 µm) and the
measured demagnification imposed by the camera objective (0.48×), corresponding to
a measured ion microscope magnification of Mexp. = 25.08× ± 0.67×. This value is in
excellent agreement with the SIMION simulation result of 24.5× (Eq. 4.2).
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The magnification uncertainty is dominated by the ion microscope absolute position uncer-
tainty. The fitting and statistical errors are insignificant in this case, however the reported
uncertainties are calculated by adding all the fractional uncertainties in quadrature. The
magnification measurement presented above has been performed using a single optical
branch of the 162 nm counter-propagating pulse experimental setup, exciting a direct two-
photon ionization transition in Kr with an intense VUV pulse at 162 nm1. The generation
and optimization aspects of the intense VUV light source based on high-harmonic generation,
will be described in the following chapter in detail.
The ion imaging behavior of the ion microscope has been investigated initially using a dilute
Kr gas target, supplied with a precision gas dosing valve (Pfeiffer Vacuum), homogeneously
filling the vacuum chamber. A single optical branch of the 162 nm counter-propagating
pulse optical setup was used to ionize the Kr gas, 3.2. The measured pulse energy on
target, taking into account the corresponding optical transmission characteristics [3.2], was
(92.4±9.6) nJ. The resulting focal ion distribution image, obtained for different ambient
pressure values is illustrated in Fig. 4.16. The presented images correspond to position-
sorted averaged datasets over 1000 pulses. Position-sorting is necessary to avoid beam
position jitter effects on the average image and it is achieved by fitting a Gaussian curve
on the vertically-summed horizontal image profile. The beam axis is defined by the fitted
Gaussian curve peak. Subsequently, an average image is formed by matching the respective
fitted beam propagation axes. The jitter in this case was minute and the single-shot fitted
Gaussian curves showed the exact characteristics as the sorted average image. A single-shot
dataset is also presented here (a1) as a reference.

a2) b) c) d) e)
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Figure 4.16: Kr+ ion channel recorded using a single optical branch of the counter-propagating

autocorrelation optical setup as a function of the vacuum chamber ambient pres-

sure. The pressure is precisely adjusted using a gas dosing valve (Pfeiffer Vacuum).

The measured ion channel width of: 10.2 µm ± 0.5 µm at FWHM shows no vari-

ation within this pressure range. Red arrow: propagation direction, white arrow:

polarization direction.

1A detailed description is given in Section 3.2

82



4.4 Data Acquisition and Characterization Results

The measured magnification, obtained in a similar manner as in 4.15, corresponds to
Mexp.=(24.1± 0.6). The data were obtained in an ion time-of-flight gated mode, although
no residual background gas contributions were noticeable in the TOF spectrum.
The reported gas pressure values, refer to the measured ambient pressure, obtained with
a Bayard-Alpert type sensor (Leybold Ionivac ITR 90), after being corrected with the
manufacturers calibration factor (0.5) for Kr gas [282]. The experimental vacuum chamber
base pressure was at 5× 10−8 mbar prior to external gas supply.
The measured Kr+ ion channel width corresponds to 10.2 µm ± 0.5 µm measured at FWHM
and does not deviate in the pressure range between 3.5 · 10−6 − 2.5 · 10−5 mbar. Thus any
possible space-charge effects, connected with the varying ion density, are excluded in this
pressure range. The channel width is obtained by fitting a Gaussian curve on the intensity
line-out at the most intense part of the focal distribution. For the presented dataset the
same value is also obtained when fitting a Gaussian over the complete image horizontal
average profile.
Assuming a Gaussian beam profile and taking into account that the signal results from a
two-photon process (Fig. 5.8), the actual beam diameter (FWHM) is expected to be

√
2

times wider than the measured channel width2. This results to an actual beam diameter of
14.4 µm ± 0.7 µm, being approximately 3.5 times larger than the simulated value of 4.14 µm
(3.6).
A possible ion image broadening due to the position-sensitive detector resolution must
be assessed in that case. Although the detector was not characterized using a known
reference pattern during the presented experimental work, an estimation can be given
by measuring the spatial extent of a single event on an individual shot dataset, as for
example in 4.16a1. Choosing the region away from the beam waist, where individual
events can be isolated, a series of fit evaluations has been performed for a sequence of
images, resulting in an average imaged spot diameter of 76 µm ± 15 µm per individual
event. Taking into account the ion microscope magnification, this value results in a spatial
resolution of 3.1 µm ± 0.6 µm in the ion imaging object plane, or the interaction region.
Thus, the imaged width of an ion distribution with an actual width of 4.14 µm (FWHM)
will be 3 dim =

√

(4.14 µm)2 + (3.1 µm)2=5.17 µm which is not the case here. The observed
channel width is not influenced by resolution limitations posed by the position-sensitive
detector, which only contribute to a change within the stated uncertainty for a 10.2 µm ion
distribution width. Finally, averaging effects can be also excluded in this case, as the single
shot image has the exact width. The measured width is considered to be the actual beam
width attributing the difference with the simulated value to the 162 nm beam quality.
In summary, an ion-imaging time-of-flight spectrometer has been designed, implemented
and characterized utilizing an intense VUV pulse and a low-density noble gas target. The
validity of the simulation results is verified by the well-behaved ion image, exhibiting a
measured magnification in excellent agreement to the simulated value combined with an
ion time-of-flight accuracy within few ns. The ion microscope, when desired, can operate
in mass/charge selective imaging mode enabling ion charge-state selective imaging, thus
fulfilling the detection prerequisites for a single-shot autocorrelation measurement in the
VUV-XUV spectral range.

2Detailed discussion in Ch.2.1
3In direct analogy to the results discussed in Fig. 2.3.
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Generation

Within the framework of this thesis, a light-source based on high-harmonic generation
(HHG) utilizing a Ti:Sapphire driving laser pulse, has been designed and implemented. The
experimental apparatus has been designed, such that the HHG source parameters can be
easily adapted and optimized for different spectral regions and that future development
changes can be easily accommodated. Aiming in the investigation of ultrafast atomic and
molecular dynamics in the vacuum-ultraviolet (VUV), the optimal experimental parameters
for generating an intense 5th harmonic pulse at 161.8± 0.3 nm (7.66± 0.15 eV) has been
investigated.
Typically, molecular electronic excitations lie in the deep-ultraviolet to vacuum-ultraviolet
(DUV-VUV) spectral region and in many cases the corresponding dynamics evolve in
the sub-picosecond timescale [4]. Intense, ultrashort pulses in the vicinity of 160 nm
are advantageous for performing time-resolved studies of ultrafast molecular dynamics,
where many prototypical examples of ultrafast dynamics in organic and atmospherically
relevant molecules can be found and typically evolve within few tens of femtoseconds
[30,31,44–46,51,52]. Furthermore, the availability of short, energetic pulses in this spectral
region enables the extension of multiphoton spectroscopy [3] in the VUV.
Considerable effort has been directed towards generating intense short pulses in the 160 nm
range over the past years. Below 200 nm, frequency conversion using non-linear crystals
becomes inefficient due to transparency and phase-matching limitations [283]. Using noble
gases as the generating medium, a variety of different approaches, based on four-wave
difference-frequency mixing (FWDFM) or high-harmonic generation have been followed.
Employing near- and off-resonance FWDFM schemes, the obtained VUV pulse durations
evolved from 450 fs at 155 nm [284], to 160 fs at 161 nm [285], while more complicated
arrangements led to energetic 43 fs pulses [285] and recently sub-20 fs, 410 nJ pulses [286].
Utilizing a short-pulse Ti:Sa laser system delivering 12 fs IR pulses, 11 fs 5th harmonic
pulses at 162 nm were generated, although their energy content was limited to 4 nJ [287].
In this work, motivated by previous findings on high-harmonic energy scaling [17–19], a
loose-focusing geometry in conjunction with a long gaseous medium has been utilized for
generating an ultrashort, intense 5th harmonic pulse.
A detailed description of the experimental apparatus for the generation and characterization
of the intense 5th harmonic pulse is provided in this chapter together with the experimental
results.
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5.1 Femtosecond Laser System

The infrared (IR) femtosecond pulse driving the high-harmonic generation process is supplied
by a commercial laser system (Amplitude Technologies - Pulsar), based on the chirped pulse
amplification principle [288]. Briefly, an ultrashort laser pulse from a laser oscillator gets
temporally stretched, in order to avoid nonlinear damage mechanisms in the amplifying
solid-state medium, where it gets amplified by several orders of magnitude and finally it
gets temporally compressed again, ideally back to its initial duration.
The solid-state gain medium for both laser oscillator and optical amplifiers described here,
is a titanium-doped sapphire crystal (Ti:Al2O3 or Ti:Sa). As a lasing medium, it exhibits
a very broad amplification spectral profile centered at 800 nm, combined with excellent
thermal conductivity and a long upper level lifetime [289]. This features make Ti:Sa a
favorable gain medium for generation and amplification of extremely short and intense laser
pulses, nowadays enabling commercial systems to deliver sub-10 fs laser pulses reaching
petawatt peak power.
The Ti:Sa laser system utilized in this work, delivers horizontally-polarized (p-polarized)
IR laser pulses at a 25 Hz repetition rate. The pulse carrier wavelength is at 805 nm
and its spectral width reaches approximately 28-30 nm at FWHM (Fig. 5.1a), mainly
limited by gain-narrowing during amplification. The pulse duration is 43± 3 fs at FWHM,
although recently shorter pulses in the order of 35 fs have been obtained using the same
spectral output. The difference lies in the pulse compression as will be explained later.
The individual pulse energy reaches 15± 0.3 mJ and the beam diameter is measured to be
about 15 mm at 1/e2 of the Gaussian profile.
The laser system consists of a commercial laser oscillator (Femtolasers Synergy) [290],
operating at a repetition rate of 75 MHz, pumped by a frequency-doubled, continuous-wave
Nd:YAG laser (Coherent Verdi). It delivers pulses with a spectral width of 90 ± 5 nm
FWHM, corresponding to a bandwidth-limited duration of 10 fs FWHM and a pulse energy
typically in the range of 5 ± 1 nJ per pulse. The oscillator pulses are first temporally
stretched, using an all-reflective Öffner triplet optical stretcher configuration [291] and
subsequently propagate through an acousto-optic programmable dispersion filter (Fastlite
Dazzler), which is used for dispersion compensation.
The stretched pulses enter a Ti:Sa regenerative amplifier operating at 1 kHz repetition
rate, pumped by a Q-switched, frequency-doubled, diode-pumped Nd:YAG (Photonics
Industries) laser and are amplified to approximately 0.7-0.8 mJ per pulse. At a second
stage, 25 pulses/s are picked and further amplified in a Ti:Sa multi-pass amplifier, pumped
by a Q-switched, frequency-doubled, flashlamp-pumped Nd:YAG (Big Sky) laser. The
remaining pulses are amplified in a second multi-pass amplifier, sharing the same Nd:YAG
pump laser with the regenerative amplifier, reaching 3 mJ at 1 kHz with approximately the
same duration. The 1 kHz branch of the laser system will not be further discussed, as it
has not been utilized in this work.
After amplification, the pulses in the 25 Hz branch, are temporally compressed with a
diffraction grating pair to typically 43± 3 fs FWHM, reaching a pulse energy of 13-15 mJ
with a measured energy fluctuation in the order of ±0.3 mJ.

86



5.1 Femtosecond Laser System

Optionally, an achromatic λ/2 retardation plate (with < λ/100 retardation deviation over
the complete bandwidth) is used prior to the grating compressor, taking advantage of the
diffraction efficiency difference between s and p polarization, as the most effective way to
attenuate the p-polarized IR pulse without any measurable effect on the pulse temporal
characteristics.
The laser system is accompanied by a commercial pulse temporal characterization system
(APE SPIDER), based on self-referencing spectral interferometry [165], used for pulse
temporal characterization and optimization. The spectral phase information obtained by
the SPIDER measurement is fed as an input to a dedicated software suite, supplied by
the laser system manufacturer, that provides an optimized waveform to the acousto-optic
programmable dispersion filter (AOPDF). Residual chromatic dispersion accumulated dur-
ing the amplification process can be compensated using the SPIDER apparatus feedback
iteratively, in order to reach an almost bandwidth-limited pulse duration at the compres-
sor exit. Although, group-delay dispersion (GDD) can be effectively compensated with
the grating-pair compressor, third and higher order dispersion terms are only minimally
influenced, requiring an optimized AOPDF operation for reaching an optimally compressed
pulse at the systems output.

a) b)

d)c)

Figure 5.1: Compressed IR pulse spectrum and SPIDER reconstructed intensity profile:

5.1a) Spectrum measured at the 25Hz compressor output - central wavelength: 805

nm, spectral bandwidth: 28-30 nm FWHM,

5.1b) APE SPIDER reconstructed temporal intensity profile after optimization using

the Dazzler AOPDF providing a 35 fs FWHM pulse, inset graph: before optimization

5.1c) Spectrum and APE SPIDER reconstructed spectral phase corresponding to a

45 fs FWHM shown in d

5.1d) APE SPIDER reconstructed temporal intensity profile after optimization using

the Dazzler AOPDF providing 45 fs FWHM.
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As illustrated in Fig.5.1b, use of the pulse compression algorithm in combination with the
Dazzler AOPDF can result in a pulse duration reaching 35 fs FWHM, almost as expected
at the bandwidth limit (Gaussian FWHM - 34.04 fs for 28 nm bandwidth). Nevertheless,
the pulse duration typically obtained on a daily basis, has been in the range of 43 ± 3

fs. The output SPIDER reconstructed spectral phase is similar in both cases, indicating
an appropriately compressed pulse. This misbehavior is mainly attributed to the limited
SPIDER apparatus dynamic range resulting to incomplete information in the spectral
wings, possible AOPDF optimization algorithm issues, or possible undetected SPIDER
calibration spectrum issues [188]. Due to the fact that the pulse compression optimization
relies on the SPIDER output spectral phase, which is fed as an input in the corresponding
AOPDF algorithm, the spectral phase reconstruction quality directly influences the laser
pulse temporal characteristics.
Two different measurement examples are illustrated in Fig. 5.1b, 5.1c, and 5.1d. In the first
case (5.1b), the reconstructed intensity temporal profile, given as a SPIDER measurement
output, corresponds to an optimized 35 fs pulse, exhibiting an almost flat spectral phase
distribution (not shown). The reconstructed intensity profile shown in the graph inset is
obtained prior to optimization with the dedicated Dazzler AOPDF software algorithm.
Following the same optimization procedure on a different instance and obtaining again a flat
spectral phase distribution as a SPIDER measurement output (Fig.5.1c), the reconstructed
pulse temporal profile exhibits a temporal width of 45 fs FWHM (Fig.5.1d) although it
exhibits a similar spectral intensity distribution. Trying to further compress the pulse,
using the AOPDF optimization algorithm does not provide any change in the reconstructed
profile.
As commonly experienced when operating multi-component, TW-class, femtosecond laser
systems, the overall system performance is subject to the laboratory environment influence,
as for example the laboratory climate stability. Although, the external influence has been
minimized to a large extent, frequent maintenance and daily fine alignment in each sub-part
of the laser system was necessary in order to daily achieve optimal performance. These
tasks have been carried out by the author over the period of the reported experimental
work.

5.2 High-Harmonic Generation

The experimental setup for generation and characterization of high-harmonic radiation
(HHG), driven by the femtosecond laser pulse described in the previous section comprises
of three distinct segments, all under vacuum conditions, separated by differential pumping
stages. The three different segments correspond to three separate vacuum chambers that
enclose the corresponding instrumentation and each of those will be described in detail
separately.
The complete experimental layout is presented in Fig. 5.2. The red section shows the Ti:Sa
laser system footprint, described in detail in the preceding section and the part entitled as
ExpChamb corresponds to the single-shot metrology apparatus.
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Figure 5.2: Complete experimental setup.

The first segment, devoted to steering and focusing the intense IR pulse beam in the
high-harmonic generation area, is hosted in a vacuum chamber (Fig.5.2: OpticsChamb,
Fig.5.3) enclosing the required optical components. This part of the experimental setup
needs to be evacuated due to the fact that the IR pulse is already reaching a high intensity
level prior to the focal region, inducing nonlinear effects in air which are expected to spoil
the spatio-temporal pulse profile. The vacuum requirements are relaxed, with the pressure
kept in the range of 10−4 mbar. The compressed IR pulse propagates for less than 2 m in air
before entering the vacuum chamber through a 1.5 mm thick, anti-reflection coated, CaF2

window (CVI-Melles Griot). The material choice and thickness of the entrance window
is very important in order to avoid effects associated with the nonlinear refractive index
of the material, such as Kerr-induced self-focusing and self-phase modulation. CaF2 was
chosen due to its low nonlinear refractive index in the minimum thickness possible, being
constrained by the force applied on the window by the 1 bar pressure difference.
After entering the chamber, the pulse first encounters a 45o dielectric folding mirror (M1)
and it is further directed on a f = 5000 mm spherical mirror (SM) used for focusing the
beam in the high-harmonic generation area. A set of 4 dielectric mirrors (M2-M6) are
used after the spherical mirror for folding the beam path before the focal position due
to space restrictions. The horizontal/vertical tilt degrees of freedom for two of them are
accessible under vacuum conditions, with the use of rotational vacuum-feedthroughs coupled
to an improvised rotational motion control system based on tachometer cable, transferring
motion to the mirror mount control knobs. In this way, daily fine-alignment of the IR beam
path can be accomplished and long-term position and pointing drifts can be compensated
without having to vent the system. One of the normal-incidence dielectric mirrors (M4) in
the folding set is fixed on a vacuum-compatible linear translation stage (MOVTEC L60),
providing focal position adjustment over 150 mm. Both the folding mirrors, as well as the
spherical mirror are specified (Laser Components GmbH) for high reflectivity at 800± 40

nm (R > 0.99%) combined with a very high damage threshold (0.5 Joule/cm2 for a 150
fs pulse). The experimental transmission factor, over the complete optical system, was
measured to be T = 0.87± 0.02.
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5 Intense Vacuum-Ultraviolet Pulse Generation

The measurement has been repeated for different IR pulse power, in order to exclude any
systematic uncertainties and no deviations have been observed. The transmission factor is
lower than the theoretical value of T = 0.94, due to the slight incidence angle deviations,
being nevertheless within the manufacturer specifications tolerance margin.
A minute infrared light leakage through the dielectric coating of the last folding mirror
(M5), is propagated to an external CCD camera, over a set of two silver coated mirrors
(M6-M7) and a glass wedge-shaped plate (GW) serving as a reflective attenuator. By
matching the optical path length to the spherical mirror focal distance, the focus of the
IR pulse is available on a shot-to-shot basis, providing a real-time monitor utilized for
beam alignment under vacuum conditions. It is also currently planned to be used as a
beam-pointing feedback for implementing an automatized positioning system by motorizing
the mirror mount.

Ti:Sa, 805 nm, 

25 Hz, 13-15 mJ,

43 fs, p-pol.

f=5m
SM

M1

M2M3

M4

M5

OpticsChamb

CaF2 EW

CCD

M6

M7 GW

Figure 5.3: Optical component vacuum chamber: CaF2 EW:1.5 mm thick Calcium-fluoride

entrance window, M1-M5: 800 nm high-reflectivity dielectric mirrors, M4 mirror

fixed on MOVTEC L60 linear translation stage, SM: spherical mirror(f=5 m), M5-M6:

Al-coated mirrors, GW: wedge-shaped plate, CCD: focal-point imaging CCD camera.

Taking into account a Gaussian beam and the measured transmission factor of 0.87, the
calculated intensity in the focus corresponds to 3× 1014 W/cm2 with a ∼ 342 µm FWHM
beam diameter and a confocal length of approximately 22.7 cm.
The focal spot position is located in the second experimental segment, located in the
second vacuum chamber (Fig.5.2: HHGChamb, Fig.5.4: HHGChamb), in the center of
a length and position tunable, statically filled gas cell (tGC). The gas cell provides the
medium where high-harmonic generation takes place. The experimental parameters that
directly influence the macroscopic aspects of the high-harmonic generation process in the
gas medium, such as the medium length and density can be precisely tuned, in order to
achieve optimal phase-matching. The gas cell has a tunable-length (0-150 mm) tube with
laser-pulse drilled pinholes on both sides and an additional cylindrical enclosure which
provides a first differential pumping stage. Length variation is achieved by two tightly
fitting concentric tubes, enclosing the cell volume, sliding within each other by means of a
linear translation stage. The concentric tube system is made leak-tight with a thin layer of
vacuum-compatible lubricant (Fomblin PFPE) applied between the tubes. In this way, the
cell length can be continuously tuned under vacuum, providing the possibility to optimize
the high-harmonic generation conditions in-situ.
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HR 160 nm 0o HR 160 nm 45o

AXUV100

Photodiode

tGC

pGJ

A2

A1 Si-BA

Si

Dif. Grating

Spectrometer
HHGChamb

CharactChamb

Figure 5.4: High-harmonic generation and characterization chambers: A1, A2: Alignment assist-

ing apertures, A2 used also for blocking residual IR light after HHG, tGC: Position

and length (0-150 mm) tunable gas cell, SiBa: Si Mirror at Brewster’s angle, Si:

Si mirror (incidence ∼ 30o), HR160nm: dielectric mirrors R(160 ± 4)nm > 0.9,

AXUV100: IRD AXUV 100G calibrated XUV photodiode.

The cell pressure can be set by means of a gas dosing valve and monitored with an
implemented pressure gauge. The gas cell area, which handles a considerable gas load, is
efficiently separated from the surrounding vacuum system. The chamber is split in three
parts which are linked by sub-mm pinholes drilled by the propagating intense IR pulse on
aluminum foils in the same manner as at the gas cell ends. The windowless differential
pumping scheme, effectively separates the three distinct experimental areas maintaining
high-vacuum conditions in the area behind the gas cell. At typical operation conditions,
the pressure in the optics area (OpticsChamb) is kept below 5× 10−4 mbar, whereas the
area in front of the gas cell is maintained to below 3 × 10−1 mbar. Behind the gas cell,
the pressure values do not exceed 10−6 mbar both for maintaining safe conditions for
high-voltage instrumentation used in the experimental area (ExpChamb) as well as for
minimizing light reabsorption by the generation medium.
After exiting the cell, the co-propagating fundamental and high-harmonic beams reach the
third experimental segment (Fig.5.2, Fig.5.4: CharactChamb), devoted to high-harmonic
radiation diagnostics. In this chamber both beams first encounter a limiting aperture
(A2) where the outermost part of the more divergent fundamental beam is blocked and
subsequently they can either continue propagating to the final experimental chamber
(Fig.5.2:ExpChamb), located approximately 11.6 m downstream after the HHG gas cell,
or reflected within the chamber for characterization purposes. This is accomplished by
inserting a movable Si mirror (Si-BA) fixed on a precise linear translation stage. The
copropagating fundamental and high-harmonic beams are separated by a silicon mirror
aligned at the Brewster’s angle for the fundamental (Fig.5.4: Si-BA), in addition to the
aforementioned limiting aperture (A2) blocking the outermost part of the more divergent
fundamental beam, at a distance of ∼ 2.7 m from the cell. The reflectivity of the Brewster’s
Si mirror, taking into account the native oxide layer, is calculated using the XOP-IMD
software [224] to be in the order of 1× 10−4 for the fundamental, 0.65 for the 5th harmonic,
and between 0.33 - 0.69 for the rest odd harmonics, as described previously (Fig. 3.3),
including the observed 33rd order which corresponds to the cut-off frequency.
The 5th harmonic pulse energy is determined using an XUV calibrated photodiode (IRD
AXUV-100G).
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Two multilayer dielectric stack mirrors (HR160nm), optimized to reflect the 5th harmonic
(Layertech GmbH, R160±4 nm >90%, GDD <20 fs2) are used to separate it from residual
fundamental and harmonic radiation (R < 5× 10−2). In combination with a Si (Fig.5.4:
Si) mirror fixed in a linear translation stage, the spectrally purified 5th harmonic pulse
is directed to the XUV photodiode, with an overall transmission of 0.33 at 162 nm and
<2× 10−6 for the residual radiation.
The XUV calibrated photodiode signal is recorded with a digital storage oscilloscope
triggered by the rising slope of a fast IR photodiode signal. The IR photodiode is located
in the laser compressor and detects stray light providing a stable fast-rising signal which is
used as a global trigger for all the detectors that are used in this experimental work. The
XUV calibrated photodiode quantum efficiency corresponds to QE = 0.93 according to the
specification sheets provided by the distributor (http:/optodiode.com/library.html, [292])
and combined with the optical transmission factor can provide the 5th harmonic pulse
energy. This value can be directly derived from the area (nVs) of the corresponding signal
peak recorded with the oscilloscope as follows:

E5thH(nJ) = T5thH ·
(

nVs
50Ω

1

e
· 1

QE

)

·
(

7.66 eV
photon

)

· e · Joule
eV

(5.1a)

E5thH(nJ) = 0.5747 · Oscilloscope Peak Area (nVs) (5.1b)

The first term in 5.1a (T5thH) takes into account the optical transmission over the mirrors
used to steer the beam to the XUV photodiode. The second and third terms describe
the conversion of the peak area to number of electrons, which are subsequently converted
to number of photons using the quantum efficiency of the XUV photodiode, along with
the photon energy at the 5th harmonic measured wavelength of 161.8 nm (7.66 eV) and
the oscilloscope input impedance (50 Ω). Finally, the last term converts this value to
eV and finally to nJ. The scattered infrared radiation background signal is minimized by
protecting the XUV photodiode detection area using a long anodized tube equipped with an
adjustable entrance aperture, restricting the light collection angle to the highly-directional
5th harmonic beam path. The infinitesimal residual signal from scattered infrared light is
measured with an evacuated gas cell and gets subtracted from the final measurement.
Alternatively, when removing the Si mirror from the beam path, the high-harmonic beam
is directed towards a diffraction grating spectrometer. The spectrometer has been set-up
and commissioned by F. Karimi during his M.Sc. thesis work [293] related with spectral
characterization of the high-harmonic beam, but as it has not been utilized in the reported
experimental work, it will not be discussed in more detail here.

5.3 Intense Fifth-Harmonic Pulse Generation

The optimal generation conditions leading to an intense sub-20 fs 5th harmonic pulse have
been investigated. Additionally, the ion microscope and the 162 nm counter-propagating
pulse optical setup have been employed for complete characterization of the 5th harmonic
pulse properties.
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The experimental results, connected with a complete parametric study performed for
defining the most favorable 5th harmonic pulse generation and investigating the intensity
scaling behavior of the experimental scheme will be described in this section.
Using Ar as a high-harmonic generation medium and by optimizing the cell length and
gas pressure (tGC), up to 1.1 µJ per pulse has been obtained at the source, corresponding
to 9× 1011 photons/pulse, and a conversion efficiency of 10−4 reaching the highest peak
power reported in the literature so far for a sub-20 fs 160 nm pulse. The pulse energy was
measured using the IRD AXUV-100 photodiode, taking into account the corresponding
calibration characteristics as discussed above and by subtracting the infinitesimal residual
signal from the fundamental beam measured with an evacuated cell. The optimum cell
length was 5.5 cm and the corresponding gas pressure ∼ 50 mbar.
While maintaining identical experimental parameters for all the cases discussed below, a
gas cell pressure and length study has been performed, using Ar or alternatively Xe gas
as a generating medium. For each different cell length, the gas cell pressure was varied
continuously and the corresponding 5th harmonic pulse energy has been recorded. The
results of the gas cell pressure dependence on the obtained 5th harmonic pulse energy for
two different representative cell lengths, namely 5.5 cm and 10 cm for both the cases of Ar
and Xe are presented in Fig. 5.5.
Using Ar as a generating medium, the maximum output flux is observed with a 5.5 cm
cell, following a constantly increasing trend. The maximum gas cell pressure attainable
is limited by the current pumping capabilities. The decreased output flux observed for a
longer cell is attributed to loss of phase-matching due to dispersion in the longer generating
medium. Absorption at 162 nm is negligible as the photon energy is below the ionization
threshold of Ar and away from any possible resonance.
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Figure 5.5: Fifth-harmonic pulse energy as a function of gas cell, length and pressure for Ar and

Xe. As shown in [294].
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5 Intense Vacuum-Ultraviolet Pulse Generation

When Xe gas is used, the 5th harmonic pulse energy first increases at a lower gas cell
pressure compared to Ar and subsequently drops as a result of excessive ionization in the
medium, altering the phase-matching conditions significantly. A combination of parameters
employing a shorter cell or a reduced-intensity driving pulse were not found to deliver a
5th harmonic pulse energy content comparable to that obtained with Ar at 5.5 cm cell
length in both cases. It is also worth mentioning that the 5th harmonic pulse duration
obtained as a function of the gas cell pressure in the case of Ar showed no variation within
the corresponding uncertainty interval.
Furthermore, the intensity dependence of the 5th harmonic pulse as a function of the driving
laser pulse intensity is presented in Fig. 5.6 on a logarithmic scale. For all the measurements
reported here, the Ti:Sa fundamental pulse duration was monitored and found to remain
constant with varying pulse energy. The 5th harmonic pulse energy grows with the 5th

power of the driving pulse intensity as expected in the perturbative limit, although at
higher intensities the slope gradually decreases, showing saturation effects.
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Figure 5.6: Fifth-harmonic pulse energy as a function of the driving Ti:Sa pulse intensity for a

5.5 cm-50 mbar Ar cell. Graph, as shown in [294].

While, 1 µJ, 5th harmonic pulses are available on a daily basis, it has been observed that the
pulse energy attainable continues increasing when a more energetic driving Ti:Sa pulse is
used. This has been confirmed by increasing the pump-pulse energy in the 25 Hz multi-pass
amplification stage up to the safety limit, in order to prevent damage on the multi-pass
Ti:Sa crystal. In this case, the maximum pulse energy was slightly above 1.1 µJ indicating
that the 5th harmonic pulse energy can be further scaled. The same holds when the gas cell
pressure is further increased, although limited by the pump system capabilities presently,
verifying the pulse energy scaling trend, emerging in both Fig.5.5 and Fig.5.6 graphs.
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5.3 Intense Fifth-Harmonic Pulse Generation

The 5th harmonic pulse has been initially temporally characterized utilizing a novel, all-
reflective, interferometric autocorrelation scheme, by Dr. T. Gebert during his doctoral
thesis work [222], with contribution from the author of the present thesis. Non-resonant
two-photon ionization of Kr is employed as the nonlinear process that delivers a second-
order interferometric autocorrelation measurement of the 5th harmonic pulse. The resulting
autocorrelation trace, apart from the pulse duration, additionally provides a very precise
measurement of the pulse carrier frequency, obtained by Fourier transform. Details about
the interferometric technique, the relevant theoretical aspects and the pulse properties
information extraction can be found in [220,222].
To provide a benchmark for the results presented in the following chapter, a 5th harmonic
pulse second-order fringe-resolved intensity autocorrelation (FRIAC) dataset, measured by
Dr. T. Gebert is presented here with his permission, in Fig. 5.7.
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Figure 5.7: Second-order intensity autocorrelation of the 5th harmonic pulse, extracted from

the interferometric measurement shown in the left inset by low-pass filtering, taken

from [220,222,294]. The pulse carrier frequency, corresponding to a carrier wavelength

of λc = 161.8± 0.3 nm, is obtained from the Fourier transform of the interferometric

trace, shown on the right inset. Graph, as it appears in [294].

The 5th harmonic pulse duration, as extracted from the interferometric autocorrelation
shown in Fig. 5.7, corresponds to 18 ± 1 fs FWHM, very close to the value expected in
the perturbative limit, that is,

√
5 shorter than the fundamental, assuming a Gaussian

temporal profile. At a later time, using an optimized IR driving pulse duration, a measured
5th harmonic pulse duration reaching approximately 15 fs has been established, with a
slightly reduced pulse energy content though. The information about the pulse carrier
frequency is contained in the Fourier-transformed non-linear interferometric trace [222] and
in this case the carrier wavelength measured is 161.8± 0.3 nm.
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5 Intense Vacuum-Ultraviolet Pulse Generation

The high-intensity content of the focused 5th harmonic pulse is confirmed by its ability
to ionize Xe, Kr, and Ne via non-resonant, two and three-photon absorption, respectively.
Utilizing the previously described, ion-imaging time-of-flight spectrometer combined with
the 162 nm counter-propagating pulse optical setup, the distributions of Xe+, Kr+, and Ne+

ions have been recorded in the focus of a single optical branch. The intensity-dependence
of the ion yields has been measured by normalizing the corresponding ion time-of-flight
spectra to the XUV photodiode signal.

Kr 4s24p6

7.66 eV 
Kr 5s9.91 eV 

13.99 eV Kr+

Xe 5p6

7.66 eV 
Xe 6s8.31 eV 

12.13 eV Xe+

Ne 2p6

7.66 eV 

Ne 3p18.38 eV 

21.56 eV Ne+

15.32 eV 

Figure 5.8: Multiphoton, non-resonant ionization of Xe, Kr and Ne. The ion yield intensity

dependence has been measured using a single branch of the counter-propagating

pulse optical setup. Ionization proceeds with non-resonant absorption of 2 and 3

photons in each case, verified by the measured slopes in the logarithmic intensity

dependence graph.

The 5th harmonic pulse intensity was varied by tuning the generating fundamental pulse
energy and ensured that none of the other pulse properties were affected. The corresponding
results are presented in Fig. 5.8 together with the multiphoton excitation schemes. A
fitted slope of 2 for Kr+ or Xe+ and 3 for Ne+ in a logarithmic scale plot, verifies that
ionization proceeds via non-resonant, two or three-photon absorption in each case and the
multiphoton transition is solely induced by the 5th harmonic pulse.
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Obtained with a single optical branch of the 162 nm counter-propagating setup, these results
experimentally verify the chosen optical component spectral purification properties, showing
no influence from the accompanying spectral components, which would manifest itself with
a different slope connected with a different excitation scheme. Additionally, they justify the
choice of the Kr+ or alternatively Xe+ ion signal as a suitable non-resonant multiphoton
ionization process for obtaining a 2nd order intensity autocorrelation measurement of the
5th harmonic pulse and demonstrate its feasibility with the current setup. The much weaker
Ne+ signal did not allow a reliable 3rd order intensity autocorrelation measurement.
Taking into account the optical reflectivity, as well as the measured focal spot size of 14.4 µm
± 3 µm FWHM, the 5th harmonic pulse intensity on target is calculated to be 3± 2× 1012

W/cm2. An optimized geometry employing a shorter focal length mirror, could deliver
intensity on target reaching the 1015 W/cm2 level.
The focal spot size is determined by the imaged ion distribution, taking into account the
respective non-linearity factor. The absolute intensity scale uncertainty is mainly influenced
by the precise knowledge of the focal spot size. A spot size measurement uncertainty
attributes a constant scale shift to the x-axis intensity values in Fig. 5.8, lying within the
reported intensity uncertainty interval (3± 2× 1012 W/cm2). Nevertheless, the absolute
peak intensity value does not affect the presented results, which depend only on the relative
ion yield difference.
In summary, a laboratory-based light source delivering 1.1 µJ, 18 fs VUV pulses at 162 nm
based on HHG has been experimentally realized. The driving 15 mJ IR pulse supports a
loose-focusing geometry, allowing efficient phase-matched harmonic generation in a long
statically-filled Ar gas cell. The optimal generation conditions using Ar, or alternately
Xe, as a generating medium have been investigated and compared. It has been shown
that when using Ar as a generating medium, the 5th harmonic pulse intensity follows
an increasing trend that can be further scaled using higher laser energy and gas target
density. The high intensity of the 5th harmonic pulse, verified by the observation of non-
resonant two- and three-photon absorption in the focus of a relatively long focal-length
focusing mirror, overcomes low multiphoton cross section limitations enabling versatile
multiphoton excitation schemes in the vacuum-ultraviolet spectral region. Additionally, the
high pulse energy, avoids the necessity of the typically used tight-focusing geometries in
VUV multiphoton experiments, allowing large focal dimensions that overcome technical
pump-probe limitations [221] and can result in an exceptional signal-to-noise ratio.
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6 Single-Shot Autocorrelation in the

Vacuum-Extreme Ultraviolet

In this chapter, the experimental results obtained both in laboratory experiments, utilizing
the intense 162 nm pulse, as well as in two free-electron laser facilities, FLASH in Hamburg
and FERMI in Trieste, that mainly benefit from the individual-shot operation of the
presented counter-propagating pulse technique, will be discussed.
The experimental apparatus and measurement methodology has been described in detail in
Ch. 3 and Ch. 4, where the reader is referred for instrumentation details and specifications,
as well as for the complete discussion of the respective excitation schemes. In the present
chapter, a detailed analysis of the results obtained in each of the three experimental variants
will be given separately in each dedicated section.

6.1 Second-Order Single-Shot Autocorrelation at 162 nm

The first section is devoted to a thorough discussion of the experimental results obtained
using the counter-propagating pulse approach in the vacuum ultraviolet (VUV) spectral
region. Combining the 162 nm optical setup [Ch. 3], with charge-state selective ion mi-
croscopy [Ch. 4] and direct two-photon single ionization of Kr or Xe as an instantaneous
non-linear process [Ch 5.3], a 2nd order, single-shot intensity autocorrelation (IAC) of the
5th harmonic pulse at 162 nm can be measured.
The two pulse replicas are synchronized in the focal point in a counter-propagating geometry,
with the temporal delay between them encoded on the propagation axis [Eq. 3.1]. The
resulting spatially-resolved Kr+ or Xe+ ion distribution, can be interpreted as a delay-
dependent non-linear signal, resulting directly in a 2nd order IAC measurement of the VUV
pulse. Owing to the high 5th harmonic pulse intensity, the two counter-propagating pulse
replicas were able to individually deliver a substantial amount of non-sequential two-photon
ion signal [Fig. 5.8], demonstrating the feasibility of a single-shot measurement.
The availability of a pulse duration reference measurement, obtained earlier than this experi-
mental work employing a novel fringe-resolved intensity autocorrelation (FRIAC) technique,
presented in Fig. 5.7 and in [220,222,294], combined with the imaging specifications of the
ion microscope, allow for an estimation of the anticipated IAC signal characteristics. As
previously stated [Ch. 2], the temporal extent of the 2nd IAC measurement as compared to
the initial pulse duration, is given by ∆τIAC =

√
2 ·∆tpulse [Eq. 2.57].
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In the present case, the measured 5th harmonic pulse duration was 18±1 fs FWHM [Fig.
5.7]. This results in a 2nd order IAC trace FWHM of approximately 25.4 fs. As the delay is
spatially encoded along the propagation axis via Eq. 3.1, this results in a IAC spatial width
of ∆x = (1/2n) · (c∆τ) ≈ 3.8 µm FWHM, where n=1 considering a dilute gas medium.
Recalling that the position-sensitive detector offers a comparable spatial resolution (∼ 3.1 µm
[Ch. 4.4]), the imaged extent of the IAC signal will result from the convolution between
these two quantities as

√

(3.8 µm)2 + (3.1 µm)2 = 4.9 µm FWHM, when Gaussian profiles
are considered [Fig. 2.3]. As a result of this additional broadening, the autocorrelation
width will be 32.7 fs FWHM and the pulse duration obtained by temporal deconvolution
32.7 fs/

√
2 = 23 fs FWHM, resulting in a predicted error of 5 fs. Although anticipated

and possible to subtract, this error lies in an uncertainty range that is commonly stated in
measurements performed in this spectral range [30, 31, 51, 52]. A position-sensitive detector
with higher resolution, not available during the time of this work, could easily overcome
this issue, while with the existing detector, the error will be in the 1 fs range when pulses
over 40 fs are used.
Furthermore, the combination of the ion microscope magnification (24.5) with the measured
camera objective magnification (0.48), results in a total combined magnification of Mcombi =

MIM ·MObj ≈ 11.76. The directly-imaged IAC width is thus expected to extend on the
CCD chip on 4.9 µm×11.76 ≈ 57.6 µm. Taking into account the CCD pixel size of 7.4 µm,
the IAC FWHM will therefore correspond to 7.8 pixels. When the CCD is operated in
hardware-binning mode, this value will have to be divided by the corresponding binning
factor (2×, 4× or 8×), compromising imaging resolution and thus fitting reliability, in favor
of a higher signal-to-noise ratio.

6.1.1 Experimental Results

Keeping the above analysis under consideration, the two 162 nm counter-propagating pulse
replicas were brought to overlap spatially, as well as temporally, in a common focus, at the
center of symmetry of the optical arrangement. Non-resonant two-photon ionization of Kr
served as the non-linear autocorrelation process in this case.
The coarse pre-alignment has been performed using the NIR autocorrelation measurement,
as described in Ch. 3.3, while fine optimization has been accomplished under vacuum
conditions, employing the motorized mirror mounts. The main optimization step concerned
matching the two focal positions, which had to be re-adapted as the 162 nm beam exhibited
a different divergence than the NIR beam. For this task, the areas of higher ion density (as
shown in Fig. 4.16), corresponding to the focal region of each optical branch, were brought
to an optimum spatial overlap using both the ion image and time-of-flight information
offered by the ion microscope, as described in Ch. 4.
An average image of the resulting TOF-gated, Kr+ delay-dependent ion distribution, after
optimization, is shown in Fig. 6.1. The recorded IAC trace resembles that obtained in the
visible two-photon fluorescence measurement with the NIR pulse [Fig. 3.13].
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A pronounced Kr+ ion density enhancement is observed at the region where the two counter-
propagating pulses overlap both temporally and spatially. The ion signal enhancement
additionally extends in the vertical direction as a result of the increased intensity experienced
locally by the neutral Kr atoms, leading to a local increase in Kr+ ions [Eq. 2.19].
Referring to the theoretical analysis presented in Ch. 3, the Kr+ ion distribution along
the propagation direction directly results in a 2nd order IAC measurement of the VUV
pulse (Fig. 6.1, 6.2). At a later stage a similar dataset has been obtained using Xe as the
non-linear gas target showing the exact features, while providing an overall higher signal,
according to expectations [Fig. 5.8].
The measured magnification has been in this case Mcombi = MIM ·MObj = 10.23 ± 0.11,
while no CCD pixel binning has been used. This value results in a conversion factor of
0.72 µm/pixel or equivalently 4.825 fs/pixel in delay-time units, via Eq. 3.1. The data
presented in Fig. 6.1 correspond to a position-sorted average over 800 pulses, whereas a
single-shot dataset is shown in Fig. 6.2.

Kr + Ion Signal: Both Optical Branches - 800 shots avg.

Figure 6.1: 800-shots Average, Delay-dependent Kr+ signal delivering a 2nd order intensity

autocorrelation measurement at 162 nm.

The horizontal profile, taken here from the complete-image horizontal average, depicts the
Kr+ delay dependence that directly translates to the 2nd order IAC measurement. The
attained peak-to-background contrast ratio matches the theoretically expected 3:1 [Eq.
2.59] in the single-shot case, while it decreases to ∼2:1 on the 800-shot average dataset.
It was observed that the decreased contrast ratio results from beam-pointing deviations,
leading to a spatial overlap mismatch and decreased autocorrelation signal for a number
of shots. A Gaussian fit, results in similar autocorrelation widths for both presented
traces, corresponding to 21.3 ± 0.3 pixels in Fig. 6.1 and 22.1 ± 1 pixels in Fig. 6.2.
Using the conversion factor originating from the ion-imaging magnification measurement,
these values result in an autocorrelation trace FWHM of τACavg = 102.8 ± 4.3 fs and
τACs = 106.6± 11.7 fs respectively. Assuming a Gaussian pulse temporal profile, the pulse
duration can be obtained by deconvolution [Eq. 2.57], corresponding to τPavg = 72.7± 3 fs
and τPs = 75.4± 8.3 fs.
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Kr + Ion Signal: Both Optical Branches - Single-shot

Figure 6.2: Single-shot, Delay-dependent Kr+ signal providing a single-shot 2nd order IAC

measurement at 162 nm.

The stated uncertainties result after error propagation, taking into account the measured ion
microscope magnification uncertainty, the Gaussian fit uncertainty, as well as the statistical
uncertainty for multi-shot datasets.
The obtained pulse duration is in disagreement with the previous measurement [Fig. 5.7],
used as a reference here, while it even exceeds the pulse duration of the infrared HHG-
driving pulse [Fig. 5.1]. Even though the same measurement has been performed during
a period of several months, varying a multitude of experimental parameters, including
both the HHG generation as well as the instrumentation operational parameters, the
obtained results did not show any significant variation beyond the stated uncertainty range.
Being highly-efficient in terms of data acquisition and corresponding statistics, a set of
several-thousands of single-shot measurements can be obtained over few minutes with the
25 Hz repetition-rate laser system, permitting real-time parameter tuning and ensuring
stable experimental conditions in the comparative studies performed.
The 162 nm pulse duration, measured utilizing the counter-propagating pulse autocorrelation
apparatus, varied between approximately 62 fs - 82 fs FWHM over a period of 4 months,
stabilizing at approximately 64±8 fs FWHM during the last month, connected with a laser
system performance optimization delivering shorter HHG-driving infrared pulses. When
measured in sequence, using both the fringe-resolved intensity autocorrelation (FRIAC)
apparatus and the counter-propagating pulse setup, the apparent discrepancy in the obtained
duration remained. An interesting fact is that the pulse duration extracted from the counter-
propagating pulse IAC is always approximately 4 times broader than that extracted from
the FRIAC measurement.
Two consecutive measurements performed recently, within few minutes difference using
the exact experimental conditions by A. Baumann and O. Schepp, nowadays responsible
for the two experiments, resulted in a ratio between the retrieved pulse durations of
τCPIAC/τFRIAC = 3.8± 0.4, where τCPIAC denotes the counter-propagating IAC width and
τFRIAC the FRIAC width, respectively.
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6.1 Second-Order Single-Shot Autocorrelation at 162 nm

The apparent difference can be attributed either to a systematic error introduced by the
experimental apparatus, or to an unidentified mechanism that results in a longer pulse at
the counter-propagating pulse setup common focus. The influence of the imaging resolution
offered by the position-sensitive detector/external imaging setup has already been shown
not to significantly contribute, as discussed in the beginning of this chapter.
It should be also noted that the FRIAC measurement [Fig. 5.7] possesses an intrinsic
temporal calibration scale provided by the temporal fringe pattern which comprises mainly
of the VUV pulse carrier frequency, as can be seen in the inset graph in Fig. 5.7. This
ensures that the time-delay scale used in the FRIAC measurement is extremely accurate.
Furthermore, the high peak-to-background contrast and the consistency with expectations
in the perturbative-limit, that is a

√
5 scaling for the 5th harmonic pulse duration compared

to the fundamental, constitute the fringe-resolved intensity autocorrelation results a reliable
reference beyond dispute.

6.1.2 Benchmark Measurement Results

In order to identify the origin of this discrepancy, a number of benchmark/comparative
measurements has been performed. The dependence of the 2nd order IAC trace width on the
pulsed gas valve duration, non-linear target gas, VUV pulse energy, and position-sensitive
detector gain has been studied. The corresponding results are summarized in a compact
form within this section.
Prior to these measurements which mainly aim in identifying instrumentation flaws, temporal
distortions on the pulse temporal shape or delay-time scale calibration errors have been
checked. In a first step, the calibration accuracy of the time-delay axis has been verified.
This was accomplished by introducing a well-defined optical path difference in one of the
two optical branches of the counter-propagating optical setup. One pulse replica was
delayed by a linear displacement of the FM1 spherical mirror [Fig. 3.2], employing the
picomotor-controlled linear translation stage where the spherical mirror mount is fixed. The
utilized picomotor actuator is specified with a thread pitch of 80 turns-per-inch, resulting
in a d=317.5 µm linear displacement per revolution. By performing exactly one revolution,
the temporal overlap location is translated in a neighboring position along the propagation
axis, at a distance equal to d [Fig. D.1]. The measurement has been repeated several
times yielding a self-consistent result, with dexp = 313 µm ± 5 µm [results shown in Fig.
D.1]. The experimental value is in very good agreement with the expectation, verifying the
delay-encoding principle and the experimentally determined ion imaging magnification.
In a second step, a 1mm±0.1mm thick CaF2 window has been used to controllably introduce
chromatic dispersion to the 5th harmonic pulse. The optical properties of CaF2 have been
extensively studied in the VUV, as it is excessively used for optical components related
with VUV lithography applications. It exhibits a group velocity dispersion of GVD=550.84
fs2/mm at 161.8 nm (20 ◦C) [132], a transmission cut-off at 125 nm and does not show any
significant birefringence [295].
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Taking into account the measured CaF2 optical constants [132], apart from stretching
the 162 nm pulse due to linear dispersion, the CaF2 window is expected to suppress the
odd-harmonic radiation above the 5th order and additionally introduce a delay between
the 5th harmonic and the transmitted fundamental (805 nm) and 3rd harmonic (268 nm)
pulses, due to their group velocities difference in the material. For a 1mm thick CaF2

window, the calculated propagation time-differences are t161.8 nm-t268 nm=1257.1 fs and
t161.8 nm-t805 nm=1587.2 fs, respectively. A Gaussian bandwidth-limited 161.8 nm pulse
with a duration of 20 fs FWHM, will be stretched to 78.9 fs FWHM upon propagation
[Eq. 2.50] and thus exhibit a ratio of τa/τb = 3.94 between its duration after propagation
though the window τa and its duration before τb. Equivalently, a pulse with an initial
duration of 80.1 fs FWHM will stretch to 82.3 fs FWHM, corresponding to a pulse duration
ratio of τa/τb = 1.03 defined in the same manner as before. The fundamental and 3rd

harmonic pulses, although calculated not to transmit over the optical setup [Ch. 3.2],
are expected to be minimally influenced, as they experience significantly less dispersion
(GVD268 nm = 126.83 fs2/mm, GVD805 nm = 27.56 fs2/mm) and have a longer duration.
The CaF2 window has been installed in the 5th harmonic beam path prior to the Si wedge-
mirror [Fig. 3.2]. Two measurements have been obtained, one before installing the CaF2

window and one afterwards. The measured 5th harmonic pulse duration before propagating
through the CaF2 window was 80.1 ± 4.8 fs FWHM, obtained by deconvolution from
an autocorrelation width of 6 pixels, using pixel-binning 4× and a measured Mcombi =

10.45 ± 0.56. The corresponding pixel to delay-time conversion factor results as 18.88
fs/pixel for this dataset.

Figure 6.3: 1 mm CaF2 window dispersion characterization.

Insertion of the CaF2 window in the beam path prior to the experimental setup results in a
decrease of the Kr+ ion signal and an autocorrelation width broadening as shown in Fig.
6.3. The asymmetry observed in the Kr+ distribution is mainly due to poor statistics.
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6.1 Second-Order Single-Shot Autocorrelation at 162 nm

Moreover, two pairs of satellite peaks appear symmetrically with respect to the main peak,
denoting a multi-pulse structure. The autocorrelation width is 435.6 ± 9.6 fs FWHM
corresponding to a pulse duration of 308± 6.8 FWHM considering a Gaussian temporal
shape. This is a quite puzzling result as a 80.1 fs FWHM pulse is expected to stretch only
up to 82.3 fs FWHM as stated before.
Going one step further, one may assume that the initially short pulse (20 fs) stretches, not
only due to propagation through the CaF2 window, but also due to dispersion accumulated
within the optical setup, thus explaining the initially observed long duration of 80.1± 4.8 fs
FWHM as compared to the FRIAC result of 18± 1 fs FWHM. Although counter-intuitive,
since the optical setup comprises of all-reflective components and a multi-layer mirror with
specified dispersion characteristics, this possibility must be evaluated. The second-order
dispersion needed to temporally stretch a 20 fs FWHM pulse to 80.1 fs FWHM would result
from group-delay dispersion (GDD) of ±559.5 fs2. When combined with the dispersion
induced by the CaF2 window, it results in GDDtot=1110.3 fs2, considering the +559.5
fs2 case, or in GDDtot=-8.66 fs2 in the -559.5 fs2 case. In the first case (GDDtot=1110.3
fs2), the pulse would stretch to 155.2 fs FWHM, corresponding to an IAC trace width
of 219.5 fs FWHM. The pulse duration ratio, after and before propagation through the
CaF2 window would be τa/τb=(155.2 fs/80 fs)=1.94, which is not the case here. In the
second case though (GDDtot=-8.66 fs2), the initially negative GDD is almost completely
compensated by that induced after propagation through the CaF2 window, resulting in an
non-measurable change in the initial pulse duration (20 fs FWHM → 20.03 fs FWHM).
This scenario is also not compliant with the experimental observations.
The experimental τa/τb pulse width ratio can be directly obtained by the measured widths in
pixel units, avoiding any assumed or measured pre-factors. The experimentally determined
ratio corresponds to (23.1 ± 1 pixel)/(6 ± 0.7 pixel)=3.85 ± 0.48. This result is in very
good agreement with the τa/τb = 3.94 ratio expected for a 20 fs FWHM pulse propagating
through 1 mm CaF2 and being stretched to 78.9 fs FWHM, as described above. Indeed, if
the pixel size is neglected and the IAC width is cross-calibrated to the FRIAC measurement
width, an adopted delay-time scale can be established. When this adopted delay-time scale
is used instead, the results presented in this and the following chapter are in accordance to
expectations. Moreover, as described in the following chapter, pump-probe measurements
aiming at disclosing molecular dissociation constants are in very good agreement with
values reported in the literature.
The origin of the satellite peaks in Fig. 6.3 can be also briefly discussed here. The 2nd

order IAC of a double pulse is expected to exhibit symmetrically spaced satellite peaks
with respect to the main peak, with a spacing equal to the time delay between the two
pulses [Fig. 2.4]. This concept can be generalized for a pulse triplet, resulting in a similar
autocorrelation pattern with a pair of satellite peaks spaced by their respective delays. The
observed spacing here is ±27.5 pixels and ±103.5 pixels, corresponding to delay times of
519.2 fs and 1954.1 fs, respectively, or equivalently 129.8 fs and 488.5 fs in the adopted
time-delay scale. The observed delay times, rule out the assignment of the satellite peaks
to the fundamental or the 3rd harmonic pulse, an argument which is also reinforced by the
fact that their contribution would alter the measured slopes in Fig. 5.8. Their contribution
in the non-linear ion signal would result to larger slopes as the number of photons needed
to reach the ionization threshold would increase.
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The origin of the satellite peaks is not completely understood and it is assumed that they
might result due to the presence of an unidentified thin-film coating on the window surface.
The findings presented so far, rule out temporal distortion effects and point to an
instrumentation-induced broadening of the autocorrelation FWHM. The spatial resolution
limit imposed by the position-sensitive detector and external imaging setup does not ex-
plain an imaging distortion resulting in a factor of 4 broadening. As a complementary
characterization measurement, a set of IAC measurements have been performed in the
same manner as presented in Fig. 6.1, 6.2, while varying the detector gain. Operating in a
TOF-gated mode, an IAC measurement was obtained by recording the Kr+ ion distribution
image and varying the front MCP voltage, while keeping the rest of the applied voltages
fixed. This effectively changed the gain of the front MCP, in order to investigate whether
saturation or space-charge effects, within the detector, influence ion imaging and therefore
the obtained IAC width. The IAC measurement information has been extracted in the
same manner as described above and the results are summarized in Table 6.1.
By tuning the front MCP voltage within its complete range, from 0.65 kV to 1.00 kV, no
deviations have been observed in the obtained IAC FWHM, excluding detector saturation
effects. It should be noted, that different voltage combinations, by tuning the second MCP
and scintillator screen voltages did not show any deviations from the reported results. Also,
operating the detector in a non-TOF-gated mode, resulted in the exact IAC width, since
the chamber base pressure (5× 10−8 mbar) ensures that there are hardly any contributions
in the recorded ion image besides from Kr+ ions.

Front MCP IAC FWHM Adopted Delay Scale Experimental Delay Scale
Voltage Spatial Ext. 5th H. Duration 5th H. Duration

0.65 kV 12.6 µm (14.9± 1.1) fs (59.4± 4.5) fs
0.70 kV 12.8 µm (15.1± 1.1) fs (60.4± 4.5) fs
0.75 kV 13.3 µm (15.7± 1.1) fs (62.8± 4.5) fs
0.80 kV 13.3 µm (15.7± 1.1) fs (62.8± 4.5) fs
0.85 kV 13.5 µm (15.9± 1.2) fs (63.6± 4.9) fs
0.90 kV 13.0 µm (15.3± 1.1) fs (61.2± 4.5) fs
0.95 kV 12.7 µm (15.0± 1.1) fs (60.0± 4.5) fs
1.00 kV 13.2 µm (15.6± 1.2) fs (62.4± 4.9) fs

Table 6.1: Fifth-harmonic second-order autocorrelation temporal overlap extent as a function

of the front MCP voltage. Kr+ ions were detected in a time-gated mode with the

second MCP operating at 1.37 kV in addition to the 0.5 kV gating HV pulse. The

temporal overlap extent shows no voltage dependence or saturation effects.

Excluding reduced resolution or saturation effects in the charged-particle detection system,
indicates that the IAC width broad extent should be associated with ion imaging defects.
So far, the experimental observations have been in excellent agreement with the SIMION
simulations results presented in Ch. 4.
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6.1 Second-Order Single-Shot Autocorrelation at 162 nm

As stated earlier, when the position of the ion microscope is tuned in relation to the ionizing
beam in a way that the ion TOF matches the simulated values, the measured magnification
matches exactly with the simulated M=24.5 within the measurement uncertainty. This
fact indicates that the trajectories that the particles actually follow within the instrument,
should be matching those simulated. Nevertheless, the SIMION simulation results presented
in Ch. 4 do not take into account charge repulsion effects. The main reason for this is that
SIMION has limited capabilities in handling such a problem as explicitly stated in its user’s
manual.
When operating in low-pressure conditions, no ion-imaging distortions appear within a
certain pressure range [Fig. 4.16]. However, single-shot operation demands a higher local
gas density in order to enhance the non-linear ion yield. The single-shot IAC measurements
reported in this chapter were mainly conducted using a pulsed gas valve, which delivers a
much higher gas density on target. For this reason a second characterization measurement,
employing the pulsed gas valve has been performed in the same way as the one shown in Fig.
4.16, introducing only the pulse from a single optical branch in the focal region. In order
to verify the previous results and exclude systematic uncertainties, some measurements
were performed initially using the gas dosing valve, as before. The pulse energy in the
interaction region was (145.9±3.4) nJ and the measured ion microscope magnification
Mexp.=(24.3± 0.63). The corresponding results are presented in Fig. 6.4.

a)

P
: 

1
.3

 x
 1

0
-5

 m
b

ar
  

  
F

W
H

M
: 

1
0

.2
 ±

 0
.5

 μ
m

 

b)

P
: 

2
.5

 x
 1

0
-5

 m
b

ar
  

  
F

W
H

M
: 

1
0

.9
 ±

 0
.5

 μ
m

 

c)

P
G

V
: 

1
9

5
 μ

s 
  

F
W

H
M

: 
1

4
.6

 ±
 0

.7
 μ

m
 

d)

P
G

V
: 

1
9

8
 μ

s 
  

F
W

H
M

: 
2

7
.3

 ±
 1

.4
 μ

m
 

e)
P

G
V

: 
2

0
1

 μ
s 

  
F

W
H

M
: 

5
0

.2
 ±

 2
.6

 μ
m

 

Figure 6.4: Kr+ ion channel recorded using a single optical branch of the counter-propagating

autocorrelation optical setup. The gas is provided in the interaction region with a

pulsed gas valve (Parker Series 9). a) and b) where obtained as in 4.16 using the gas

dosing valve. The measured ion channel width increases with longer valve opening

times, showing hints of charge repulsion effects due to space-charge. The ion image

retains its shape while it becomes broader. It should be stressed, that the local gas

density on target scales non-linearly with the gas valve opening time.

The first two datasets obtained with the gas dosing valve are in excellent agreement with
the previous measurements, shown in 4.16. When the pulsed gas valve is used, the ion
image appears broader as a function of the gas pulse duration, set using the IOTA One
driver unit.
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It should be noted that the stated duration does not necessarily correspond to the actual
gas pulse duration but rather to the supplied HV pulse, responsible for opening and closing
the valve. As observed in the average Kr+ ion distribution images 6.4c, 6.4d, 6.4e, the
ion channel appears broader and brighter, reaching an unphysically large size with longer
opening times. Nevertheless, the ion channel retains its shape although with increased
dimensions. The black defect line observed in all images, is a minor MCP detector crack,
appearing displaced as the position of the ion microscope has been slightly adapted between
measurements. The ion imaging magnification has been verified to remain constant in this
case, by performing intermediate measurements. The conclusion that can be reached from
the results shown in 6.4, is that above a certain ion density the imaging properties of the ion
microscope are modified. In addition to this, the radial ion distribution width at the pulse
temporal overlap region is found to be broader than that in the neighboring areas, where the
two pulses do not overlap temporally, verifying the charge repulsion effect hypothesis. An
additional series of single-shot measurements was performed, in order to rule out external
influences to the measurement results, such as vibrations from the gas valve operation,
beam pointing instabilities and vibrations from the scroll pre-vacuum pump. During data
acquisition the scroll pre-vacuum pump is turned off and an intermediate buffer volume is
connected with the turbo-molecular pump ports. In this way the scroll-pump only switches
on for a short time to evacuate this volume, after the data acquisition is complete.
The pulsed valve operation has been also found not to influence the measurement. A
series of datasets have been obtained as in 4.16, using the gas dosing valve to provide the
gas target, while operating the pulsed valve evacuated. No deviation from the reported
results has been observed during this set of measurements. Finally, although beam pointing
instabilities have been always present, mainly connected with laser system instabilities
and partly with vibration sources external to the building, the position-sorting algorithm
described before has been very successful in sorting the single-shot datasets after the
experiment was concluded, circumventing any position averaging effects. The averaged ion
distribution image exhibits the same characteristics as the single-shot data.
The results shown in Fig. 6.4, support the argument that the IAC width should be also
influenced by space-charge effects in this gas density regime. Furthermore, the IAC width
would be expected to grow as a function of the pulsed gas valve opening time, as observed
in the single optical branch datasets. In order to investigate the influence of the gas valve
opening time on the IAC results, a series of single-shot IAC measurements have been
conducted, using either Kr+ or alternatively Xe+ ion signal to obtain a counter-propagating
IAC measurement. The pulsed gas valve opening time was varied between 194 µs and 203 µs
and the IAC data were analyzed following the same procedure as before. The corresponding
results are summarized in Table 6.2.
While the ion distribution radial width is observed to expand with increasing pulsed gas
valve opening time, the same way as in Fig. 6.4, the IAC width remains invariant to this
change. The measurements have been performed using either Xe, or Kr gas, within few
minutes difference and no deviations have been found.
Charge-repulsion effects are obvious when comparing the ion distribution radial width for
increasing gas density and explain the difference between Kr and Xe datasets, as the Xe+

yield is way higher than that of Kr+ in the same experimental conditions.
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Pulsed Gas
Valve

IAC
FWHM

NL Adopted Delay
Scale

Exp. Delay
Scale

Radial
Width

Opening Time Spatial
Ext.

Tar-
get

5th H. Duration 5th H.
Duration

FWHM

203 µs 13.9 µm Kr+ (16.5± 1.1) fs (66.0± 4.5) fs 66.2 µm
200 µs 13.5 µm Xe+ (15.9± 1.0) fs (63.6± 4.0) fs 245.3 µm
199 µs 13.7 µm Kr+ (16.2± 1.1) fs (64.8± 4.4) fs 42.6 µm
198 µs 13.3 µm Xe+ (15.7± 1.0) fs (62.8± 4.0) fs 140.5 µm
196 µs 13.5 µm Xe+ (16.0± 1.0) fs (64.0± 4.0) fs 82.3 µm
194 µs 13.4 µm Xe+ (15.8± 1.0) fs (63.2± 4.0) fs 52.3 µm

Table 6.2: The measured fifth-harmonic second-order autocorrelation width shows no dependence

on the pulsed gas valve opening time (Parker Iota One indication). This result is

verified, using both Kr+ and Xe+ as non-linear targets in the same experimental run.

The IAC width however, shows no observable influence, keeping a constant value for the
complete valve opening time range, that remains within the experimental uncertainty interval.
While the number of ions scales linearly with the applied pressure, it is expected to scale
quadratically with the applied intensity in a two-photon transition: Nions ∝ Natomsσ

(2)I2.
An additional series of measurements has been performed, varying the VUV pulse energy
by reducing the IR HHG driving pulse energy in the same manner as in the measurement
presented in Fig. 5.6. The IAC data have been analyzed following the same procedure as
described above and the corresponding results are summarized in Table 6.3.
A minor increase in the IAC width is observed, although it does not show any clear sign of
charge-repulsion origin. As the pulse energy is increased by a factor of 4.7, the number of
Kr+ ions should increase by an order of magnitude and thus charge-repulsion effects on ion
imaging should manifest themselves in this dataset. In the same way as in the data shown
in Table 6.2, the ion distribution radial width is increasing continuously with higher pulse
energy on target. Performing the same measurement using a single optical branch, shows a
similar increase in the ion channel radial width as presented here and in Fig. 6.4.

5th H. IAC
FWHM

Adopted Delay
Scale

Exp. Delay
Scale

Radial
Width

Pulse Energy
(nJ)

Spatial
Ext.

5th H. Duration 5th H. Duration FWHM

52.14 nJ ± 4.9 nJ 11.9 µm (14.1± 1.0) fs (56.4± 4.0) fs 22.6 µm
109.5 nJ ± 5.8 nJ 12.8 µm (15.1± 1.1) fs (64.8± 4.4) fs 32.1 µm
140.9 nJ ± 6.3 nJ 13.2 µm (15.6± 1.0) fs (62.4± 4.0) fs 54.8 µm
215.8 nJ ± 5.8 nJ 13.5 µm (15.9± 1.0) fs (63.6± 4.0) fs 96.9 µm
246.5 nJ ± 4.9 nJ 13.4 µm (15.8± 1.0) fs (63.2± 4.0) fs 141.1 µm

Table 6.3: Dependence of the measured second-order autocorrelation spatial width on the 5th

harmonic pulse energy: Although the generated number of ions follows this change

quadratically, no significant deviations are observed on the autocorrelation data.
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Both datasets depict a counter-intuitive behavior of the ion imaging system. While the ion
channel radial width shows an increase connected with a higher ion yield, either when higher
gas density or higher pulse energy are used, the IAC width remains invariant and always
approximately 4 times larger than the FRIAC width in all comparative measurements.
An additional measurement has been performed, comparing datasets obtained either with
the pulsed gas valve or the gas dosing valve, otherwise in the exact experimental conditions,
observing a stable IAC width even when the number of ions per shot was dramatically
decreased. The measurement results are shown in Fig. 6.5.

a) b)

Figure 6.5: Counter-propagating pulse IAC FWHM pressure dependence: The averaged IAC

FWHM spatial extent remains constant in a very broad pressure range. The experi-

mental Kr+ IAC trace obtained either with a) the pulsed gas valve at a long opening

time (203 µs), or b) by introducing the gas target using a precision dosing valve and

increasing the ambient pressure in the chamber, shows no difference in the obtained

IAC width.

The invariance of the IAC width over this broad pressure range, shows that the IAC
measurement result is independent of the effects that cause broadening in the radial width
of the ion distribution. The dataset obtained with the gas dosing valve is in a range (1 ·10−5

mbar) that no radial width broadening has been observed [here 10.5 µm FWHM, see also
Fig. 4.16], whereas the pulsed gas valve dataset utilizes an opening time (203 µs) that
results in a considerably increased radial width (62.4 µm FWHM, not shown here). The
constant broadening factor in the IAC width might result from ion imaging aberrations that
either have a space-charge origin, or an unidentified effect that is experimentally relevant,
although observationally inaccessible and not apparent in the simulation results presented
in Ch. 4.3.
Not being able to identify the origin of this counter-intuitive effect from the compara-
tive experimental investigations, a dedicated SIMION simulation, utilizing the embedded
Coulomb repulsion mode, has been performed. The simulation parameters were adapted to
the experimental parameters and a number of benchmark simulations have been performed
in advance using few ions.
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Including a larger number of ions and the ion microscope electric fields, results in computa-
tionally exhaustive simulations, lasting several days for realistic ion distributions.
Although a large set of different simulations has been performed by varying the corre-
sponding initial conditions, the origin of the experimentally observed behavior could not be
identified. The main simulation used a cylindrical ion distribution with a radius of R=5 µm,
separated into two Kr+ ion groups. The first group simulates the IAC temporal overlap
region, having a length of 3.8 µm and the second group the remaining ion distribution
with a length of 730 µm corresponding to the detector size divided by the ion microscope
magnification. The second group is assigned with 1000 ions, limited by the computation
time needed for more particles, while the number of ions in the IAC temporal overlap
group is varied between 10 and 300 ions in successive runs. In the experimental data, the
number of events forming the temporal overlap region in most single-shot images amounts
to approximately 70-80, corresponding to approximately 150 ions taking into account the
detection efficiency of approximately 50%, justifying the parameter range used here.
The simulation results were evaluated in a similar manner as in Ch. 4.3. When charge
repulsion is neglected, the width of the ion image corresponding to the IAC temporal overlap
group extends to 93.1 µm on the detector, as expected by the ion microscope magnification
3.8 µm×24.5=93.1 µm. When charge repulsion is enabled, the imaged ion channel width
and IAC ion group extent appear broader on the detector surface. Already when using
10 ions in the IAC temporal overlap group, the IAC ion image gets 3.4 times broader,
while with 150 ions the image of the IAC width appears 8.8 times larger than expected
on the detector, in disagreement with the experimental results. The simulation predicts a
continuous increase both in the width of the ion channel and the IAC width with a growing
number of particles. Although intuitive, this result is in disagreement with the experimental
observations and an additional effect, of undefined origin, needs to be taken into account in
the simulation.
In summary, after excluding a temporal origin for the broader than expected IAC width, the
influence of charge-particle imaging distortions has been experimentally investigated by in-
creasing the number of generated ions in the interaction region. This has been accomplished
both by increasing the local gas density, as well as the VUV pulse intensity. Although the
ion channel radial size grows both with increased gas density and 5th harmonic intensity, the
spatial extent of the intensity autocorrelation width is not influenced, remaining constant.
Autocorrelation measurements performed at pressure conditions where few ions per shot
were produced, result in the same IAC temporal overlap spatial extent as in high gas density
IAC measurements obtained using the pulsed gas valve. An additional SIMION simulation
unfortunately did not provide insight in the origin of this effect. Nevertheless, all the
comparative measurements performed so far, by using the fringe-resolved interferometric
autocorrelation results as a benchmark, show a remarkably stable ratio between the obtained
autocorrelation widths of approximately 4, compared in different experimental conditions
and with different gas targets. Despite the fact that the exact origin of this behavior has
not been experimentally accessible, the cross-calibration of the delay-time axis using the
fringe-resolved interferometric autocorrelation width, has shown to be consistent with all
the measurements that have been performed so far.
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In view of these results, the use of a cross-calibrated adopted time-delay scale is justified, as
the IAC temporal width is invariant to all different experimental conditions. Furthermore
when utilizing a fixed calibration factor for the time-delay scale, the obtained results have
been consistent with the FRIAC measurement results in all comparative measurements
that have been performed within the timescale of the presented work. Although not self-
contained in this case, the IAC measurement results deliver the same 5th harmonic pulse
duration measured by the FRIAC setup with use of a constant calibration factor in all the
attempted comparative measurements.

6.2 Free-Electron Laser Experiments

The single-shot intensity autocorrelation approach presented in this thesis, although versatile
and statistically efficient for use in laboratory-based experiments, it is mainly intended to
temporally characterize light sources that exhibit strong shot-to-shot temporal fluctuations.
Free-electron lasers (FEL) generating intense VUV-XUV pulses based on self-amplified
spontaneous emission belong in this category, delivering pulses that exhibit fluctuations in
almost all of their parameters. However, FEL pulses reach unsurpassed intensity levels in
the VUV-XUV regime and therefore they are the most suitable light sources to perform
XUV pump-probe experiments.
The experimental attempts reported in this section have been realized prior to the 162 nm

experiments and the characterization studies described above, taking advantage of the
individual pulse-ID data tagging functionality of the experimental apparatus. Both the
acquired ion image and TOF spectrum were tagged with the individual pulse-ID number
available at both facilities. The data acquisition synchronization has been verified prior to
the experiment in both cases. The low level of the attainable non-linear signal needed for
the autocorrelation measurement, prohibited a successful autocorrelation measurement in
both experimental attempts. This section is intended to give a very brief overview of the
attained results and the limitations encountered in both experiments.
The first experiment has taken place at the beamlines BL3 and BL2 at FLASH in Hamburg
[20], using FEL pulses at 44 eV (28.2 nm) in combination with the experimental scheme
and optical component set described in Ch. 3.2. Two-photon, double ionization of He
has been chosen as the non-linear process to deliver an intensity autocorrelation signal
in this case, also previously utilized at FLASH for a multi-shot, delay-scanning, intensity
autocorrelation [215].
A single optical branch of the 44 eV experimental setup [Ch. 3.2] has been used to verify
the ion signal non-linearity. The ion TOF signal was dominated by a saturated He+ peak,
in contrast to a barely visible He2+ peak. Unfortunately, the large amount of He+ ion yield
does not provide any temporal information, yet it is expected to increase charge repulsion
effects. A typical experimental ion time-of-flight spectrum is shown in Fig. 6.6. The He2+

ion signal was not present in every shot, exhibiting large variations, as anticipated by a
non-resonant multiphoton process strongly depending on the varying pulse temporal profile.
A reduction of the gas density or the FEL beam intensity, in order to avoid space-charge
effects in the ion imaging resulted in a dramatic decrease in the He2+ ion signal.

112



6.2 Free-Electron Laser Experiments

a) b)

Figure 6.6: a) Averaged ion time-of-flight spectrum obtained at FLASH with a 44 eV photon

energy pulse. While the He+ ion signal is in saturation the He2+ ion peak is barely

visible in the same scale. b) TOF-Gated He2+ ion peak in the same conditions. Few

ions were present, not in every shot. The dashed grey line depicts the MCP detector

gain time-gate.

Since the pulse temporal shape is not reproduced in every shot [33], obtaining a reliable
intensity dependence is not a trivial task. For this reason, the measurement integrated over
a large number of shots, in order to statistically reduce this variation as much as possible.
The ion TOF spectrum has been acquired for a few hundred-thousand shots, by attenuating
the FEL beam using a series of combinations of thin-metallic filters available at the BL3
beamline and taking advantage of the intrinsic pulse intensity fluctuations. The obtained ion
TOF data were sorted and subsequently averaged according to the FEL pulse energy, using
the pulse-ID tagged gas monitor detector data [296] available at FLASH. The corresponding
results are presented in Fig. 6.7.

Figure 6.7: Two-photon, double-ionization of He at the Free-Electron Laser FLASH in Hamburg:

The ion signal intensity dependence has been measured using a single branch of the

counter-propagating pulse optical setup. Double ionization at 44 eV proceeds via

non-resonant two-photon absorption, verified by the measured slope in a double-

logarithmic scale. The measured slope of singly-ionized H, obtained in parallel serves

as a benchmark measurement.
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6 Single-Shot Autocorrelation in the Vacuum-Extreme Ultraviolet

The He2+ ion signal plotted as a function of the FEL pulse energy, can be fitted with a slope
of 2 in a double-logarithmic scale, denoting a direct two-photon absorption process according
to the discussion in Ch. 3.2. In order to verify the consistency of this measurement, the H+

peak obtained in the same experimental run, resulting from single-photon dissociation of
residual H2O in the experimental chamber has been processed in the same manner, showing
a linear increase in a double-logarithmic scale, validating the presented results.
Having verified that the He2+ ion signal originates from direct two-photon absorption
and thus it is suitable to obtain an intensity autocorrelation measurement, the second
counter-propagating pulse has been introduced to the interaction region. Unfortunately, the
attainable He2+ signal was too low to allow even a multi-shot measurement. A combined
image of the He2+ ion distribution has been obtained by adding a large number of ion
images and shown in Fig. 6.8a. The He2+ ion channel width, measured here 5.8 µm FWHM,
cannot be safely assigned to the actual beam width in the focus, due to the low-count
statistics combined with severe beam pointing instabilities observed during the experiment.
It should be additionally noted, that the experimental setup was pre-aligned prior to
the XUV experiment using the available Ti:Sa laser system used at FLASH for XUV-IR
pump-probe experiments. The IR pulse at 800 nm propagated over the XUV-dedicated
reflective components to generate a high-order intensity autocorrelation signal using Xe+

ions as a non-linear medium. The intensity dependence of the Xe+ ion signal has not
been measured at FLASH due to time restrictions and therefore the IR pulse duration
cannot be extracted by deconvolution as the corresponding multiplicative factor is unknown.
The intensity autocorrelation FWHM is spatially encoded to a 22.25 µm width at FWHM,
corresponding to an equivalent multi-photon intensity autocorrelation FWHM of 148.4 fs.

 a)  Average He2+ Ion Image : 44 eV

FWHM: 5.8 μm

 b)  Xe+ Ion Image: 1.55 eV CPSAC at FLASH

Figure 6.8: a. TOF Gated, multi-shot, combined He2+ ion image in the counter-propagating

pulse common focus at FLASH (44 eV). b. Multi-photon IR counter-propagating

pulse autocorrelation at FLASH using the facility’s Ti:Sa pump-probe laser and Xe+

ion signal as a non-linear target. Both images were obtained utilizing the 1:1 imaging

relay-optics as shown in Fig. 4.1.

The appearance of the Xe+ ion signal (I.P. : 12.13 eV) points to a high non-linearity
considering the IR pulse photon energy of 1.55 eV. Although it is possible that the
interaction does not lie within the perturbative regime, at least 8 photons are needed in
this case for ionization. Considering this fact, the generation of Xe+ ions is confined at the
most intense part of the laser beam and in this way it provides the possibility to achieve a
high-precision spatial and temporal beam overlap.
The second experiment took place at FERMI in Trieste [21] using a seeded-FEL pulse
centered at 62 nm (20 eV). The experimental scheme used at FERMI is described in detail
in Ch. 3.2.
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6.2 Free-Electron Laser Experiments

Two-photon single ionization of He constitutes the non-linear autocorrelation process,
avoiding an additional competing ionization channel, minimizing possible space-charge
issues. An ion TOF spectrum obtained at FERMI operating at 62 nm is shown below.

Figure 6.9: Averaged ion time-of-flight spectrum obtained at FERMI at 62 nm (20 eV). The

amount of He+ ions resulting from direct two-photon ionization is comparable to

that from residual gas.

A pre-alignment experiment was not possible in this case and the available experimental time
has been limited. Most of this time has been used in order to align the counter-propagating
pulse spatial and temporal overlap under vacuum conditions. Unfortunately, no sign of an
established temporal overlap was available by the end of this short experimental run. The
amount of He+ signal was limited, and the large divergence of the 62 nm FEL beam did
not allow unrestricted propagation in the FEL beamline and the experimental setup.
Operating in a TOF-gated mode a series of He+ as well as Xe+ ion distribution images were
acquired in the counter-propagating pulse common focus, shown in Fig. 6.10. Although the
generation of a He+ ion requires a two-photon absorption process, Xe is singly ionized with
the absorption of a single photon at 20 eV. According to the discussion in Ch. 2.1, a signal
proportional to the nth power of the intensity will appear with a waist

√
n narrower than

the actual beam waste assuming a Gaussian profile In(r, z) ∝ Exp
[

−2nr2/w2(z)
]

.

 a)  Average He+ Ion Image : 20 eV

FWHM: 20 μm

 b)  Average Xe+ Ion Image : 20 eV

FWHM: 27.9 μm

Figure 6.10: a. TOF Gated, multi-shot, combined He+ ion image in the counter-propagating

pulse common focus at FERMI (20 eV). b. TOF Gated, multi-shot, combined Xe+

ion image in the counter-propagating pulse common focus at FERMI (20 eV). Both

images were obtained utilizing the 1:1 imaging relay-optics as shown in Fig. 4.1.
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6 Single-Shot Autocorrelation in the Vacuum-Extreme Ultraviolet

This relation was indeed confirmed by the acquired ion distribution images shown in Fig.
6.10. The He+ ion distribution shows an approximately

√
2 narrower waist than the Xe+

ion distribution. Since the actual experimental parameters were not determined, a useful
comparison between measured and calculated beam size cannot be attempted. The dark
line observed in both images on the right side is attributed to a minor MCP crack as
previously mentioned.
In summary, the extension of the counter-propagating pulse intensity autocorrelation
technique in the XUV has been attempted both at FLASH and FERMI, at photon energies of
44 eV and 20 eV respectively. In both cases the small amount of non-linear ion signal, chosen
to serve as an intensity autocorrelation signal, did not permit a successful measurement.
Additionally, beam pointing instabilities and poor statistics did not allow the observation
of a pulse temporal overlap in the common focus, although the experimental setup has
been pre-aligned using an IR Ti:Sa laser pulse in the first experiment. Improvements in
the intensity throughput and a robust pre-alignment may in principle deliver a multi-shot
measurement. The possibility of single-shot operation still needs to be evaluated. The
high-charge density commonly experienced in the focus of an FEL pulse will compromise the
ion imaging quality, as observed in the VUV spectral region. Effective measures to minimize
this effect include an appropriate gas target choice and a short FEL pulse favoring the
desirable direct multi-photon ionization channel while significantly reducing the sequential
single-photon ion yield.
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7 Single-Shot Pump-Probe Experiments

in the Vacuum Ultraviolet

The delay encoding principle employed in this counter-propagating pulse metrology tech-
nique can enable a single-shot pump-probe measurement and give access to time-constants
associated with molecular dynamics in the VUV-XUV range. Obtaining an intensity auto-
correlation measurement prior to a pump-probe dataset in the same apparatus, enables
disclosing dynamics evolving at the same or even shorter timescale than the VUV pulse
length [Fig. 2.7].
Gaining confidence from the invariance of the counter-propagating pulse intensity autocor-
relation width as a function of all different experimental parameters that could be changed,
in addition to the CaF2 dispersion characterization measurement results, an experiment
employing this single-shot VUV-pump/VUV-probe concept and investigating ultrafast
dissociation dynamics of O2 at 161.8 nm, has been carried out.
Here, the adopted delay-time scale has been employed for data analysis, delivering mean-
ingful results, that are in excellent agreement with results obtained performing the same
experiment with the fringe-resolved intensity autocorrelation (FRIAC) setup, using the
same light source [222]. In addition to this, the results from both measurements are
compliant with results obtained at the same wavelength and previously reported in the
literature [30,45]. The utilized delay-time scale is essentially provided by calibrating the
delay-time axis of the counter-propagating pulse measurement [Fig. 6.1] using the FRIAC
measurement results [Fig. 5.7] as mentioned before.
Although the technique is not self-contained in this way, depending on this cross-calibration,
the excellent agreement of the obtained pump-probe results with those obtained in ex-
periments employing different techniques justifies the use of this calibrated delay-time
scale.

7.1 Ultrafast Dissociation Dynamics of O2 at 162 nm

Utilizing the 5th harmonic pulse and taking advantage of the counter-propagating pulse
delay encoding principle, in combination with mass/charge state selective ion microscopy, a
single-shot VUV-pump/VUV-probe experiment has been performed, investigating ultrafast
dissociation of molecular oxygen excited in the Schumann-Runge continuum at 161.8 nm.
Absorption in the UV-VUV spectral region leading to predissociation and photodissociation
of O2 plays an important environmental role, leading to the formation of ozone and atomic
oxygen in the stratosphere.
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7 Single-Shot Pump-Probe Experiments in the Vacuum Ultraviolet

Exciting molecular oxygen well above the dissociation threshold in the first fully allowed
excited state B3Σ−

u , gives rise to the Schumann-Runge continuum (176 nm - 100 nm)
resulting in dissociation to neutral atomic oxygen (O3P+O1D) [279,297].
Photodissociation in this spectral region is expected to be complete within few-tens of fs
and has been investigated using ultrashort pulses in the VUV, utilizing single or two-color
pump-probe schemes [30,45,52]. In these studies a VUV pulse is used to excite the molecule
into the B3Σ−

u state repulsive barrier, followed by a probing pulse leading to molecular
ionization. Observation of the molecular ion signal versus the delay between the pump
and probe pulses provides information on the wavepacket dynamics leading to molecular
dissociation.
Here, exploiting the high intensity content of the VUV pulse along with its short duration,
we attempted tracing the dissociation dynamics of molecular oxygen on a single-shot basis
by selectively imaging the O+

2 ion distribution in the common VUV pulse-pair focus. In
the same delay encoding principle as described before, each of the partial beams excites
O2 molecules on each side of the focal volume while propagating towards the focal point,
where the two pulses arrive at the same time. Subsequently, the role of the two pulses is
exchanged, acting as a probe on the opposite side beyond the focal point. Their respective
delay is encoded on the propagation axis as described above [Eq. 3.1] and selective-imaging
of the O+

2 ions delivers the complete pump-probe dataset in every shot. The respective
ion TOF spectra associated with the observed O+

2 ion distributions were previously shown
in Fig. 4.14. The VUV-pump/VUV-probe experiment has been performed for different
VUV pulse intensities on target, ranging between 120 nJ - 270 nJ, with no result deviations
observed within the experimental uncertainty margin.

I II III

Figure 7.1: O2 VUV-pump/VUV-probe excitation schematic at 161.8 nm. The violet arrows

correspond to the 5th harmonic pulse energy (7.66 eV). I: simultaneous absorption of

two VUV photons - delay-time = 0, II: Molecular O2 ionization window limit, III:

Dissociation and two-photon atomic oxygen ionization. The potential energy curve

data are adapted from [279].
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7.1 Ultrafast Dissociation Dynamics of O2 at 162 nm

The dynamics is initiated with the absorption of a pump-photon at 161.8 nm, exciting O2

approximately 0.58 eV above the dissociation limit [279]. In a second step, the delayed
161.8 nm probe pulse leads to ionization, generating O+

2 ions. The O+
2 pump-probe signal

is evaluated with prior knowledge of the finite instrument response function, which in this
case corresponds to the measured intensity autocorrelation function. The O2 time-constant,
assigned to the dynamics within the ionization widow, is obtained by deconvolution assuming
an exponential decay [Eq.2.65], justified in that case as in [45, and references therein].
By comparing the fitted curves, corresponding to the Kr+ ion distribution and the O+

2 ion
distribution, a distinct broadening attributed to the corresponding wavepacket dynamics in
the B3Σ−

u state leading to dissociation is observed [Fig. 7.2]. This broadening corresponds
to a ratio between the pump-probe and autocorrelation trace widths, of approximately
τp-p/τIAC = 1.24, having been reproduced over several measurements conducted during
different days.
When the adopted delay timescale is used, this corresponds to an exponential decay rate of
τO2

= 7.3± 2.7 fs. The same measurement has been performed using the FRIAC setup by
T. Gebert and presented in [222], disclosing an exponential decay rate of τO2

= 6.6± 1.7 fs,
extracted in the same manner as here.

a)      O2
+ Ion Image

b) c)

Figure 7.2: VUV-pump/VUV-probe data at 161.8 nm investigating ultrafast dissociation of O+

2 .

a) Average O+

2 measurement over 130 shots, b) Image-integrated signal profile along

with the Kr+ autocorrelation dataset, c) Simulated signal in correspondence to the

experimental data shown in 4b.
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7 Single-Shot Pump-Probe Experiments in the Vacuum Ultraviolet

This very good agreement between the two results, justifies the use of the delay-time
calibrated scale for analyzing the counter-propagating pulse data. It additionally indicates
that the 5th harmonic pulse cannot be longer in the counter-propagating pulse experiment.
If this would have been the case, it would be impossible to observe a temporal broadening
in the convolution signal. The measured Kr+ autocorrelation trace width corresponds to
115.6 fs FWHM, as converted using the CCD pixel size (binning: 2×) and a measured ion
imaging magnification of 11.57± 0.5, resulting in a 8.53 fs/pixel conversion factor. For an
exponential decay time of τO2

= 6.6 fs, the obtained convolution, or pump-probe signal
in this case, would result in a FWHM of 117.5 fs [Eq. 2.65]. Compared to the intensity
autocorrelation width of 115.6 fs FWHM, this broadening would be unobservable as the
temporal resolution is given by the 8.53 fs/pixel factor and as a result, both the intensity
autocorrelation and pump-probe traces should appear identical.
It should be noted that the decay time reflects the wavepacket dynamics in the B3Σ−

u

state, as long as the probe transition can lead to an ionic signal. The final state reached
by the probe pulse, that is a bound molecular O+

2 state, defines the observation window
in such a pump-probe measurement as mentioned before [30] and it is specific to the
investigated system and the probe-pulse wavelength. Ideally, a fixed pump and a tunable
probe wavelength can investigate the complete dissociation dynamics.
The presence of O+ ion signal along the complete focal volume verifies an additional 2
photon absorption, as it can only occur either after the dissociation of O+

2 , or by two-photon
direct ionization of neutral oxygen atoms resulting from the neutral O2 dissociation. In the
first case, a third VUV photon is necessary to reach O+

2 excited dissociative states lying
well above a 1+1 photon transition at 161.8 nm resulting in one ionized atomic oxygen
fragment in addition to a neutral oxygen atom [279]. In the second case direct two-photon
absorption is required, either from the O(3P) atomic ground state or the O(1D) excited
state. Discrimination between the two possible pathways is possible by measuring the
kinetic energy release which is expected to differ in the two different excitation pathways.
This information has been indeed obtained in a previous study using the same wavelength
as in this work for the pump pulse [45]. The recoil energy was recorded as the difference in
the time-of-flight between forward and backward ejected ionic fragments, corresponding
to a total kinetic energy release of 600 meV in good agreement with the energy difference
between the excitation energy and the dissociation limit.
In this study, the momentum-sensitive imaging mode of the ion microscope has been utilized
in order to measure the atomic oxygen fragment recoil energy and verify the excitation
pathway. By detuning the electrostatic lens voltage ratio required for achromatic imaging,
ions with an initial momentum vector parallel to the light polarization vector are imaged on
the detector plane as two separate ion channel images as described in Ch. 4.3. For a minor
voltage detuning in the order of 0.5% of its initial value (VLENS/VREP = 0.3737± 0.0010),
the two ion channel images retain their spatial characteristics, while they are mutually
displaced by a definite distance which scales with their initial kinetic energy in a well-defined
predictable manner.
The obtained O+ ion image is shown in Fig. 7.3a. The image corresponds to an average
measurement over a few hundred shots and shows the anticipated behavior with two distinct
ion channel images mutually displaced from the detector center with a peak-to-peak distance
of 325.6 µm±14 µm.
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7.1 Ultrafast Dissociation Dynamics of O2 at 162 nm

a) O+ Ion Image c)b)

Figure 7.3: O+ Ion Signal: Kinetic energy release following O2 dissociation imaged with the ion

microscope: 7.3a) Experimental O+ Ion Signal., 7.3b) O+ ion image profile (red box

enclosed integrated area plotted) showing a peak-to-peak distance of 325.6 µm±14 µm

in excellent agreement with the simulated value in 7.3c), 7.3c) Simulated O+ ion

distribution taking into account the experimental parameters and 300 meV initial

kinetic energy per fragment in the light polarization vector direction.

This result is in excellent agreement with a simulated displacement value of 325 µm for
a total recoil energy of 600 meV. The simulated displacement of 325 µm is predicted for
two groups of O+ ions, starting from a common cylindrical focal volume, with an equally
shared initial kinetic energy of 600 meV and momentum vectors pointing along the two
directions defined by the light polarization vector respectively.
The simulated ion distribution image on the detector, taking into account the current
experimental parameters is shown in Fig. 7.3c along with the experimentally obtained ion
distribution image Fig. 7.3a and the corresponding profile plot, showing the peak-to-peak
distance in Fig. 7.3b. The same result is also observed when one of the counter-propagating
pulses is blocked and the excitation is driven by a single VUV pulse. This finding verifies
the hypothesis that the O+ fragments, are generated by direct two-photon absorption
after molecular dissociation in the B3Σ−

u state in accordance to the result reported in [45]
although with a different probing scheme.
In summary, it has been shown that the counter-propagating pulse delay encoding principle,
combined with mass/charge selective ion imaging can be used to deliver an individual-
shot VUV-pump/VUV-probe dataset. Utilizing a cross calibrated delay-time scale the
experimental outcome is in very good agreement with the results obtained using the FRIAC
experimental setup for the same measurement [222]. Ultrafast dissociation dynamics of O2

after excitation in the Schumann-Runge continuum have been followed within the ionization
window. Although not commonly available, but conceivable, a wavelength tunable, sub-20
fs VUV pulse would constitute an ideal probe, providing the possibility to follow the
molecular dissociation process as long as the ionic ground state potential curve permits.
Furthermore, operated in a momentum-resolving mode, the ion microscope can record
kinetic energy release for the oxygen atomic fragments and identify the excitation pathway.
The experimentally observed ion channel separation is in very good agreement with the
simulated values. The lack of temporal evolution in the atomic oxygen ion signal, points at
a post-ionization of the atomic fragments at a large internuclear distance.
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8 Conclusions and Outlook

In this thesis, a set of experimental techniques and the corresponding instrumentation
have been established, facilitating individual pulse temporal metrology in the VUV-XUV
spectral range.
In order to enable multi-photon time-resolved spectroscopy in the VUV, a light source based
on high-harmonic generation, delivering intense 162 nm pulses, has been implemented, opti-
mized and characterized. An intense driving IR pulse supports a loose-focusing geometry,
allowing efficient phase-matched harmonic generation in a long Ar gas cell. The optimal
generation conditions have been investigated, using Ar or Xe as a generating medium. It
was concluded that when using Ar the 5th harmonic pulse intensity follows a continuous
increasing trend and can be further scaled by higher laser energies or gas densities, in
contrast to the case where Xe is employed as a generation medium.
The 5th harmonic pulse reaches up to 1.1 µJ/pulse corresponding to 9× 1011 photons/pulse
and a conversion efficiency of 10−4. Its high intensity content has been verified by the
observation of non-resonant two- and three-photon absorption in the focus of a long focal-
length focusing mirror. The attainable high peak intensity overcomes low-cross section
limitations and enables versatile multi-photon excitation schemes in the VUV. Additionally,
the high pulse energy permits the use of large focal dimensions that result in an exceptional
signal-to-noise ratio. The experimental setup is designed in a way, that all the relevant
generation parameters can be varied while performing the experiment, providing the pos-
sibility to efficiently optimize the output by monitoring the pulse parameters with the
implemented instrumentation. As a future development, a wavelength tunable HHG driving
pulse, originating from an optical parametric amplifier, seeded by the 15 mJ IR pulse,
can be used alternatively. In this way, wavelength-tunable, ultrashort harmonic pulses
can be generated, providing the possibility to perform two-color VUV-XUV pump-probe
experiments with adjustable wavelength.
In order to extend single-shot nonlinear autocorrelation methodology to the VUV-XUV
spectral range, an all-reflective counter-propagating pulse setup has been designed and
experimentally realized. Three different spectral variants of this setup have been imple-
mented and used in separate experiments. The optical geometry and the optical components
have been optimized in all cases, in order to satisfy transmission and multiphoton signal
constraints in each spectral regime. Additionally, multi-photon processes that can deliver
an autocorrelation measurement have been identified for each case and their experimental
feasibility has been evaluated. In this approach, the delay between two pulse replicas is
encoded on their common propagation axis. The complete autocorrelation measurement is
performed during each shot by spatially resolving the resulting nonlinear signal with an
imaging detector.

123



8 Conclusions and Outlook

The delay-encoding principle has been experimentally established and verified in ambient
conditions, employing a NIR pulse and non-resonant two-photon fluorescence in CdSe
quantum dots as an autocorrelation non-linear process. The extracted pulse duration is
in good agreement with the laser system manufacturer’s specifications. Moreover this
experimental implementation allowed a very good degree of pre-alignment of the VUV-XUV
optical setups.
An instantaneous non-linear signal, necessary for obtaining an intensity autocorrelation
measurement in the VUV-XUV can be provided by direct multiphoton ionization. An
ion-imaging time-of-flight spectrometer has been set-up and characterized, providing
a mass/charge state-selective magnified image of the ion distribution in the counter-
propagating pulse common focus. A set of simulations has been performed in advance, in
order to determine the corresponding ion-imaging specifications. The simulated ion image
magnification and time-of-flight specifications are reproduced in all experimental datasets,
providing confidence in the simulation results. Experimentally, charge-repulsion effects
become obvious at an increased ion density, resulting either from higher gas pressure or
pulse energy. In this case, it was found that ion imaging is influenced, resulting in an
increasingly ’broader’ ion distribution image with increased ion density.
In combination with the dedicated counter-propagating optical setup, a single-shot intensity
autocorrelation measurement of the 5th harmonic pulse could be obtained. Non-resonant,
two-photon ionization of Kr or Xe has been used as a second-order intensity autocorrelation
process, providing the same results in consecutive measurements.
The resulting autocorrelation temporal width is found to be broader than expected and pre-
viously measured in the same laboratory using the same 5th harmonic generation conditions,
with a fringe-resolved intensity autocorrelation setup [220,222,294]. A complete series of
characterization measurements has been therefore performed, in order to identify the origin
of this broadening. In a first step, temporal distortions induced by the optical components
were excluded and the validity of the delay encoding principle has been verified with the
VUV setup. Varying the ion density in the focal volume by tuning the gas pressure or the
VUV pulse energy, results in a constant autocorrelation width for a very broad experimental
parameter range. Furthermore, space-charge induced distortions or gain saturation effects
originating from the position-sensitive detector have been experimentally excluded.
Retaining a constant behavior under any parameter variation, the broadening effect appears
to be a constant systematic imperfection and therefore the intensity autocorrelation can be
cross-calibrated using the FRIAC result obtained under the same conditions. The intensity
autocorrelation width shows a remarkable invariance to the ion density in the interaction
region. Moreover, it has been verified that the utilized calibration factor does not vary in
any measurement performed under different experimental conditions or using different gas
targets. During the period of several months, no discrepancy has been found between the
measurements obtained by the two experimental setups, within the experimental uncertainty,
using a fixed calibration factor. This result validates the use of a calibrated time-delay
scale for the reported experiments.
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Extending the scope of the presented single-shot metrology approach, a single-shot VUV-
pump/VUV-probe experiment has been performed, using the same delay-encoding concept.
As a proof of principle experiment, the few-femtosecond dissociation dynamics of O2,
excited in the Schumann-Runge continuum at 162 nm, are investigated on a shot-to-shot
basis. Combining the intensity autocorrelation information with that obtained by the
VUV-pump/VUV-probe experiment, ultrafast dissociation dynamics of O2 after excitation
in the Schumann-Runge continuum can be followed within the ionization window. The
extracted time-constant is in excellent agreement with that obtained when performing the
same experiment using the FRIAC experimental setup, providing an additional verification
of the utilized calibration factor.
Operated in a momentum-resolving mode, the ion microscope reveals the kinetic energy
release of the oxygen atomic fragments resulting from molecular dissociation, being in very
good agreement with the simulation results.
Results obtained at two free-electron laser experiments and the corresponding experimental
limitations that have been encountered are also discussed in detail. The limited amount of
multi-photon signal did not permit a single-shot operation in both cases.
Finally, it has been verified that the experimental approach is applicable in the VUV
spectral range, delivering meaningful results. A cross-calibration experiment delivers a
time-delay calibration factor which has been found to be robust in all the experiments
performed. The experimental setup can be adapted in order to accommodate pulses in
the XUV range, or a bi-color combination within the DUV-XUV. This enables a variety
of one or two-color pump-probe experiments that require high temporal resolution in the
few-fs timescale. The long delay range encoded in the focal region, offers additionally the
possibility for investigating dynamics evolving over a long timescale. Utilizing the extended
delay-range, this approach is advantageous for high-resolution spectroscopic techniques
where the spectral resolution relies on the time-delay extent. Such approaches based on
quantum interference metrology and linear or nonlinear Fourier-transform spectroscopy have
already been demonstrated in the VUV-XUV range [15,16,298–300] and in combination
with intense broad continuum VUV-XUV light-sources are expected to reach unprecedented
spectral resolution. The high data collection efficiency of this counter-propagating pulse
setup provides an advantageous alternative for such schemes, avoiding optical misalignment
and operation stability restrictions, commonly present over the long delay scan range.
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A Autocorrelation Theoretical Aspects

A.1 Field Autocorrelation - Spectral Intensity Correspondence

The Fourier transform of the field autocorrelation signal, obtains the the spectral intensity
distribution of the pulse and thus a linear autocorrelation measurement is not sufficient for
determining the pulse temporal profile.
This result is mathematically described by the Wiener-Khinchin theorem, also known as
Khinchin-Kolmogorov theorem.
As a reminder, the field autocorrelation signal, commonly obtained at the output of a
Michelson interferometer with a detection system exhibiting a linear response to the input
light intensity, reads:

SFAC(τ) ∝ 2 ·
∫ +∞

−∞

|E(t)|2 dt− 2 · Re
∫ +∞

−∞

E(t)E∗(t− τ)dt

The last term represents the first-order correlation function of the light field and it is the
quantity of interest. The first term is delay independent and thus a measurement constant
for a time-integrating detector.
A simple proof will be provided for an arbitrary time dependent signal, described by the
time-dependent function f(t) as follows. The Fourier transform of the corresponding
autocorrelation function can be written as:

F

{
∫ +∞

−∞

f(t)f∗(t− τ)dt

}

=

∫ +∞

−∞

∫ +∞

−∞

f(t)f∗(t− τ)dte−iωτdτ =

=

∫ +∞

−∞

f(t)

∫ +∞

−∞

f∗(t− τ)e−iωτdτdt =

∫ +∞

−∞

f(t)

[
∫ +∞

−∞

f(t− τ)eiωτdτ

]∗
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τ
′

=−τ
=

∫ +∞
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−∞

f(τ
′

+ t)e−iωτ
′
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′

]∗

dt =

∫ +∞

−∞

f(t)
[

F (ω)eiωt
]∗
dt =

=

∫ +∞

−∞

f(t)e−iωtdtF ∗(ω) = F (ω)F ∗(ω) = |F (ω)|2
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A Autocorrelation Theoretical Aspects

A.2 Second-Order Interferometric Autocorrelation

This section is devoted to the complete expansion of the second-order interferometric
autocorrelation signal:

S(2)
FRAC(τ) =

∫ +∞

−∞

∣

∣

∣
[E(t) + E(t− τ)]2

∣

∣

∣

2
dt =

=

∫ +∞

−∞

[

E2(t) + E2(t− τ) + 2E(t)E(t− τ)
] [

E∗2(t) + E∗2(t− τ) + 2E∗(t)E∗(t− τ)
]

dt

=

∫ +∞

−∞

{

∣

∣E2(t)
∣

∣

2
+ E2(t)E∗2(t− τ) + 2E2(t)E∗(t)E∗(t− τ)+

+ 2E(t)E(t− τ)E∗2(t) + 2E(t)E(t− τ)E∗2(t− τ + 4 |E(t)|2 |E(t− τ)|2
}

dt

Using the fact that the pulse intensity corresponds to I(t) ≡ |E(t)|2 we obtain:

S(2)
FRAC(τ) =

∫ +∞

−∞

{

I2(t) + E2(t)E∗2(t− τ) + 2I(t)E∗(t)E∗(t− τ)+

+E2(t− τ)E∗2(t) + I2(t− τ) + 2I(t− τ)E∗(t)E(t− τ)−

− 2I(t)E∗(t)E(t− τ) + 2I(t− τ)E(t)E∗(t− τ) + 4I(t− τ)I(t)
}

dt

Which results in:

S(2)
FRAC(τ) =
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∣

∣

∣
[E(t) + E(t− τ)]2

∣

∣

∣

2
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−∞
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I(t)I(t− τ)dt

+ 2 ·
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[I(t) + I(t− τ)]E(t)E∗(t− τ)dt+ c.c.

+ 2 ·
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E2(t)E∗2(t− τ)dt+ c.c.
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B Two-Photon Fluorescence Autocorrelation: Magnification Measurement

B Two-Photon Fluorescence

Autocorrelation: Magnification

Measurement

Figure B.1: Optical magnification measurement using the temporal overlap two-photon fluores-

cence signal as a reference. The CCD camera is translated along the axis parallel

to the beam propagation axis using a high-precision linear translation stage. The

stage is translated in 100 µm steps and the magnification is evaluated from the

combined image. The temporal overlap displacement corresponds to an average of

45 pixels / 100 µm. Taking into account the pixel size (4.65 µm/pixel) the resulting

magnification corresponds to MTPF = 2.09×.
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C Ion Microscope: Supplementary

Information and Simulation Results

C.1 Ion Microscope: Experimental Implementation

Figure C.1: Assembled position-sensitive detector before installation on the instrument.

Figure C.2: The detachable ion optics assembly before being mount on the flight tube.
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C Ion Microscope: Supplementary Information and Simulation Results

C.2 Supplemental SIMION Simulation Results

C.2.1 Ion Imaging: Ion Optics Focal Plane Properties
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Figure C.3: Ion imaging focal properties simulation results for both Kr+ and He+ ions using

the exact simulation parameters (as in 4.7). The simulation results show no mass

dependence.
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Figure C.4: The ion microscope depth-of-focus strongly depends on the ions initial velocity

direction and magnitude. A homogeneous initial spherical distribution clearly shows

a dependence on the absolute value of the kinetic energy as shown also in Fig. 4.7.

However when the velocity vector is pointing along the ion optical axis (x-direction)

even a higher initial kinetic energy shows no x-axis starting position dependence.
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C.2 Supplemental SIMION Simulation Results

C.2.2 Ion Imaging: Simulated Ion Optics Aberrations
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Figure C.5: Simulated ion detector image using a grid of equally spaced (125 µm) Kr+ ion

cylinders at REP=10kV and VLENS/VREP = 0.3717. The cylinder axis matches

the x-axis, the length of the cylinder is 10 µm and the radius 50 µm. The grid lines

depict the ideal imaging scale, indicating the expected ion disk location and size.

As mentioned before, pincushion-like imaging distortion is observable at the image

edges although it is not expected to restrict the detection scope of the instrument.

C.2.3 Ion Optical System Spatial Resolution Study: Initial Kinetic Energy

Dependence

Ion Initial Kinetic Energy Radial 1 µm Spatial Resolution Extent

10−5 meV ± 55 µm
0.01 meV ± 55 µm
10 meV ± 50 µm
100 meV ± 40 µm

Table C.1: Simulated ion optical system spatial resolution (1 µm separated ion disk-pairs) as a

function of the ions initial kinetic energy. The simulation parameters are identical

to those in Fig. 4.9. The initial ion velocity vector directions are homogeneously

distributed over a spherical pupil with R=5 µm.
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D Time-Delay Scale Calibration

D Time-Delay Scale Calibration
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Figure D.1: Delay scale verification measurement: a) Prior to the mirror displacement the two

pulses encounter each other in the center of symmetry of the optical arrangement. b)

A spherical mirror displacement by ∆x results in an optical path difference of 2∆x

as the beam travels twice the path. When the pulse on the right side (red) arrives at

the previous overlap position the pulse on the left side (blue) is in a distance of 2∆x.

c) The two counter-propagating pulses subsequently bridge this distance, meeting in

the middle. d) As a result, the new temporal overlap position is found in a distance

∆x away from the temporal overlap position prior to the mirror displacement as

shown in a). e) Measured temporal overlap shift for one revolution of the picomotor

actuator thread (80 tpi - ∆x=317.5 µm/revolution). The observed IAC trace peak

decrease results due to focus mismatch between the two counter-propagating pulses.
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