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Zusammenfassung

Das Hauptanliegen dieser Arbeit ist die Einfuhrung vonta#hangigkeiten ilPHOENI X.
Dieses wurde sowohl fiur das Strahlungsfeld als auch &iMiterie in der SN la Modellat-
mosphare durchgefihrt.

Als erstes wurde die Zeitabhangigkeit in der Strahluragsportgleichung implementiert.
Zwei Diskretisierungsschemata wurden dafur angewemdietTestrechnungen wurde die
korrekte Implementation des Zeitderivats Uberprife Reitskala, die mit der neuen Imple-
mentation berechnet wurde ist vergleichbar mit der einefaeen analytischen Ansatzes.
Storungen der inneren Randbedingung der Atmospharedswsich durch die gesamte
Modellatmosphare. Fur den Fall einer sinusformigesr&tg im Inneren ergibt sich fur die
ganze Atmosphare eine sinusformig andernde Leuchtkraf

Die nachste Erweiterung ist die Zeitabhangingkeit detévla, fur die ein einfacher hy-
drodynamischer Loser eingebaut wurde. Er berechnet deegiganderung in einer SN la
Atmosphare und betrachtet dabei die homologe ExpansemEtergietransport sowie die
zusatzliche Energie, die durch Emission wastrahlung auf Grund des radioaktiven Zer-
falls von°6Ni und °6Co entsteht. Testrechnungen fir jeden einzelnen Teilrdptdmenta-
tion wurden durchgefuhrt. Der Energiezuwachs fuhrt zznw&mung der Atmosphare und
verstarkt die Leuchtkraft, wogegen die adiabatische Egjma die Atmosphare abkuhlt. Der
Energietransport verandert die Temperaturstruktur dero&phare in Richtung des Strah-
lungsgleichgewicht.

Der hydrodynamische Loser wurde zur Berechnung von SN ldeMicchtkurven ange-
wendet. Mit der Annahme von LTE in der Atmosphare wurderhtkarven errechnet, die
mit den beobachteten von SN 1999ee und SN 2002bo gut ubgn@men. Einige Abwei-
chungen ergeben sich jedoch fiur den Nahinfrarot-Berditgh.die Lichtkurven weiter zu
verbessern wurden Berechnungen mit unterschiedlichergie@enspeisung durchgefuhrt.
Mit mehr Energieeinspeisung werden die Lichtkurven zuj&ast heller, bei weniger Ener-
gieeinspeisung entsprechend dunkler. Ein Verbesserungatenfrarot-Lichtkurven wurde
jedoch nicht erreicht. Drei verschiedene Explosionsmedelrden fur die SN la Lichtkur-
venberechnungen benutzt. Das Modell der verzogertennagtm DD 16 kann als richtiges
Explosionsmodell ausgeschlossen werden. Die Lichtkusughzu dunkel um die beobach-
teten Lichtkurven zu reproduzieren. Die am besten pasdantdturve wurde mit dem W7
Deflagrationsmodell erzielt. Das Modell DD 25 erzielt auci gassende Lichtkurven.

Es wurde gezeigt, dass Streuung wichtig fur die BehandiiesgStrahlungstransports bei
der Berechnung von Modelllichtkurven von SNe la ist. Deghvalirden komplexere NLTE
Modelllichtkurven berechnet. Zuerst wurde dafir die Tenagurstruktur der LTE Berech-
nungen benutzt. Mit der Annahme von NLTE erhalt nfsrderungen in den Lichtkurven.
Dabei wurden erhebliche Verbesserungen in der LichtkurvéBand erzielt. Weitere Mo-
delle wurden berechnet, bei denen sich die Temperatutatrdien NLTE Bedingungen an-
passen konnten. Dies erhoht die Berechnungszeit ggwakiwurden jedoch kaum Verbes-
serungen im Vergleich zu den Modellen mit LTE Temperatukgtr erzielt.
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Abstract

The main topic of this work is the introduction of time depende intdPHCENI X. This has
been achieved for both the radiation field and the matterarstd la model atmosphere.

First, time dependence in the radiative transfer equates)deen implemented. Two
discretization schemes have been used for the implementatithe time derivative. Test
calculations have been performed to confirm the correctokise implementations. The
radiation time scale computed with the time dependent tiadiransfer is comparable to a
simple analytic approach. Perturbations of the inner bagndondition of the atmosphere
move through the whole atmosphere. For instance, an atragsphth a sinusoidally vary-
ing inner light bulb leads to an atmosphere where the luniiyearies sinusoidally every-
where.

For the next extension of time dependence for the mattemplsihydrodynamical solver
has been implemented. It computes the changes in the enkeeagy SN la atmosphere by
considering the homologous expansion, energy transparttan deposition of energy by
y-ray emission due to the radioactive decay®i and®6Co. Test calculations verified that
each part of the solver works correctly. The energy depsitieats the atmosphere and
increases the observed luminosity, whereas the adiabgiansion cools the atmosphere.
The energy transport always pushes the temperature seuwdtthe atmosphere towards the
radiative equilibrium state.

The hydrodynamical solver has been applied to calculateaSNddel light curves. With
the assumption of an LTE atmosphere, the model light cumesaleeady in good agreement
with the observed light curves of SN 1999ee and SN 2002bo. eSteniations between
model and observed light curves occur in the near-infrahedirder to improve the model
light curves, a calculation with different energy input Heeen performed. If more energy
is deposited into the atmosphere the model light curves ibaaids become brighter. With
less energy input, fainter model light curves are the reddtiwever, this did not improve
the model light curves in the near-infrared. Three difféexplosion models have been used
to compute model light curves of SNe la. The delayed detonatodel DD 16 can be
eliminated as the correct explosion model as it is too faneproduce the observed light
curves. The best fits to the observed light curves have béeevac with the W7 deflagration
model, while the DD 25 model also delivers reasonable magled turves.

It has been shown that scattering in the treatment of radiatansfer is important for
the calculation of SN la model light curves. Thus, more ssiitated NLTE model light
curves have been calculated. At first, the LTE temperatuuetsires have been used. The
assumption of NLTE changes the model light curves in somdd&asignificant improvement
for the | band model light curve has been achieved. Furthetainiight curves where the
temperature structure can adapt to the NLTE conditions haga computed. This increased
the computation time dramatically. But no significant imgments compared to the NLTE
light curves with fixed LTE temperature structure have beamd.
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Chapter 1

Introduction

1.1 Motivation

This work was funded by the Deutsche Forschungsgemeirtg@fat) via the Collabora-

tive Research Center 676 (Sonderforschungsbereich 67#)the title “Particles, Strings

and the Early Universe - the Structure of Matter and Spao®eTi This project contains

subprojects in the fields of particle physics, string themmg cosmology. One goal of the
SFB project among others is to investigate the cosmologyo@iniverse. Today, about 96%
of the content of the universe is not understood. Only 4% efuhiverse consists of the
baryonic matter, which is the matter that can be directlyeolesd because it interacts with
electromagnetic radiation. About 23% of the universe isgveld to consist of dark matter.
The effects of dark matter have been observed in galaxyeskisind in rotation curves of
spiral galaxies. Further evidence for the existence of dzalkter have been found by gravi-
tational lensing and the measurement of anisotropies isdbmic microwave background.
Various candidates for the dark matter have been proposéds ificludes new particles
beyond the standard model as for instance supersymmetticlps.

The main content of the universe is the dark energy, whiclb@it73% of the overall
energy. This phenomenon has been discovered first by destaeasurements obtained with
observations of light curves of type la supernovae. Obsensat high redshift showed a
deviation from the assumed deceleration of the universparesion. This accelerated ex-
pansion of universe has been discovered independentlydssRt al. (1998) and Perlmutter
et al. (1999). Other confirmations of the existence of dadeg@nhave been achieved. These
are the precise measurements of the microwave backgrowtddtion by the WMAP mis-
sion (Spergel et al. 2003). The existence of dark energy Vgascanfirmed by X-ray ob-
servations of galaxy clusters (Allen et al. 2004, 2008) dredliaryon acoustic oscillation
(Percival et al. 2007).

The role of SNe la in cosmology is important. One can use tgmipernovae to deter-
mine cosmological parameters. Further improvements ahesurements of the expansion
of the universe are urgently needed. This also includestarhgtderstanding of the physics
going on in an SN la event. Although the observed SN la lighves have been used to
measure distances, it is not understood what the corregeprmr or explosion mechanism
of an SN la event is. The frequently used Phillips relationil{ips 1993), which has been
used to correct SNe la light curves to adapt them to standardles, is a purely empiri-
cal observational relation. Therefore, it is vital to urgtand what is going on in an SN la
explosion and during the following free expansion phase.
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1.2 Topic of this work

With PHOENI X a lot of work on type la supernovae has been performed (Nugteat.
1995; Hauschildt et al. 1996; Nugent et al. 1997; Lentz e1299b,a, 2000, 2001b,a, 2002;
Baron et al. 2003; Bongard et al. 2006; Baron et al. 2006).ifsiance, detailed studies of
spectra around the maximum phase of the optical light curses been performed. This also
includes studies where the SN la atmosphere is assumed na\id E. Dynamical models
have been used, where model spectra with the atmosphectustrwf different explosion
model calculations have been computed. The results ofreiffeexplosion models can be
used to compared them to observed spectra to determine fileetcexplosion model of an
SN la event.

So far, all investigations witfPHOENI X have been performed under the assumption of
time independence for both the radiative transfer and thenmahin the model atmosphere.
Model spectra have been obtained under the assumptionati@stry atmosphere structure,
which is in radiative equilibrium. In this work, the aim isit@troduce time dependence into
PHOENI X for both the radiative transfer and the material in the aphese.

First the spherical symmetric special relativistic ragmtransfer equation will be solved
including time dependence. Details of the implementatidhb& given as two different dis-
cretization methods will be used. Test calculations, winghfirm that the implementation
is working correctly will be presented.

The other major step is the consideration of a time deperatembsphere structure. In
this work | will consider this for the case of a type la supematmosphere. The main goal
is to calculate model light curves of SNe la. In order to aghithis, a simple hydrodynami-
cal solver will be implemented intBHOENI X. This hydrodynamical solver will keep track
of the evolution of the properties of a SN la atmosphere aadntuences on it. The homol-
ogous expansion, the energy input fayay emission due to radioactive decay®®ii and
56Co and the energy transport will be implemented in this hgignamical solver. Using this
hydrodynamical solver, it is then possible to calculatewhele evolution of an SN la model
atmosphere during the free expansion phase. Model lighieswf SNe Ia will be calculated
to learn more about them. For instance, investigations tbthe correct explosion model
will be performed. The influences of different parameterghefhydrodynamical solver will
be tested. A first goal is the computation of light curves, rgltee atmosphere is considered
to be in local thermal equilibrium (LTE). The calculated neblight curves will be compared
to observed light curves of SN 1999ee and SN 2002bo in diffgyeotometric bands. A few
model light curves will be computed, where the atmospher®isn LTE. Further, a short
outlook on the spectral evolution will be presented.

1.3 Chapter overview

Chapter 2 gives an overview about the phenomenon supernbiva.focus is on type la
supernovae. The current status of the search for a progeoiaoect explosion model and
the general properties are discussed. The use of SN la ligh% ©bservations for the dis-
tance measurements and determination of cosmologicainedess is presented. Chapter 3
is describing the physics of modeling atmospheres RHOENI X including its approach to
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the radiative transfer problem. The following chapter 4ers\the time dependent radiative
transfer. The implementation of the time dependence dereves discussed. Test calcula-
tions are presented that confirm the correct operation af¢leimplementations. In chapter
5, a simple hydrodynamical solver is presented. This amgbrbas been implemented into
PHCENI X. Applying the hydrodynamical solver the evolution of an SNaktmosphere can
be calculated. With a few test calculations, the new hydnadyical solver is checked for its
proper operation. This implemented code is then appliedtoutate model light curves of
SNe la. The results of the model light curve calculationspaesented in chapter 6. First,
LTE light curves of different photometric bands have beemgoted. The influence of the
energy deposition is checked. Different hydrodynamicgl@sion models will be used to
determine the correct explosion model. Here, the deflagratiodel and two delayed deto-
nation models will be tested. To obtain more accurate maglel turves, NLTE calculations
have also been performed. This work closes with a summaryatidok in chapter 7. In
the appendix A, a first unsuccessful approach of a hydrodigasolver to compute SNe la
model light curves is presented in more detail.
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Chapter 2

Supernovae

Throughout history, astronomers observed the appearaficesyv stars. Thesstella nova
were luminous events visible to the naked eye. For instadmese astronomers observed
a stella nova in the year 1054. The remnant of this event is still visiblday and is now
called the crab nebula. Actually, this observed “superhoxas not the birth of a new star
but rather the death of a massive old star.

This chapter gives an overview about the properties of sugyae with focus on the sub-
type la. The current status of the search for the progengqueesented. The different pos-
sible explosion models of the SN la will be discussed. Olz@mal results such as spectra
and light curves are discussed as well. The important us&daS®vents for measuring of
cosmological parameters is presented in more detail.

2.1 Classification

A stella novawas defined as an event, where a new star seems to appear ky.tAefaw of
these events were considerably brighter than the othersstifction was made, and the new
class “supernova” (SN) was defined (Zwicky 1938, 1940). t.aeliversity in the spectra of
supernova observations was found and new subclasses we@uiced. The classification
of supernovae presented here is hinged on features in tloéremeand the shape of the
SN light curves, see Filippenko (1997) for a detailed ovemvon the classification and the
typical optical spectra of the different SN types and subsy he classification of SNe arose
purely from observations.

Supernovae events are divided into two main classes. Theskeatypes | and Il, which
were initially introduced by Minkowski (1941). Supernowaiethe type | have no hydrogen
features in their observed spectra. Therefore, one catifiglartype 1l supernova by hydro-
gen features in the spectrum. There is a further diversithénobserved spectra and light
curves, so that both types are divided into subtypes. Onggelof the type | is the type la,
which is defined by the broad Si Il absorption trough arouns6i in the optical spectrum
during the maximum phase of the optical light curve. In th&agh spectrum of an SN Ia,
no helium features are observed. However, the type Ib hasrataly strong optical He
features in its spectrum, for instance, at around 5808ilicon features are not observed in
type Ib spectra. The spectrum of a SN Ic shows neither thdaerh&eatures nor the silicon
absorption trough In figure 2.1, this classification by thecsal features is illustrated.

The spectra of type Il supernovae are dominated by the stdang@mission line. The
subtypes of the SNe Il can be distinguished by the shape woflidjet curves (Barbon et al.
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e SN\
noH H
Si no Si
He no He
Type la Type Ib Type Ic Type |
Thermonuclear Core Collapse

Figure 2.1: The different subtypes of SN events can be disigihed by the presence or
absence of spectral features. A SN of the type Il has H festuvkich are not
observed in the spectra of supernova of the type I. The sabtgp SN | are
divided by the presence of Si or He features.

1979; Doggett & Branch 1985). The light curve of the SN II-B lagplateau after the maxi-
mum, while the subtype SN II-L has a linear decline after tleximum. However, there is
a discussion going on about other possible classificatibarses (Patat et al. 1994).

Although supernovae are defined as one broad class of abjeets is completely dif-
ferent physics going on in the different types or even suddypFor instance, the type I
supernovae event is the death of a massive star. An evolvssiveanain sequence star that
has started silicon burning in its last stage produces arciooe. When this iron core exceeds
the Chandrasekhar mass, it collapses, and the star endsSN dnexplosion. The type II
supernovae as well as the subtypes Ib and Ic are caused by suchk collapse. However,
the type la is caused by a thermonuclear explosion. Supaenofvthe type la are the topic
of this work. Therefore, the following discussions abouwdganitors, explosion models and
spectral properties are confined to the type la.

2.2 Progenitor

An SN la explosion is a very luminous event, which releasesrammous amount of energy.
The explosion itself releases abouPidrg (Khokhlov et al. 1993). The interesting question
is what causes these very bright events. Some progress basniae in the search for
the progenitor, but the exact progenitor of a type la supamxplosion is still unknown.
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Time

Figure 2.2: The evolution path of a binary star system towand SN la explosion (Brau
2009). The binary system consists of a white dwarf that aesmmatter from a
companion star. The white dwarf increases its mass andyfidisitupts in an SN
la explosion.

Overviews about the progenitor search and possible catedidan be found in Livio (2000)
or Branch et al. (1995).

From observations one can narrow down the candidates foperrsova la progenitor.
One remarkable property is the homogeneity in the light esirgpectra and peak absolute
luminosities among the SN la observations. This leads tadnelusion that the conditions
at the point of the explosion have to be quite similar in eadH&progenitor. Observations
reveal more about the progenitor. As the spectra show norisaof hydrogen or helium, the
progenitor has to consist of other elements. The near marionptical light observed spectra
show features with high velocities.@0— 30.000 km/s) of intermediate mass elements,
such as Si and Ca. The later spectra show features of iromp grlements such as Fe, Co
and Ni. Another observational result is that the SN la evangésnot correlated with the
type of their host galaxy. So in conclusion, the progenitorot be a massive star like the
progenitor of a SN Il event. SN Il are mostly observed in ebrbe galaxies and H Il regions.

The widely accepted idea is that the progenitor of a SN la ifidendwarf (WD), which
disrupts in a thermonuclear explosion. As there are no imgfiaatures found in the spectrum,
the white dwarf cannot be a He WD. Calculations also showaha&ixploding He WD would
produce just Ni and its decay products and fails to produeerttermediate mass elements,
which one can observe in the spectrum (Nomoto & Sugimoto 1@/6osley et al. 1986). An
0O-Mg-Ne WD could be the progenitor, but they are not numeenugh (Livio & Truran
1992). A further indication suggesting they are not the promr of a SN la is shown by
evolution calculations, which show that O-Mg-Ne white dfsgrrobably will not explode
but, instead, form neutron stars (Gutierrez et al. 1996 [akt known type of WD, which
could be an SN la progenitor candidate, is a C-O WD that ctseiscarbon and oxygen.
They are numerous enough to produce SN la explosions mdsiels.is very probable that
the progenitor of a type la supernova is a C-O WD.

A single star alone cannot be the progenitor of a type la suqvar The progenitor has
to accrete matter to reach a stadium where it becomes ipstabl eventually explodes. If
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the WD would be alone, it would just cool down. Another posithat there is no evolution
path known, where a single star leads to a SN la explosion.h&®&N la progenitor is
believed to be a C-O WD in a binary star system. There cugrexikt two scenarios for the
binary system. In the single degenerate (SD) scenario, tewlarf has a main sequence
star or giant as a companion in a close orbit. This scenailtugtrated in figure 2.2. The
white dwarf accretes matter from the companion star. Bimanjution calculations show
that these objects can be candidates for a SN la progeng®iHan & Podsiadlowski (2004)
and Han & Podsiadlowski (2006)). This single degeneratedao is also the progenitor
of a classical nova (Bode & Evans 1989; Shara 1989). But thssidal nova event is a
thermonuclear outbreak on the top of the WD, where the aatiegdrogen is burned (Kraft
1964).

In the double degenerated (DD) scenario, the binary systesists of two white dwarfs.
The total mass exceeds the Chandrasekhar mass, and thbgesmclose orbit. Finally, due
to gravitational radiation, the two WDs start to merge. Byretar evolution calculations have
shown that this scenario is a possible candidate for an SMeiat€lben & Tutukov 1984).
In this scenario, the absence of H and He features in therspedan also be explained.
Many double WD systems with close orbits have been foundé€6af al. 1998). But is not
certain, whether these scenario really leads to a supeta@splosion. Another possibility
is that the WD cools down and forms a neutron star becausecoétaan-induced collapse
(Segretain et al. 1997).

A lot of effort has been put in the search for the progenitare ©ould learn more about
the progenitor from early observations of SN la spectra. détection of hydrogen in an
early spectrum would give a clue about the actual progeniitothe DD scenario with two
C-O WD, there cannot be hydrogen features in the spectruntheSdetection of hydrogen
would lead to the SD scenario. In fact, hydrogen has beerctdeten early spectra of
SN 2002ic (Hamuy et al. 2003). The authors point out thatlgass to the conclusion that
the progenitor is a SD system, where a AGB star is orbiting¥ie On the other hand, Livio
& Riess (2003) claim that this detection could also lead &odbnclusion that the progenitor
is a DD system.

2.3 Explosion

Not only is the progenitor still unknown, but there is alsascdssion going on about how the
actual explosion takes place once the progenitor has rdabbeconditions for ignition. An
overview about the possible explosion mechanisms can balfiouHillebrandt & Niemeyer
(2000). Widely accepted is that a thermonuclear explosiked place in an SN la event. The
thermonuclear explosion as the explosion mechanism wgsaly proposed by Hoyle &
Fowler (1960). A thermonuclear explosion can explain whyl&Man be found in all types
of galaxies, and the thermonuclear explosion also prodercesgh®Ni, which is consistent
with observations.

Only little is known about the way of the white dwarf towardgksion. The evolu-
tion towards the ignition of the thermonuclear burning afbcen and oxygen is a complex
physical process. The white dwarf is under the influence efatcretion process from the
companion star, and the thermal structure of the white dearthe way to explosion de-
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pends also on the URCA process (Paczynski 1973; Iben 1982; Barkat & Wheeler

1990; Mochkovitch 1996). This all makes it difficult to pemfio realistic hydrodynamical
evolution simulations. Therefore, the ignition is a fregiah parameter in current explosion
model calculations. There is also a discussion, whetheflange ignition happens at just
one single point (Hoflich & Stein 2002) or if there is a mudpet ignition near the center
(Garcia-Senz & Woosley 1995; Woosley et al. 2004; Wunsch &8ley 2004; Ropke et al.
2006). It turned out that the choice of the initial flame caioti leads to different results in
the explosion modeling.

There are different ways of how the explosion front movesugh the envelope. The
detonation is one possible explosion model. The flame froopggates with a velocity
higher than the local speed of sound outwards. In this instatonation, almost all carbon
and oxygen is burned to iron-peak elements (Arnett 1969¢g#ret al. 1971). Because of
the fact that the flame in the detonation model is moving fasiugh the WD, it has no time
to expand. In a detonation, a huge amount of nickel is pradiulbet the detonation fails
to produce intermediate mass elements like Si, Ca and Mg;hnuie observed in SN la
spectra. Hence, the instant detonation alone cannot bethectexplosion model.

Another possible explosion model is the deflagration (Naedtal. 1976). The flame
ignites at the center and propagates outwards with a vegltmsiter than the local speed of
sound. Numerous 1-D calculations have been performed higlapproach to the explosion
mechanism (Buchler & Mazurek 1975; Nomoto et al. 1984; lwtanad al. 1999; Niemeyer
& Woosley 1997). They all agree that the flame speed B0% of the local sound speed.
The main difference to the detonation is that in the deflagmatase, the WD has time
to expand. Therefore, more intermediate mass elementsradeqed. One model that is
in good agreement with the observations is the W7 model of dtoret al. (1984). The
results of this explosion model have been used to calcypatetia of SN la events. Recently,
multidimensional modeling of the deflagration model hashbgerformed (Arnett & Livne
1994a; Khokhlov 1995; Niemeyer & Hillebrandt 1995; Reineek al. 1999). In some of
them the flame front did not reach the necessary velocitysugt the star. But this all may
be due to problems with the numerical resolution of the mgydethich is a common problem
in multidimensional hydrodynamical calculations.

Another explosion model was presented by Khokhlov (1991B)e delayed detona-
tion model combines the advantages of the detonation anagdafion model (Woosley &
Weaver 1994). In the explosion, the flame front starts witkféadration, which then transits
into a detonation. This deflagration to detonation traosi{DDT) means that the velocity
of the flame is in the beginning lower than the local sound dp&tarting with a slow ve-
locity of ~ 1% of the local sound speed, the transition to the detonaicars at a density
of p ~ 10’gcm 2 as an estimate of Niemeyer & Kerstein (1997) has shown. Thesfthen
propagates with a higher velocity than the local speed afidolihe advantage is that only a
low velocity is needed in the beginning, giving the WD timestgpand. The later detonation
produces the needed intermediate mass elements beforartreedeases. Numerous of 1-D
simulations have shown that this model is a good assumptiotné explosion mechanism.
Good fits to SN la spectra and light curves have been achiél@eflich & Khokhlov 1996).
The calculated nucleosynthesis is also in good agreeméhttine observations (Khokhlov
1991b; Iwamoto et al. 1999).

A variation of the delayed detonation model is the pulsatialelayed detonation model
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(Nomoto et al. 1976; Khokhlov 1991b). The explosion staiith & first turbulent deflagra-
tion, but the flame eventually dies. Therefore, the releasenigy is not enough to unbind
the star. The star then pulses and triggers a detonationrggoilapse. Studies of this ex-
plosion model have been performed (Hoeflich & Khokhlov 198fhett & Livhe 1994b).
The result is that this explosion mechanism could be a plessiplanation for subluminous
SN la events, because it fails to produce enough amourfiNif Khokhlov et al. (1997)
point out that it is more plausible to obtain a DDT after oneseveral pulses than during
the first expansion phase. The first pulse can preheat theafugtturbulence is significantly
enhanced during the collapse.

A recently proposed explosion model is the gravitationatiypfined detonation (GCD)
(Plewa et al. 2004; Plewa 2007; Townsley et al. 2007; Meakial.2009). This concept
has been developed with 2D hydrodynamical explosion caficuls. The general idea is that
the explosion starts with an ignition at the center of thetevdiwarf. The deflagration then
moves outwards in form of a hot bubble, which eventually headhe surface of the white
dwarf. Atthe surface, the material is gravitationally caefi and, therefore, flows around the
white dwarf towards the opposite pole. Here, the collidiog/8 initiate a detonation, which
disrupts the white dwarf. The GCD can, therefore, be consttlas a delayed detonation
model that has a special way of undergoing the deflagratiatetonation transition. The
white dwarf is preexpanding because of the first deflagrati@se, which is essential for the
production of intermediate mass elements, which are obdervSN la spectra.

The actual explosion lasts only a few seconds. After theasiph is over, the ejected
material is just freely expanding. This would only lead teahatically cooling of the at-
mosphere. But on the contrary, the observed light curvew shiose after the explosion is
long over. The reason for that is the production of a huge amofradioactive elements.
The radioactive decay of nickel and cobalt powers the liginte of an SN la (Truran et al.
1967; Colgate & McKee 1969). In the inner part of the atmosphabout a solar mass of
%6Ni is produced during the explosioffNi is instable and decays with an half life 007
days t0°®Co. The®®Co then decays tefFe with an half life of 7727 days. The isotop¥®Fe
is stable. The decaying isotopes release a vast amount @fyerihis energy is emitted as
gamma ray emission during the decay. This gamma ray emissairsorbed by the matter
in the ejecta, which leads to the heating of the atmosphetéhanincreasing luminosity.

2.4 Spectral evolution

During the evolution of a supernova la event the spectrumgés (Filippenko 1997). Early
time spectra, observed only a few days after the explosiooywdroad spectral features.
These are features of neutral or singly ionized intermedigss elements such as O, Mg,
Si, S and Ca. Later, features of Fe, Co and Ni emerge.

In figure 2.3, a typical optical spectrum of an SN la near th&imam of the optical light
curve is shown. The strongest features are the Si Il featuB8%6A and the Ca Il H&K
feature at 3934 and 3968A. In the near infrared emerges another feature of Ca Il at a
wavelength of around 9008. More features of intermediate mass elements are observed
for Mg Il and S II. There are also features of iron group eletaenich as Fe Il and Co II.
Throughout the evolution of the spectrum, the contributbimon elements to the spectrum

10
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Figure 2.3: Spectrum of an SN la near maximum light (Kaser9200he broad Si Il feature
at 6150A is used to identify a SN as one of the type la. Other featufé&s &e
and Mg are also present. The Ca Il H&K in the blue as well as thél @ature
in the near infrared are typical for an SN la.

increases. As the atmosphere expands, it becomes optizialher and the elements present
in the deeper parts of the atmosphere contribute to the wdxdespectrum. After two weeks
after the maximum, the spectrum is dominated by Fe Il featurEhe iron is the decay
product of the radioactive decay of the nickel and is produndghe inner most parts of the
envelope. SN la have also been observed in the infrared. Apaetra in the infrared have
been obtained (Meikle et al. 1996; Benetti et al. 2004; Rigeaal. 2008). In early spectra,
one can observe features of Mg Il and Si Il, for instance, a Mgdture can be found at

~ 1.1um. In later spectra, two emission features as a blend of Ccellll Bnd Ni Il lines
appear atv 1.5umand= 1.7um. Therefore, the evolution from intermediate mass elements
to iron elements is observed in both optical and infrared.

Many observed features show an P Cygni profile. An P Cygnilproicurs in an expand-
ing atmosphere, which is the case for a type la supernovac@meoughly assign different
features to different expansion velocities. The expanseacity of the deeper parts of the
SN la atmosphere is slower than the one of the outer parthelfigure 2.4 the formation of
an P Cygni profile in an expanding atmosphere is illustrafesithe atmosphere is moving

11
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Figure 2.4: Formation of an P Cygni profile (Blondin 2009). eTihlueshifted absorption
trough emerges from the part of the atmosphere that is madeingrds the ob-
server. The emission peak at the rest wavelength emergastimemission lobe
at the side of the atmosphere.
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Figure 2.5: SN la light curves in different bands based omBhnanormal template light
curves given in Nugent et al. (2002).

towards the observer, the absorption trough is blue shiftedto the Doppler effect. At the
side of the atmosphere an emission feature arises and ldevisr the observer at the rest
wavelength. The absorption takes place at a different ugltmvards the observer than the
emission. Therefore, the combined P Cygni feature consfstise blueshifted absorption
feature and overlaps with the emission feature at the regtleagth.

2.5 SN la in cosmology

The first suggestion to use SN la to determine cosmologiaalnpeters was expressed by
Wilson (1939). Nowadays, type la supernovae possess arrtampoole for measurements
on cosmological scales. An overview about their use for @dsgy is given in Leibundgut
(2001) and Branch (1998). The SN la events can be used asakstadicators. A Hubble
diagram obtained with measurements of distant SN la showgde remarkable result that
the expansion of the universe is accelerating instead cfldeting. This phenomenon is
now called dark energy, and it is also confirmed by other alagiems like the measurements
of the microwave background by the WMAP mission (Spergel.&2@03). The existence of
dark energy was also confirmed by X-ray observations of gathusters (Allen et al. 2004,
2008) and the baryon acoustic oscillation (Percival et @072. In this section, the use of
SNe la for cosmological measurements is described in mded.de

2.5.1 Light curves

All observations of SN la, whether spectra or light curvégve significant similarities. A
few of the SN la events show variations in the light curve actma. Branch et al. (1993)
gave a definition for normal and peculiar SN la. Applying ttisssification scheme, about
85% of the SN la events still satisfy the definition of a nori@hll la event.

The light curves of the normal type la supernovae are veryl&@inThey all have a very
steep rise at the beginning. The maximum luminosity is redcibout 20 days after the
initial explosion. After the maximum phase, the light cuigedeclining. Template light

13
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Figure 2.6: The light curves of SN la have similar shapes. hetscale stretch factor can
correct them to one template light curve. Therefore, thelalbs magnitude can
be determined and the SN la can be used to measure distancesmalogical
scale.

curves of different bands are shown in figure 2.5. As one cantbe maximum of the V
band light curve is later than the one of the U band light curvethe | band, there is a
second maximum observed between 21 days and 30 days af@r#sed maximum (Ford
et al. 1993; Lira et al. 1998; Meikle 2000). In the J, H and K dhatmere is also a second
maximum observed, as one can see on the right hand side of fgbir It is still unclear,
what causes this second maximum in the infrared. Some SighHadurve do not show this
second maximum (Filippenko et al. 1992; Turatto et al. 199838).

Despite the fact that there are deviations in the light csirtlee question remains, whether
one can still use the SN la as standard candles to measuaeaist In fact, SN la are not
standard candles, but an empirical result is that the lightes still have a similar shape
and can be corrected to standard candles by introducingection factor. One approach is
the Philips relatioldmy 5 (Pskovskii 1977; Phillips 1993). It is defined as the decbhéhe
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Figure 2.7: Measurements to obtain distances to high z galdave been performed by
using SN la. The result is that the expansion of the univessaccelerating.
This leads in conclusion to the existence of a phenomendedcdbrk energy
(Schmidt et al. 1998).

magnitude in 15 days after the maximum in the B band. SN la tighves that show a steep
decline have a brighter maximum luminosity, whereas fai8ig la have a flatter decline.
Applying this relation, one can determine the absolute hasity. Templates for light curves
with different shapes and peak luminosity are presented &ayuty et al. (1996). Another
approach is the stretch factor introduced by Perlmuttelr €895, 1997), which normalizes
the apparent peak magnitude. Figure 2.6 shows a plot oféiffeSN la light curves that are
corrected to a template light curve. By using this purely gitgl, observational fact, every
normal SN la light curve can be corrected and used to meakarpdak luminosity. With
this uniform peak luminosity, one can measure distance®smic scale.

2.5.2 Dark energy

Although they are not perfect standard candles, SN la chbatised to accurately measure
distances on cosmological scale. A search for distant SN hggher redshift to determine
cosmological parameters was proposed by Goobar & Perim{it®®5). The Supernova
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Cosmology Project (Perlmutter et al. 1999) and the Highyze®uova Search (Schmidt et al.
1998) have worked on that topic. They both found the resatttte distant SN la are fainter
than the local ones. The explanation is that the universeparaling, and this expansion is
accelerating instead of decelerating. A deceleratingarsa/is the standard expectation, be-
cause the gravitation should slow down the initial expamsio figure 2.7, the results of the
search for highly redshifted supernovae is presented. ghecfishows the observed magni-
tude of SN la plotted against the measured redshift. As onesea, the best fit to the data
indicates that the expansion of the universe is accelgraiiinis phenomenon is called the
dark energy. This remarkable result has also been confirpéedVMAP mission, which
measured the cosmic microwave background fluctuationsg8bet al. 2003, 2007). The
cosmological measurements indicate that the universestens about 75% of dark energy.
Another 20% is the dark matter, whose real nature again isawk. Therefore, the known
and observable matter makes up only 5% of the content of thvense. Future missions
need to be launched to find more highly redshifted SN la andsoreahe behavior of the
dark energy more accurately. One of these projects is thedark energy mission (JDEM)
(Crotts et al. 2005). The recently launched Planck missitie (Planck Collaboration 2006)
will observe the fluctuations of the cosmic microwave baokgd with higher resolution in
order to learn more about the content and origin of the usazer
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Chapter 3
Modeling atmospheres with  PHCENI X

In this chapter, an overview about the modeling of atmosghier general is presented. The
main obstacle is the solution of the radiative transfer fmob The quantities to describe
the stellar atmosphere and the radiation field are intradiucehis chapter. The approach to
solve the radiative transfer equation is presented. Thaldetf the general purpose stellar
atmosphere codBHCENI X are described. One application BHOENI X and the focus of
this work is the calculation of SN la model atmospheres art #pectra.

3.1 Radiative transfer

This section is about the solution of the radiative tranpfeblem in the modeling of stellar
and stellar-like atmospheres. There exist a lot of oversialaout the radiative transfer prob-
lem. For instance, Rutten (2003) and Mihalas (1970, 1978 gn introduction to radiative
transfer used for the modeling of stellar atmospheres. Hs&clhguantities and equations
needed to solve the radiative transfer problem are intred@nd discussed in this section.
The descriptions in this chapter stick closely to the oveof Rutten (2003).

3.1.1 Radiation field

The important quantities to describe the radiation field stedlar atmosphere are introduced
in the following. The specific intensitly, is the proportionality coefficient in the equation,
which is given by

dE, = I, (F,1,t)(I-A)dA dt dv dQ, (3.1)

where @&, is the amount of energy transported through the afgaatithe locatiorr, with

i the normal to &, between times$ andt + dt, in the frequency band betweenandv +

dv, over the solid angle@ around the directioh. The same equation can be written for

the wavelength dependent specific intensity, where theioaldetween both the specific

intensities is given by, = 1,c/A?. The specific intensity is a monochromatic quantity. To

obtain the total specific intensitly, has to be integrated over all frequendies [ |,dv.
Another quantity of the radiation field is the mean intengigy which is the specific

intensity averaged over all directions and given by

3(Tt) = %T / 1,dQ. (3.2)
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This quantity can be used if only the presence of photons istefest and not their origin.
This is the case if the amount of radiative excitations andzetions needs to be determined.

The monochromatic flux is the net flow of energy per secondugjinaan area at location
T perpendicular tal and given by

Fo (T, 1) = / 1, cosAdQ. (3.3)

The monochromatic flux is a vector and is used to describetbrgetics of radiative transfer
through stellar atmospheres. In a one-dimensional steaosphere, the flux can be divided
into fluxes of inwards and outwards in radial direction

F(2)=F (9 -F (2, (3.4)

with the outward fluxe,"(z) and the inward fluE, (2).
The radiation pressung, is given by

0y = %/Ivcosz 6d0, (3.5)

which is analogous to gas pressure as it is the pressure phtiten gas.
Introducingu = cosf, the first three moments of the specific intensity are

1 +1

W@ =3[ v (3.6)
1 +1

Hy(2) = 5/_1 ply du (3.7)
1 +1

Kv@=3 | p? 1, du (3.8)

The mean intensity, has already been introduced. The second moment of the ityté&ns
called the Eddington flux and is related to the monochronflaticF, by H, = F, /4. The
quantityK, is related to the radiation pressure py = (4rr/c)K,. J, andK, are always
positive.

3.1.2 Source function

The material that is present in the stellar atmospheredotexvith the radiation field. Mean-
ing, the local energy of the radiation field or the intensitiee changed by this interactions.
An excited atom emits energy in form of a photon when it deesci Thus, this photon is
added to the radiation field. The change of the specific iitierssgiven by

dly(s) = ju(9)ds, (3.9)

where d,(s) is the increasing specific intensity along a geometricah petigth of &. The
monochromatic emissivity is representedjhys). All these quantities are depending on the
frequency of the radiation.
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The intensity can also change due to absorption or scajtefiphotons by atoms in the
material. There are different ways to define a monochronediimction coefficient. The
monochromatic extinction per particle is defined as

dIV - —O-anvds7 (310)

where gy, is the monochromatic extinction coefficient or cross-sectindn the absorber
density in particles per cfn The monochromatic extinction per path lengthis defined by

dIV - —levds, (311)

where xy, = gyn is the relation between both extinction coefficients. Thenauhromatic
extinction coefficienj, is also called opacity. The extinction coefficient includbsorption
and scattering.

A quantity often used for the description of stellar atma=pel is the optical depth . It
is defined by

0y (20) = /20 " Xz (3.12)

The optical depth is an indication for the observer from \atpart of the stellar atmosphere
the photons he observes are originating. Again, the opdigialh depends on the frequency.
The source functios®, is introduced as the quotient of the emissivity and the extm

coefficient per particle

v
=7 3.13
S=1 (3.13)

In fact, the source function is a sum of the emissivity andnexion coefficients at the fre-
guencyv, when multiple process contribute to the local emissionexhction. The source
function is an important quantity used for the descriptibradliative transfer.

In case of a two level atom including scattering the souroetion is given by

S =(1-¢&)By+&dy, (3.14)
whereBy, is the Planck-function ang|, the probability of photon destruction, which is given
by

ay

= — 3.15
ag+as ( )

&y

&y is the amount of absorption of the overall extinction, whicimsists of the scattering
and absorptiom? coefficients.

3.1.3 Radiative transfer equation
The main equation is the radiation transport equation, visigiven by

aly

9s = jv—ayly, (3.16)
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wheres is the geometrical path along a ray. This equation can beittewifor the use in
stellar atmospheres. With the introduced source functimhagtical depth, it is given by

dly,

a =Sl (3.17)

This equations states that photons do not decay spontdpedhs intensity along a ray does
not change unless photons are added to the beam or takentfr@vithout such processes,
the intensity stays constant.

The formal solution of the radiation transport equationoisthe inward direction given
by

Ty
I (Tv, 1) = — /0 Sy(ty)e v Mty /u, (3.18)

and for the outward direction the formal solution is given by
v (Tv, ) = sx v)e W kde, /. (3.19)

For expanding atmospheres the radiation transport equagzomes more complex.
The spherical symmetric special relativistic radiatiansfer equation for expanding atmo-
spheres is given by Mihalas & Mihalas (1984)

<1+Bu) +v(u+B) o
+%{v(l—u>{+3“ P+ B)oP v21+B } }

—%{W[B(l%“ﬂ/zu u+B—+v2u 1+ Bu) } }(3'20)

{2u+[3(3—
r

Ty ot

=Ny — Xvlv,

+ V2 (1+p? +ZBu +y2[2u+B(1+u )] aﬁ}lv

wherefl = v/cis the velocity in units of speed of light and= (1 — BZ)—l/Z the usual local
Lorentz factor. The emissivityy is given by

Nv = KvS + 0vdy + /(RJvdV (3.22)

Ilnes

where g; are the line scattering source coefficients andhe line profile function. See
Hauschildt & Baron (1999) for more details about radiatikensfer in expanding atmo-
spheres. This equation is often solved by using the assamti time-independence
dly /ot = 0 and assuming a monotonic velocity field.
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3.1.4 A-operator and OS method

The mean intensity, is obtained from the source functi&y by the solution of the radiative
transfer equation. Introducing tife, operator, the radiative transfer equation can be written
as

h=M\S. (3.22)
For the case of a two level atom the equation can be written as
J=AS (3.23)

whereJ = [@(A)J,dA andA = [ @(A)A,dA with the normalized line profiles(A). The
source function for the simple case of a two-level atom iegibyS= (1—€)J + ¢B.

The following equations are used for an iteration schemedieroto obtain the solution
of the radiative transfer:

Jnew= NSid, Shew = (1 - 5)jnew+ eB. (3.24)

For large optical depths and smalthis iteration scheme converges extremely slowly.

A faster way to obtain a solution for the radiative transfguation is the operator split-
ting method. For this operator perturbation method (Cant®n3), a new approximate
N-operator/A\* is introduced, which is similar to the originAloperator. Meaning\ can be
written as

AN=N+(A=-N\"). (3.25)
Rewriting equation 3.23, the radiative transfer equatsogiven by
jnew: /\*Snew+ (/\—/\*)Sold- (3-26)

Basing on the new approach, a new iteration scheme is inteatiior the simple case of an
two level atom. The following equation for the iteration sate is then applied:

[1-A"(1—€)]Inew= Jts = A" (1~ €)Joiq, (3.27)

whereJis = ASyg. This equation is used to obtain the new valueJq¥,. The next step
is then to obtain the new source functiSgw and go on with the next iteration cycle. The
difference is thaf\* is used instead dk. By using a good choice for th&"-operator compu-
tation time can be saved. The OS-method converges fastetttbalassical\-iteration. The
choice of a reasonabl&*-operator is important. In Hauschildt & Baron (1999), a noetio
obtain a reasonabl&*-matrix is described.

3.1.5 Line transitions

Line transitions between two levels in an atom can occur fferdint processes. Here the
bound-bound transitions between a lowand uppeu energy level of an atom are discussed.
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The first possible line transition is the spontaneous ragiateexcitation. The Einstein
coefficient for spontaneous deexcitation is given by

Ay = transition probability for spontaneous deexcitation

o (3.28)
from stateu to statd per second per particle in staie

In the absence of other transitions, the mean lifetime aigas in stateu is given byAt =
1/A4.

Another line transition is the radiative excitation of anrat The Einstein coefficient for
this transition is given by

B UJ_\?O = number of radiative excitations from stadte

L (3.29)
to stateu per second per particle in stdte

where the indewy is defining a specific spectral line of which the extinctionfpe ¢ (v —
Vo) is used in the weighting of the angle-averaged excitingatamh field over the spectral
extent of the line

3R = /Ow 3,6V —vo)dv, (3.30)

where[ ¢ (v —vp)dv = 1. The Einstein coefficient is representeddpy, which is the number
of radiative excitations from stateo stateu per second per particle in stdte

The induced radiative deexcitation is another possibtesitimn. The Einstein coefficient
is defined by

Bu JZ(O = number of induced radiative deexcitations from state

L (3.31)
to statd per second per particle in staie
which is similarly toB, but with frequency averaging
1 o pr+1 0
JT,XO: 5/ / va(v—vo)dudv:/ Jux(v—vp)dv, (3.32)
0 J-1 0

in which x (v — vp) is the area-normalized profile shape for induced emission.
A transition between two bound-bound states can also happewllisional processes,
such as collisional excitation or collisional deexcitatidhe Einstein coefficients are given

by

Ciu = number of collisional excitations from stdte

L (3.33)
to stateu per second per particle in stdte
Cu = number of collisional deexcitations from state (3.34)
to statel per second per particle in state '
The transition rates are given by
niCij = niNe/ aij(u)u f(u)du, (3.35)
Vo

22



3.1 Radiative transfer

with the electron densiti{e, the electron collision cross-sectior (u), the area-normalized
velocity f(u), and the threshold velocity, with (1/2)mu3 = hv,.
There are relations between the three Einstein coefficients

By G A 20

% _ v 3.36
Bu 0 Bui c? ( )
and
Ci _ 9 gy
— =—e /" 3.37
Cu Qu ( )

whereE, is the transition energy. These relations are valid forrttaequilibrium.

3.1.6 Continuum transitions

Line transitions can also occur as bound-free transitiéfms. hydrogen and hydrogen-like
ions the Kramer formula gives the extinction cross-section

Z4
o =2,815x 1029ngf for v > v, (3.38)

with n the principal quantum number of the levdfom which the atom or ion is ionized,
Z the ion chargey in Hz andgy the dimensionless Gaunt factor, a quantummechanical
correction factor of order of unity. The cross-section belbe thresholdy is zero, because
the threshold energy is required minimum.

A last possible transition are the free-free transitiortsiciv haveS, = B,,. The extinction
coefficient per particle is given by

ZZ

ff_
O-V - 37 108Newgﬁ,

(3.39)

with g a Gaunt factor of order of unity. There is no threshold fretye

3.1.7 Scattering

Atoms and photons can undergo an elastic process, whicliesl c@attering. In the elastic
scattering process the energy of the photon is not changgdtsmirection. This process
is an interaction between material and radiation, but inisawpled. The radiation field and
material can therefore have a different temperature.

Thomson scattering is the scattering of photons by fredreles. The cross-section of
the frequency-independent process is given by

T T_ 8 5
0y =0' = —5Tg=6,65x 10%°cn?. (3.40)

For high-energy photons, Thomson scattering is replaceddmpton scattering. Compton
scattering is an inelastic scattering process where thggoéthe photon is changed.
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Chapter 3 Modeling atmospheres wRHOENI X

Rayleigh scattering is the scattering of photons witki< v by bound electrons. The
cross-section for this process is given by

v 4
oR~ fi,o7 <V_o) , (3.41)

where the oscillator strength, and the frequencyg characterize the major bound-bound
“resonance transitions” of the bound electron.

Another scattering process is the line scattering. Herehadgm is absorbed and emit-
ted by an atom. If this occurs in a short time scale of about’4@his process looks like
scattering. Thus, this process is called line scattering.

3.2 Modeling atmospheres with PHOENI X

The methods to obtain the solution of the radiative transfgration were given in the previ-

ous section. Now the focus lies on the modeling of stellaogheres. In the following the

properties of the assumption of LTE or NLTE for the stellanasphere is discussed. The
iteration scheme dPHOENI X is presented.

3.2.1 LTE

One assumption for the modeling of stellar atmospheresigiie atmosphere is considered
to be in local thermodynamic equilibrium (LTE). This meahatta temperature can be as-
signed to a local part of the atmosphere, where the matsriedated as in thermodynamic
equilibrium (TE). The collisions control the energy paatiting in the medium more strictly
than that they control the energy partitioning of the radrat With the assumption of LTE,
the properties of the matter and radiation can be derivetyeas

First, the properties of matter in LTE are discussed. Theghes of the gas have a thermal
velocity. The distribution of this velocity is described the Maxwell distribution, which is
given by

n(u) } m 32 5 _(1/2me/KT
MWaal = (2™ ) amze du, (3.42)
[ N LTE <2nkT>

whereN is the total number of particles with massper volume. The number of particles
with a velocityu is represented by(u). k is the Boltzmann constant arid the material
temperature. The most probable speed is givengyy /2KT /m, and the averaged speed is

given by< u>=/3KT/m.

The Boltzmann excitation distribution is given by

[b} _ IS g (s Xeo) /KT (3.43)
nr7t LTE gnt

wheren s is the number of atoms per ¢érin level s of ionization stage, Xr.s the excitation
energy of levels in stager, measured from the ground level 1) of stager. A radiative
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3.2 Modeling atmospheres wiBHOENI X

transition has the energy afs— xr+ = hv between levelgr,s) and(r,t), where levels is
higher than level.

The Saha distribution for the population ratio between tfeugd levels of successive
ionization stages is given by

3/2
[nm,l} _ 12910 (2””'§kT) e X /KT (3.44)
r]I’,l LTE Ne gl'71 h

whereNe is the electron densityye the electron massy, 1 1 andn, 1 the population densities
of the two ground states of the successive ionization stageslr + 1, X, the ionization
energy of stage andg,;11 andg, 1 the statistical weights of the two ground levels. The
Planck constant ik.

The Saha-Boltzmann distribution combines the Boltzmaroh Saha distribution. The
population ratio between a particular levaind the ion state to which it ionizes is given by

3/2
m] 3 (am) 545
Ni | 1e Ne Ji h2

wheren; is the occupation number of leviehndn is for statec. The ionization energy from
I to cis given byx. So the occupation number of each atom level is in LTE detsgthby
the local temperature.

The radiation in LTE can be described by the temperaturetam@lanck function, which
is given by

2hvd 1
By(T) = 2 vkl _1 [Q} LTE (3.46)

Hence, for the case of LTE the source function is given by thadk function if scattering
is neglected.
The integral of the Planck function over all frequenciesgithe Stefan-Boltzmann law

® o
B(T) :/0 B,dv = 7—TT4. (3.47)

whereo is the Stefan-Boltzmann constant, which is given by

2mk?

0= g3z =6.67x 10 ergem 2K 4s71, (3.48)

The luminosity is the amount of energy a star radiates pertinme
L = 4nR20 T, (3.49)

whereR is the radius of the star. The effective temperaflggs introduced here. It is the
temperature of a black body that has the same luminosityyréace area as the star.
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3.2.2 NLTE

In this section the properties of matter, which is not in latermodynamic equilibrium
Is discussed. This is also called nonLTE or NLTE. For the mmt¢his means that the
occupation numbers of the levels of an atom are not detedryethe Saha-Boltzmann
distribution. But it is assumed that the gas is in statistopiilibrium, which means that
the radiation fields and level populations do not vary in tinfde statistical equilibrium
equations are given by

an R]|+C]| —nll ( ) R|j+C]| z R|]+C|
j<i

<t |>1

(MY RoGy —
J>i j
with n; the actual nonLTE population of a particular level, andtepping over all those

levels. The rates by radiation aRg andR;;, and the rates by collisions a@; andCj. ny
denotes the LTE population density of the leyethich is given by

«_ 9 3hgne B Ei — Ex
W o K (2rm) 32 (KT )32 ex'o< T ) ! (3:51)

(3.50)

whereny is the actual population density of the ground state of theé higher ionization
stage of the same elemeugt,and gx are the statistical weights of the leveélandk. The
excitation energy of level is E; and the ionization energy from the ground state to the
corresponding ground state of the next higher ionizatiagests given byex. The absorption
radiative rate coefficients are given by

Ri= 1o [ ()R (A, (3:52)

whereas the emission radiative rates are given by

4m [ 2hc? hc
R“:h_c A Qi (A)( 35 +JA()\)) exp( k)\T))\dA (3.53)

Cij andC;j; are describing the rates for collisional processes suchblasiens of electrons.

3.2.3 Temperature correction

For most stellar atmospheres the assumption of radiativiéil@gum is adequate. This means
that the luminosity is constant in all layers of a model atpiwse. To obtain a radiative
equilibrium state of the model atmosphét=OENI X has a temperature correction proce-
dure using an Unsold-Lucy method (Hauschildt et al. 2009}er each radiative transfer
step the temperature is corrected to obtain a model atmosghecture that is in radiative
equilibrium. The wavelength-averaged absorption andetitin coefficients are defined as

Kp = </0°° Ky B|d)\) /B (3.54)

26



3.2 Modeling atmospheres wiBHOENI X

Ky = (/Ow K)\J|d)\) /3 (3.55)

X0 = ( / mxmdA) /F (3.56)

The temperature correcti@B is given by

OB(r) _1 [K3J — kpB+ S/ (4m)]
Kp _ (3.57)
- [Z(H(T — 0) —Ho(T = 0)) - W/r ar2xe (H (') — Ho(r'))dr’

This equation has been taken from Hauschildt & Baron (1998)7) is the target luminosity
at an optical deptlr. The observed luminositiip(0) is an input parameter. Herg,is a
sphericity factor, which is given by

1 ro3f—1
q:r—zexp</r — dr’), (3.58)

wherercore is the inner radius of the atmosphelRas the total radiusf (1) = K(1)/J(7) the
Eddington factor, an& is the second angular momentum of the mean interSitgscribes
all additional energy sources such as mechanical energyisdy winds or nonthermal
ionization due tgy/-ray deposition.

3.2.4 lteration scheme

The figure 3.1 illustrates the iteration schemdPblOENI X. The calculation starts with an
initial guess of the temperature, density and pressuretsiel The first step is to solve the
hydrostatic or hydrodynamic equations. The line selectimn selects the needed atomic
lines. For the line list selection, the following databasas be chosen: APED (APED
2009), CHIANTI (Dere et al. 1997, 2001) and the Kurucz atohme data (Kurucz & Bell
1995). The next step is the solution of the radiative transtpiation. This is done for
each wavelength point during the wavelength loop. Here #rallel implementation of
PHCENI X (Hauschildt et al. 1997; Baron & Hauschildt 1998; Hausdleldal. 2001) can be
used to compute the radiative transfer faster by using tharddges of parallel computers.
The operator splitting method is used to obtain the racdkatiensfer solution. Here the
opacities, source functions and then the intensities doelleded. If NLTE is selected, the
radiative rates are also calculated. With the assumptiastatistical equilibrium, the rate
equations are then solved in the next step. As a result, thartlee coefficients for all
levels of the species in NLTE are updated. In the last stepetheerature correction updates
the temperatures of all layers to obtain a temperature tstreicwhere the atmosphere is
in radiative equilibrium. This iteration process is perfied until the correct temperature
structure has been obtained. The result is an atmosphactwst in radiative equilibrium.
One can then solve the radiation field and obtain the speciruseen by an observer.
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Figure 3.1: Iteration scheme BHOENI X.
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Chapter 4

Time dependent radiative transfer

The approach to solve the radiative transfer problem tirdependently is in most cases ad-
equate. Nevertheless, it is interesting to solve the tinpeddent radiative transfer equation
to actually see influences of time dependence and to testtheaxy of the assumption of
time independence. It may also be necessary to solve tretikediransfer time dependently,
if one wants to calculate other time dependent problem®as)stance, the hydrodynamical
evolution of an SN la atmosphere. As one goal of this work ésdalculation of SN la light
curves, the time dependent radiative transfer might bessacg

In the first section of this chapter, time dependence is dhuiced into the spherical sym-
metric radiative transfer equation. To achieve this, tigatave transfer equation is extended
and now solved including the time dependent terms. The imeigation and the two imple-
mented discretization methods are presented in detaihdsécond section, numerous test
calculations confirm that the newly implemented time depewd is producing reasonable
results.

4.1 Time dependent radiative transfer

So far, the radiative transfer is solved by using the timepehdent radiative transfer equa-
tion. The radiative transfer equation is then equation,3xfich has been taken from Miha-
las & Mihalas (1984). For an implementation of the time dejsste in the radiative transfer
itself, the spherical symmetric special relativistic ettlie transfer equation (SSRTE) for ex-
panding atmospheres (Hauschildt & Baron 1999) is extensedhat the additional time
dependent term is given by

y ol

= (1 BH) 5. (4.1)

where B = Y is the velocity in units of the speed of ligt andy = (1— p2)~%/2 is the
usual local Lorentz factot. is the intensityu is the cosine of the angle between the radial
direction and the propagation vector of the light. Usingrbgation of Hauschildt & Baron
(2004), the comoving frame SSRTE with the additional timped®lent term is given by

ol ol ol OAl
ata+arﬁ+au@+a)\d—)\+4a)\l_n—xl, (4.2)
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wheren is the emissivity andg is the extinction coefficient. The wavelength is represgnte
by A. The coefficient are given by

|4

a = _(1+PBu), (4.3)

& = Y(H+B), (4.4)

aw = vty [P g ). (45
2

a = V[Mﬂzu(wﬁ)‘;—ﬂ- (4.6)

The additional time dependent coefficient is represented byhe other coefficients have
been defined in Hauschildt & Baron (2004), but are given herednvenience. Along the
characteristics, the equation 4.2 has the form (Mihala©)1.98

dl ol OAl
L tata—— =0 —(x+4a)l, (4.7)

ds ot oA
where & is a line element along a characteristj¢s) is the specific intensity along the char-
acteristic at poins > 0 (s= 0 denotes the beginning of the characteristic). The coeffiei
is defined by

B(1—p? B
a=y (f)ﬂzu(wrﬁ)ﬁ : (4.8)
In Hauschildt & Baron (2004), two methods for the wavelendigcretization are pre-
sented. For the discretization of the time derivative, but#thods are applied in order to
solve the time dependent SSRTE.

4.1.1 First discretization of the time derivative

For the first discretization, the method as described in Elaldt & Baron (2004) and
Hauschildt (1992) is used, and the time dependent term has &édded to the radiative
transfer equation. Thus, the time as well as the wavelergikative in the SSRTE are dis-
cretized with a fully implicit method. Here, the focus lies the discretizations of the time
derivative. All quantities also depend on the wavelengtihfdr clarity, only the time depen-
dence is written down in the following equations. The diszegion of the time dependent
term is given by

al il (4.9)
ol -t

wheret; is the new time. Thus, the SSRTE including the time discatitn term can be
written as

di Ay —AiZaly at|t,- — Iy,

d_s+a)\ )\I _)\l—l t] _tj—l - r’)\| - (X)ﬂ +4a)\>|7 (410)
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wherel is the intensity at wavelength poiAt and time pointj. The optical depth scale
along the ray is redefined as

Al 3 .
dr = {X+a)\ ( A 1) +A—J ds= xds, (4.11)

whereAt = tj —tj_1 is the time step. Introducing the source funct®#a n/x, the radiative
transfer equation assumes the form

dl _X a, )\| 1 a 1l A
E_i(sju et 1)—I:S—I, (4.12)

whereSis the modified source function. Because of the additioma tilerivative, a mod-
ification of the source function and a new definition of theicgitdepth scale along a ray
is used. With this redefinition of the optical depth and tharse function, one can now
proceed with the formal solution as described in HauschkilBaron (2004).

4.1.2 Second discretization of the time derivative

The time derivative has also been implemented into the SSRTESing the second dis-
cretization method described in Hauschildt & Baron (200Fhus, equation (4.7) of the
SSRTE in characteristics form, now including the time dejeste, is rewritten to

di adAl &dl n

E—i_%a—)\—i_xwt %—I, (4.13)
with

X=X +4a (4.14)
and the definition of the comoving frame (CMF) optical dedting a characteristic

dr = xids. (4.15)
The equation 4.13 is rewritten to obtain an expression ferféhmal solution

d 5.8 S—1, (4.16)

dr
with the newly introduced time dependence source coefticien

§— ; gl 4.17)
As defined in Hauschildt & Baron (2004), the other sourceftmehts are

§= X1 (4.18)

Xl Xl
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and

a oAl

S= “Zan (4.19)

Including the new time dependence, the following expres&o the formal solution is ob-
tained

li) = li_1) eXp(—ATi_1) + 8li) + 8l + 31, (4.20)
where the definition of the time derivative is given by
5l =S 1 +BuS). (4.21)

As all quantities of the source function are known, the diszations of the time derivative
source functions are given by

< a1t (licit lic1t-1
= - i ’ 4.22
-1t Xi—1t ( At At ) ( )
and
< ait (it lit—1
_ A (e laa) 4.23
ok Xit <At At ) #.23)

With the new equations (4.16) and (4.17), the formal sotueﬁEpJ can be written in the form

iy = &g (Pitelio1e — Piove-1li-1e-1) + Bie(Pithis — Pietlie—1), (4.24)
where the new coefficients are given by

a1t 1

= o — D1 4.25
Pi-1t FA: Pi—1t-1 ( )
and
at 1
o= — D1 4.26
Pi t i Ot Pit—1 ( )

The formal solution then assumes the form

(1= Bupis = Biepin)liye =(Gpi1) + GpPi_1t +Xp(—ATi 1)1y
—api—g-1li—g -1 —apicit-alicita (4.27)
—Bpii-1lii-1—Bpit-lit—1+ol.
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4.1.3 Implementation

Both discretization methods have been implemented intordidative transfer part of
PHOENI X. Like in Hauschildt & Baron (2004), a factdr = [0,1] has been introduced.
To solve the time dependent SSRTE with the first discretratnethod, this factor has to
be ¢ =1, for the second discretization method, this factor hastedi toé = 0. It is also
possible to use a mixed discretization method by varyimyer the interval0, 1].

To compute time dependent radiative transfer, all the Bitexs of the time step before
have to be known and, therefore, stored in the memory. Depgrmh the number of used
wavelength points, this requires a few GB. For instance]autaion of the time dependent
SSRTE for 25,000 wavelength points needs 4 GB of memory éostibrage of the intensities.
But thanks to the parallel implementation BHOENI X (Hauschildt et al. 1997; Baron &
Hauschildt 1998), one can reduce the amount of memory redjby each process. By using
domain decomposition for the parallelization, the set bivalvelength points is divided into
wavelength clusters. Each process works on a particulaeleagth cluster. Thus, each
process only needs to know the intensities of the previoos sitep of the wavelength points
assigned to its wavelength cluster. This reduces the naedetbry per process by a factor
equal to the number of used wavelength clusters. Therebgrasing parallel calculations,
even high resolution radiative transfer problems can nosdneputed time dependently.

4.2 Test Calculations

For the test of the time dependent SSRTE, a static atmosgheiture is used to see the
direct effects of the time dependence of the radiative femn3 hat means that the temper-
atures, radii and densities are all constant in time. Aswhgk is about SNe la, a typical
SN la atmosphere structure was used. The used atmospherteisdris in radiative equilib-
rium and was obtained with tHRHOENI X temperature correction procedure.

In a first test calculation, the results of the two differeistdetization methods are compared.
As a time independent atmosphere structure is used, thiksre$the time dependent radia-
tive transfer equation should be constant in time and shaoidiffer from the results of the
solution of the time independent SSRTE. In a first try, the sizthe time step is set to 10s.
The time dependent SSRTE is solved with the time indeperatemasphere structure. With
this small time step, the results of the time dependent and independent SSRTE are the
same. The size of the time step is smaller than the radiatiom $cale. Therefore a huge
number of time steps is needed to see an effect of the timexdeperadiative transfer. With
a larger time step of 8, unexpected fluctuations of the results appear, whichuseathe
fact that this used time step is bigger than the radiatiom eale of the atmosphere. But
after a few time steps, the flux result goes back to being eohsigain. This fluctuations
are due to starting the calculation and are nothing physithaé deviation of the resulting
flux from the time independent result is less than 0.5%. Bygim the value of the time
step, one can determine the radiation time scale and, trerghe optimal time step for a
calculation with the time dependent radiative transfere Tésult is an optimal time step
of 5-10%s. An analytical estimate of the radiation time scale is gielow. This value
of the time step is used for the other test calculations, e/tiee inner boundary condition
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Figure 4.1: Results of a test calculation, where the atmeagphas an additional light source
inside, which has been switched on. (a) A surface plot of timeiosity over
layer and time step illustrates that the information of tiveer boundary condition
change needs time to move outwards. (b) A plot of the lumtgasidifferent
layers. As one can see, the information is moving througlatihmsphere.

is changing. There are also differences between the twoatization methods, which are

about in the same range. That means, the solution of the t@perdient radiative transfer

equation for an atmosphere with a constant structure isaime ®s for the time independent
calculation within an accuracy of 0.5% for long times.

For the next tests, time dependent effects of changes ithation field are investigated. To
do that, the inner boundary condition for the radiation (tlgt bulb”) is changed to initiate
a perturbation of the radiation field, which then moves tigtothe atmosphere via the time
dependent radiation transport. These tests will be peddrfor some different perturbations
of the inner boundary condition. Note that the atmospheueiitre again stays constant.

For the first of these test calculations, an additional lgfdurce inside of the atmosphere
is switched on. This inner light bulb has a luminosity, whishHL® times larger than the
original value of the inner boundary condition. The timepss&ze used for the calculation
is 5-103s. In figure 4.1(a), the results of the time dependent radiatansfer calculation is
shown in a surface plot of the luminosity over layer during tialculated time range. As one
can see, the additional luminosity is moving through thecsiphere, and the luminosity is
increased everywhere in the atmosphere. This process segudstime. In figure 4.1(b), a
plot of the luminosity change in time of a few layers shows #ffect clearly. It takes time
before the information about the change of the inner boynciamdition arrives at the outer-
most layer. The propagation of the radiation through thenaphere can also be observed in
figure 4.2, where the luminosity of the atmosphere is showlifferent points in time. While
in the first few time steps the additional radiation is onlytia deeper layers, later the whole
atmosphere has relaxed to the new inner boundary conditiofigure 4.3, the luminosity
of the atmosphere after the last computed time step is shimthis plot, the results of the
two discretization methods are compared. One can see #ratdhe small differences in the
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Figure 4.2: Results of an atmosphere, which has an additiigh& source inside, which is
switching on. The luminosity over layer of a few time stepghwit = 5-10°%s is
shown here. The information needs time to get to the outersay
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Figure 4.3: The luminosity over layer of the last computetktstep. Here the two discretiza-
tion methods are compared and there is almost no differentesiresulting lu-
minosities between both methods.
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Figure 4.4: Light curve of an atmosphere, where a small pgeation moves through. The
two plotted light curves of layer 90 were calculated witHetiént time step sizes.
As one can see, the result does not depend on the size of thetam.

luminosities between the two discretization methods. Hsalts of the two discretization
methods are the same within 0.5%.

To check the correctness of the resulting time scale, the sicale of the test calculation is
compared to the radiation diffusion time scale. Assumingrealom-walk process, the mean
free path for a photon is given by, = 1 wherey is the mean opacity. For a travel distahce

. o X
the timet, a photon needs is given by

112 112_
P¥3ch,  3cX (4.28)
wherec is the speed of light (Mihalas & Mihalas 1984). For the meaaaity x, the Rosse-
land mean is used. The mean opagityanges from 210 2cm™1 in the outer parts to
5.10 3 cm™t in the inner parts of the atmosphere. The distdrisethe thickness of each
layer and ranges between'#6m and 6 10'%cm. The overall travel time is the sum of the
travel times of all layer. The result of this calculationhgt the diffusion time for a photon
through the whole model atmosphere is about@s. As one can see in figure 4.1(b), the
time scale of the radiative transfer calculation is apprately 40 time steps, which is in
time 2- 10°s. The assumption of a diffusion through the atmospherelis\atid for opti-
cally thick regions. Another problem is the choice of thereot mean opacity. Considering
this, the estimate of the time scale is adequate.

Another important test is also to check if the results of theetdependent radiative transfer
calculation depends on the size of the time step. This wasdegth a model atmosphere
that has a small perturbation of the inner light bulb, whiglthen moving outwards. This
setup was calculated with two different time steps. In figu#e the results of the calculation
with two different time steps are shown. As one can see, thdtrdoes not depend on the
size of the time step. The resulting luminosities of botltgktions are the same within an
accuracy of 10°.
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Figure 4.5: Luminosity of different layers for the case ofeatangular shape perturbation
originating at the inner boundary and moving through theosiohere. (a) Lumi-
nosity of a few layers over time. As one can see it takes timéhperturbation
to move outwards. The shape of the perturbation is alsofiatje (b) Luminos-
ity of the atmosphere at a few time points with=5- 10%s.

In a further test, the luminosity of the inner light bulb haeeh increased for a few time
steps. The time dependent radiative transfer has beendstv&e how this perturbation
moves through the model atmosphere. In figure 4.5(a), a pltteoluminosity of a few
different layers is shown. One can see that it needs timesgsatiurbation moves outwards.
The shape of the perturbation is changing during that peodebecomes flatter and broad-
ens. In figure 4.5(b), a plot of the luminosity of the atmosphat different time steps is
shown, where one can also see how the perturbation is movimgaeds through the model
atmosphere.

In a last test, a sinusoidally varying light bulb is put iresiof the test model atmosphere.
The period of one sine is 100 time steps. In figure 4.6, a senéat of the luminosity of
the atmosphere over layer and time step is shown. After sewthié luminosity of the whole
atmosphere varies sinusoidally and steady state is readftes luminosities in a few dif-
ferent layers are shown in figure 4.7(a). As one can see, tlsdevatmosphere is varying
as a sine. One can also see a phase shift of the sine becaumetmhé required for the
radiation field to propagate through the model atmosphédre.phase shift is almost a whole
period. The atmosphere has a radius df-30°cm, and the information of the change of
the inner boundary condition needs 100 time steps, which16%, to get to the outermost
layer. Hence, the information of the inner boundary coonditthange travels with a velocity
of 34% of the light speed through the atmosphere. As one cansale, the amplitude of the
sine is decreasing as the radiation propagates to the catisrgf the atmosphere. In figure
4.7(b), a plot of the luminosities of the atmosphere at cifé time steps is shown. Here,
one can see that a certain part of the atmosphere has a laniaolsity than the original one,
as a different part has a higher luminosity at the same time.
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Figure 4.6: This is a surface plot of the luminosity over laged time step. The light source
inside the atmosphere is varying sinusoidally. As one cantbe luminosity of
the whole atmosphere is sinusoidally varying. There is a@lsaift between the
inner light bulb and the emergent flux at the outer layer beedle information
needs time to move outwards.
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Figure 4.7: Atmosphere with a sinusoidally varying inneabdary condition. (a) Luminos-
ity of a few layers over time. It takes time for the informattitm move outwards.
One can see the phase shift from inner to outer radii, whiabdsit a whole sine.
(b) Luminosity over layer at different time steps, and, #fere, different phases
of the sine withAt = 5- 10%s
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Chapter 5

Hydrodynamical solver

In this chapter, the approach to calculate SN la light cuisv@sesented. A simple hydrody-

namical solver is implemented into the general purposéastgimosphere codeHOENI X

to keep track of the evolution of an SN la atmosphere streaturing the free expansion

phase. In the hydrodynamical solver, the energy changeecdtimosphere per time step is
computed. There are three main aspects that have an infloartbe energy density of the

SN la atmosphere. The free expansion changes the densiteadii of the envelope, and

the energy deposition by the gamma ray emission of radigggtdecaying elements such
as®®Ni powers the light curve. The radiative transfer describegransport of the deposited
energy to other parts of the atmosphere. The temperatweste always changes towards
radiative equilibrium.

In the first section, the implementation of the hydrodynahsolver is presented. All
contributions to an energy density change of the atmospdrereliscussed in detail. The
method to compute a new temperature structure of the SN lasptihere is presented. This
newly implemented hydrodynamical solver is tested with taéculations, which are pre-
sented in the second section. All components of the new llyti@mical solver are tested
for their own to check if each part is working correctly. A raoealistic test case, where all
contributions to the energy density change are consideredso discussed.

5.1 Hydrodynamical solver

The details of the hydrodynamical solver implementatian@esented in this section. The
main idea is to compute the energy change of the SN la modeksqinere during the free ex-
pansion phase. The energy change of the atmosphere is givezuhtion (96.7) in Mihalas
& Mihalas (1984), which is

P [%e—i— p% (%)] = /(ch—4m7)+ps, (5.1)

wherep is the density ang the pressure of the materia,is the internal energy density
of the material. The quantities relevant for the radiatiefdfarey, which is the absorption
coefficient,n is the emission coefficient, arielthe radiation energy density. All additional
energy sources are putfnsuch as the energy deposition by gamma ray emission.
Influencing the atmosphere are the free expansion, the edempsition by gamma ray
emission due to the radioactive decay’®fli and®6Co and the transport of energy by radi-
ation through the atmosphere. All these effects are desttiilb particular in the following
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subsections. The main idea of the hydrodynamical solveo iseep track of the energy
changes and, therefore, calculate the temperature steuetolution of the atmosphere. In
order to save computation time, an adaptive time step schehieh determines the optimal
time step size, is also implemented.

5.1.1 Dynamical models

The basis of the approach are the dynamical models, whiclalegady implemented in
PHCENI X. In the dynamical model modd?HOENI X solves the radiative transfer for a
given fixed atmosphere structure. This includes a complesitle structure as well as
non-homogeneous abundances for each layer of the modetsplm@. The temperature
structure is computed by an iteration process with a tentperaorrection procedure to ob-
tain a model atmosphere which is in radiative equilibriumcase of an SN la atmosphere
calculation, it is possible to compare synthetic spectrdiférent explosion models to ob-
served spectra. For instance, spectra obtained with thegidafion or a delayed detonation
explosion model structure can be compared, and it might siple to determine the cor-
rect explosion model. Numerous spectra modeling cal@arathave already been performed
by using the dynamical model mode BHOENI X (Nugent et al. 1997; Lentz et al. 2001b;
Baron et al. 2006).

For the new implementation of the hydrodynamical solver,diinamical model mode is
used as the basis. Using this dynamical model mode, thetirsdieansfer is solved for the
fixed SN la atmosphere structure of the explosion model uskd.hydrodynamical solver
then calculates the changes of the atmosphere structuaectatain time step. This includes
new radii, densities and the new temperature structure. radhiative transfer can then be
calculated with this new atmosphere structure to obtaimeelting radiation field after the
next time step. Thus, the hydrodynamical solver changestiinesphere structure of the
dynamical model mode time step by time step. Applying thisrapch, a whole evolution
of an SN la atmosphere structure can be calculated. Formhasghere structure change, all
important influences on the atmosphere structure have takam tinto account. These are
discussed in the following sections.

5.1.2 Gamma ray deposition

The actual thermonuclear burning process of an SN la progedasts only a few seconds.
After the explosion is over, the atmosphere is in the freeaagn phase, during which the
atmosphere would just cool down. But observations inditeaesomething has to cause the
rise of the light curve during the free expansion phase. Thrimum in the light curve is
observed around 20 days after the explosion is already maged, the light curve of an SN
la event is powered by an energy release into the atmospaesed by the radioactive decay
of ®®Ni and its also radioactive decay prod38€o. Therefore, this energy deposition has
a strong influence on the energy change of the SN la atmosptracture thus the energy
deposition because of the radioactive decay has to be takeadcount for the calculation
of the SN la atmosphere evolution.

The dynamical model mode &HOENI X already includes the abundances of elements
present in an SN la atmosphere for each layer, but it so fas doesupply the abundances
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of particular isotopes. The results of the explosion modédudation already provide the
abundances of the isotopes that are present in an SN la dteresue to the radioactive
decay, the abundances ¥Ni, °°Co and®®Fe change during the evolution of the SN la
atmosphere. Therefore, the abundances of the isotopeskafl ncobalt and iron have been
newly implemented int®HOENI X. Itis now possible to keep track of the abundance changes
and the resulting energy deposition by gamma ray emissiendaithe radioactive decay. The
abundances of the other elements are assumed to do not athamgg the free expansion
phase of an SN la event.

In the beginning the SN la atmosphere consists, as a restlieaxplosion, of a huge
amount of®Ni, which decays t8°Co by electron capture with an half life of@&7 days. The
56Co then decays by electron capturetbe with an half life of 7727 days. The produced
56Fe is stable and the atmosphere is, therefore, enrichednaitliuring the evolution of an
SN la atmosphere. The abundances of the radioactive isotd@age with an exponential
law of radioactive decay in time, which is in case of Nl given by

t

Ni(t) =Ni(t=0s)-& ™i, (5.2)
where Nit) is the amount of®Ni at a point in time after the explosion, and iti= 0s) is the
initial amount of the nickel isotope 56. The half life is repented byryi. This exponential
law is the same for the decay of cobalt. But it also has to bertakto account that new
cobalt is produced because of the decay of nickel. Includoty effects, the abundance of
56Co is given by

T ot ot
__Co (e N—e TCo> +Co(t =0s)-e o, (5.3)
INi — Tco

Co(t) = Ni(t =0s) -
where Cqt) is the amount oP®Co at a point in timé, Tc, is the half life and C@ =09
the initial amount of the cobalt isotope 56. The abundandéektable®Fe increases due
to decay of°Co, but it also has to be taken into account the changing amoedof®Co,
because newPCo is produced because of the decay®ii. The amount oP®Fe is given by

t

Fet) = Ni(t =0s) - <1+ ﬁe_ﬁ - Le TNi)
INi — Tco INi — Tco (5.4)

+Co(t = 0s) - (1— eﬁé> +Fe(t =0s),

where F¢ét) the amount oP®Fe at the point in time, and Fét = Os) is the initial amount.
Applying the equations 5.2, 5.3 and 5.4, all abundances®f3N la atmosphere can be
determined for each point in time.

To illustrate the changing abundances, figure 5.1 showdainedance changes in time of
56Ni, %6Co and®®Fe. Att = Os, the initial abundances for this test case are that¥aly is
present. There exist neither iron nor cobalt in this teshakde. The nickel is then decaying
in time to cobalt, leading to a decreasing nickel abundattence, the cobalt abundance
increases and has its peak at around 25 days, because theguambbalt eventually decays
to iron. The production of iron takes longer because theltli@lbf cobalt is higher than the
one of nickel.

The energy deposition due to the gamma ray emission of teesgpes needs to be com-
puted by a radiative transfer solver for thgays. In this work, the gamma ray deposition
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Radioactive Decay

Ni .
fffffff Co ——
— — — Fe —

abundances

100 150 200 250
time [days]

Figure 5.1: Time dependent abundances®fi, °6Co and®®Fe. The decay of°Ni causes

the abundance ¢fCo to rise to a peak at around 25 days. PA@o decays to
%6Fe, which abundances increases.
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is solved with the assumption of a gray atmosphere forythays. Jeffery (1998) did a
detailed study of thg-ray deposition and pointed out that this is an adequatecapfrto
calculatey-ray deposition in SN la atmospheres. In the decay ¥\ nucleus, a gamma
photon is emitted with an energy of 2.136 MeV. TRE€o nucleus decays to &8Fe nucleus
and emits a gamma photon, which has an energy of 4.566 Mekeldecay oP°Co about
19% of the energy is released by positrons. The positronssaumed to be locally trapped.
They annihilate by emitting two photons with an energy of &&¥, which has to be taken
into account for the energy deposition calculation. Thecdpas considered to be constant
and a pure absorption opacity, meaning that no scatteriagsismed. As in Jeffery (1998),
Ky = 0.06cn?g~! was chosen as the opacity. The energy deposition into thespinere per
time is given by

X
£ =42, 5.5
P (5.5)

wherel is the mean intensity, which has been obtained by solvingithg radiative transfer
for they-rays. Therefore, with help of the gray radiative transtat pf PHOENI X, an energy
input for every layer of the SN la atmosphere is obtained s Diitained energy deposition
has to be taken into account for the calculation of the oVerargy change.

5.1.3 Absorption and emission

The last aspect of the SN la atmosphere evolution calculatith the hydrodynamical solver
is the determination of the transport of energy by radiatlmough the atmosphere. One
has to solve the complex radiative transfer problem as atelyras possible to obtain the
radiation energy change of the atmosphere. For the timeigonlcalculation, this term is
important, because it lets the energy move through the goiheos, distributing the deposited
energy of the gamma ray emission everywhere in the atmosplibe energy change due to
radiation is part of equation 5.1. The term of the change ®gtiergy density of the material
by the absorption and emission of radiation is given by

Q= [ (exE~ 4mm). (5.6)

whereE is the energy of the radiation fielg,is the extinction coefficient angl the emissiv-
ity. This equation can be rewritten to

Qz/m@—&mm (5.7)

with S, = n, /x, being the source functiod, the mean intensity andlthe wavelength. One
has now to solve the radiative transfer equation to obta@sdlyuantities. This energy change
can be obtained by using the complex radiative transferqdd?HOENI X. The solution of
the detailed radiative transfer solver delivers also theracttion of the radiation with the
material and, therefore, gives the net amount of energyishalbsorbed or emitted by the
gas. The radiative transfer solver is also the time consgrpart of the calculation of a
whole SN la light curve, as the SSRTE has to be solved for eaictt in time. The radiative
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Figure 5.2: Density profile of a more complex model (gray Jiaed one with assuming
homologous expansion (black line) at day 90 (Woosley etG72.

transfer is solved by assuming a non-gray atmosphere witfemous wavelength points. As
the opacity is strongly depending on the wavelength thegrag-approach is essential for
the radiative transfer. About a few thousand wavelengthtsare used in a typical SN la
model atmosphere calculation. By reducing the number obleangth points, the light curve
calculation can be made faster, but this certainly comesgsttaf the accuracy. In case of
an SN la atmosphere, the line opacity is very important argdtbde taken into account.
Therefore, the atomic lines database of Kurucz & Bell (198H)6) is used. Even more
computation time for the radiative transfer is needed iftamosphere in NLTE is assumed.

5.1.4 Expansion

After the explosion is over, the envelope of the SN la is exjpain The expansion is as-
sumed to be a homologous expansion, meaning that the erpavsocities of each part
of the atmosphere do not vary in time. However, the energgass by the decay 6PNi
can influence the dynamics of the expansion (Pinto & Eastri@0)2 Woosley et al. (2007)
compared a study following this energy release to the restdm assuming homologous
expansion. Figure 5.2, which is Figure 2 in their paper, shtve deviation and density
variations can be as large as 10%. However, this is probatlypper limit due to the simple
burning parametrization used in that study. Ultimatelyewlthe deflagration to detonation
transition is understood it will be important to revisitghssue, and replace 1-D calcula-
tions with full 3-D hydrodynamical calculations, that inde the effects of clumps as well
as nickel bubble expansion. For now the accuracy of homeisgapansion should be ade-
guate, given the other uncertainties in the problem.

44



5.1 Hydrodynamical solver

In the dynamical models, each layer has a constant expavsiocity to simulate a freely
expanding envelope. During the hydrodynamical evolut@iowation, the expansion veloc-
ity assigned to a layer stays constant. Therefore, the néwenad density for a new pointin
time can be computed quite simply. The new radigg of a layer is determined by

Fmew = U- At +rgq, (5.8)

for a time step size aht, while the layer is expanding with the velocily The radius before
the new time step isqg. With the same assumption of homologous expansion, the new
densitypney Of a layer after the new time step is determined by

3

Prew = Pold - (roi) ; (5.9)
Mew

wherepgq is the density of the previous point in time. With the new raaid densities, it

is now possible to calculate the energy change due to thekg@nsion of the atmosphere.

The expansion of the supernova envelope is assumed to beadrata process. Therefore,

the workW done by this process is given by

W:_p% (%) (5.10)

wherep is the pressure of the material. For a discrete time stepntBmal energy density
change of the atmosphere is given by

W:_p( 1 _1 ) (5.11)

pna/v_@

This result represents the change of the internal energgitgelnecause of the adiabatic
expansion. As can be seen, the adiabatic expansion desrdesenergy density of the
atmosphere. Therefore, the SN la envelope cools down.

5.1.5 Overall energy change

The energy changes because of the free adiabatic expatistogamma ray emission and
the energy transport have been discussed in detail, and haeheaequired quantities to

calculate the overall energy density change of the SN la sgppimere during a certain time
step are available. The direct change of the energy denfttyeanaterial considering the
expansion, the absorption and emission of radiation andygraeposition by gamma ray
emission is given by equation (96.7) in Mihalas & Mihalas&49 which is

P [%e—i— p% (%)] = /(ch —4mmn) + pe, (5.12)

wherep is the density ang the pressure of the materia,is the internal energy density
of the material. The quantities relevant for the radiatiefdfarey, which is the absorption
coefficient,n is the emission coefficient, arielthe radiation energy density. All additional
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energy sources are put & such as the energy deposition by gamma ray emission. The
energy change in time is given by

de d /1 an
—=—p—( = — —9S)dA +¢. 1

it pdt(p)+p/x(J S)dA +¢ (5.13)
Rewriting this equation, the new energy dengiafter a discrete time stet can be com-
puted by

ezzel—p(i—i) +4—7TAt/X(J—S)dA + e, (5.14)
P2 P1 p
wheree; is the energy density of the material at the time step befOneis, the new energy
density is calculated with an explicit method. All the ditaif these contributing terms have
been discussed in detail in the previous sections. Withéaeanergy density of the material
being know, it has now to be determined what the new temperaftieach layer at the next
time step is.

The internal energy density of the matergh,s, which is the energy of the translating
particles without ionization and excitation, is given by

~3p_ 3R
Qrans = EE = EE
with the mean molecular weighty, and the universal gas constaRt T stands for the
temperature of the material. This equation of the energitiecould now been used to
determine the new temperature at the next time step point.

During the first phase of the SN la atmosphere evolution, theeral of the atmosphere
is hot and, therefore, highly ionized. The energy changetduenization and excitation
changes of the atoms present in the SN la atmosphere canmeghected. PHOENI X al-
ready solves the equation of state (EOS), where all theadiait and ionization stages of
the present atoms and molecules are included. Using the tB®8yerall energy density of
the material can be obtained by the sum of the ionizationggn&g,s and the translational

energy&rans

(5.15)

Y

€= Qrans t Gons- (5.16)

Hence, the energy density change of the material goes intamage of the translational
energy and the ionizational energy, which both depend onettmperature. Therefore, the
new temperature has to be obtained by an iteration scheneh vgldescribed in the follow-
ing. The matter density at the next point in time is determibg homologous expansion. A
first temperature guess is used, and the EOS is solved tondh&ionizational energy den-
sity. Combined with the translational energy density, therall energy density is computed.
This is checked against the target energy density, whiclbéas obtained by equation 5.14.
If the obtained energy density is not correct, a new tempegaguess is made. This new
temperature guess is obtained by assuming a linear depsmdénhe energy density and
temperature. The current temperature guess is iteratdrb tiatget energy density. It takes
just 5 to 10 iteration steps to determine the new temperatfithe EOS delivers the cor-
rect target energy density, the new temperature of the maet$tep has been found. The
accuracy of the energy density iterations is set t0°10
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This determination of the new temperature has to be donevirydayer. As the calcu-
lation of the new temperature of one layer is independem fitee other layers, this calcu-
lation can be easily parallelized. The calculations of tee temperatures of the layers are
distributed among all processes. The EOS has to be solves ainfies for each tempera-
ture determination per layer, which can cost a few secont®wi using the parallelization.
For the calculation of a whole SN Ia light curve, a few thoukéime steps are needed.
Therefore, the parallelized calculation of the new temfuees saves computation time. For
instance, the calculation of all new temperatures for gkta needs about 10s to 15s, if only
one process is used. With a parallel calculation by usingr82gsses, the calculation time
can be reduced to under one second.

5.1.6 Adaptive time step procedure

The typical time scale for the hydrodynamical changes irBiNda atmosphere will change
during the evolution of the light curve. In order to save comapion time, the light curves
have to be calculated with the optimal time step size for gdnase of the light curve evolu-
tion. Therefore, an adaptive time step routine has beereimghted to determine the optimal
time step size for the current time step.

The energy changge of the energy of the materialmay be approximated by

Ne=x-e=At-(Q+¢), (5.17)

where Q is the energy change of the interaction with the tadigande is the energy depo-
sition by the gamma ray emission. The energy change due exgansion is ignored in this
case. On the one hand, this energy change depends on the tiawvadeasity after the time
step, which is unknown because it depends on the size ofrtteediep itself. Furthermore,
the energy change because of the expansion is small comjpatezichanges caused by the
energy transport and the energy deposition by gamma rays.idga of the adaptive time
step procedure is to limit the energy change to a prescribenliat of the energy of the ma-
terial. Thus, rewriting equation 5.17, the time step dizéor the current time step for each
layer can be obtained by

_Q-|—£ ,

wherex s the introduced limiting energy change factor. The fagt@nges betweexy, and
Xmax, Which mark the largest and smallest allowed energy chafgese are input parameters
for the adaptive time step procedure. The time step sizdasladed for every layer, and the
minimum time step size of all layers is used for the hydrodyital solver.

Each time the adaptive time step procedure is called, itkdhiéthe energy changes of the
time step before were too big or could have been bigger. Itimmum time step size is in
a different layer, the same valuexfs kept for the next time step. If the minimum is in the
same layer and the sign of the energy change does not chegagelvious time step might
have been too small. Thus, the fackois increased for the following time step. If the sign
changes, the last time step might have been too large, tinerahe factoix is decreased.
This means that for each time step, the allowed energy charagiapted and the factaiis
updated to get the optimal time step during the whole evatutif the SN la atmosphere.

At (5.18)
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5.1.7 lteration scheme

All parts of the hydrodynamical solver have been presentelddéscussed in detail. The fol-
lowing scheme is applied in order to calculate a new time &iefhe evolution of an SN la
atmosphere. For the first time step, a initial structure bdmetassumed. The densities, radii
and expansion velocities are given by the used explosiorem&dr the start, a temperature
structure obtained with thEHOENI X temperature correction procedure can be used. The
first step of each time step calculation is to obtain the smiudf the radiative transfer equa-
tion for the given structure to obtain the quantities for tilaéculation of the energy change
due to absorption or emission of radiation. In the next stie@,energy deposition due to
gamma ray emission from radioactive decay is calculateds dlso involves an update of
the abundances of the nickel, cobalt and iron isotope 56.atlaptive time step procedure
then determines the size of the current time step and uptt&dactorx. With this deter-
mined time step, the homologous expansion is calculatea:hwéads to a new density and
radius for each layer for the next point in time. All these rguantities are then used to
calculate the new energy density of the material by usingetiigation 5.14. The energy
density change leads to a new temperature structure of tHa 8thosphere. With this new
atmosphere structure with new radii, densities and tenypes, the next time step can be
calculated, and a whole evolution of an SN la atmospheretsireican be obtained.

5.1.8 First approach

Here, a first unsuccessful approach to the calculation of &MNght curves is discussed
briefly. See the appendix A for a more detailed descriptiaheflternative hydrodynamical
solver. The main idea was to check the overall energy coasiervof the SN la model
atmosphere. An overall energy change of the atmospherees ¢oy equation (96.15) in
Mihalas & Mihalas (1984), which is

%E:—ﬁiﬂr {402 [u(p+ Po) + Fol } + &, (5.19)
whereky is the radiative fluxP the radiation pressure ad, the mass inside of a radius
r of a layer. This energy density change includes a changeeomtiterial energy density
and the radiation energy density. The main problem of thig@gch was that only a total
change of the energy density can be determined. This togafjgrchange includes a change
in both material and radiation energy density. This meamsigerature iteration has to be
performed in order to obtain the new temperature structtiteeomaterial for the next time
step. This required more computation time than the altemaipproach presented in this
work. Test calculations showed that the first approach fertydrodynamical solver did
work, however the approach presented so far turned out todse successfully and faster.
Therefore, this first approach was not pursued further.

5.2 Test calculations

All new implemented processes of the simple hydrodynansichler have to be tested. For
the test atmosphere, the atmosphere structure and abwsdafriitbe W7 deflagration model
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are used. The atmosphere structure is expanded to a poimhénaf 10 days after the
explosion. The densities and radii are determined by the Hieemologous expansion and
can be computed easily. To perform the test calculationgial temperature structure is
obtained with thd®HOENI X temperature correction procedure. With this initial atpteese
structure, the hydrodynamical solver is applied for défartest cases. All contributions to
the energy change are tested separately. In the followihgsa calculations and the results
obtained are presented.

5.2.1 Energy transport

In this section, the energy transport through the atmospisaested. The hydrodynamical
solver is only considering an energy change caused by emiasid absorption of radiation,
whereto the result of the radiative transfer equation isiade All other influences are ne-
glected. As a first test, the initial temperature structinanges if the hydrodynamical solver
is working on the SN la atmosphere. As the initial atmosplsémecture is already in ra-
diative equilibrium, the hydrodynamical solver should nbange the temperature structure
significantly, because it also pushes the atmosphere tevearadiative equilibrium state.

In figure 5.3, a comparison of the temperature structure@hgdrodynamical solver to
the result of the temperature correction procedure is sholWre differences in the tem-
perature structure are for most layers less than 1%. Butmbeaseen in figure 5.3, the
temperature differences of the inner layers are clearligdrigThese differences arise in the
temperature correction result as it shows a spike in the eeatyre structure. This may
have been emerged due to the boundary condition in the tetupercorrection. Hence, the
resulting temperature structure obtained with the hydnadyical solver is more accurate.
Here, the temperature structure is smooth. In order to wlztaiatmosphere in radiative
equilibrium, the energy transport part of the hydrodynahsolver can be used instead of
the temperature correction procedure. The main probleimaisabout a few hundred time
steps are needed to obtain the resulting atmosphere s&ucttadiative equilibrium, while
the temperature correction needs fewer iteration stepssatiterefore, significantly faster.

For the next tests, the temperature of the innermost layelasged in order to get an en-
ergy perturbation, which moves through the atmospherenei@hergy transport. Numerous
different perturbations can be put into the inner part ofdlraosphere to test the energy
transport part of the hydrodynamical solver. Whatever typbation of the inner bound-
ary condition is, the temperature structure is always ebgueto relax to the new conditions
and move back to be in radiative equilibrium. A few test cagiis perturbations of the inner
boundary condition are presented in the following.

For the first of these test calculations, the temperaturbeirinermost layer is increased.
The expectation is that this additional radiation energmaving through the atmosphere.
The temperature should increase everywhere, and the aw@@spdapts to the new inner
boundary condition, until it is again in the radiative edailum state. In figure 5.4, the re-

sults of this test calculation are presented. A plot of theeobed luminosity is shown in

figure 5.4(a). The luminosity is increasing, as the tempeeadf the atmosphere increases
because of the hotter inner boundary condition. One carsalsthat it takes some time, un-
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Figure 5.3: The temperature structures obtained with thdrddynamical solver and the
PHOENI X temperature correction are compared in this plot. Both apheres
are in radiative equilibrium, and therefore the resultiamperature structures
should be the same. The differences in the temperaturesg¢han 1%, except
for some inner layers.
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Figure 5.4: Result of a test calculation with an atmosphe&here the inner layer is heated.
This additional energy moves through the atmosphere. (a)iitreasing ob-
served luminosity of the outer layer is shown. (b) The terapee structure at
different points in time.
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Figure 5.5: Test calculation with an atmosphere, whererthermost layer is set to a lower
temperature. (a) The decreasing observed luminosity iishdhe cooled in-
ner part of the atmosphere moves through the atmospher&@hédjemperature
structure on its way to radiative equilibrium is shown here.

til the additional energy gets to the outer part of the atrhesp and is seen by the observer.
The temperature of the atmosphere is increasing everywhetiéthe atmosphere is again

in radiative equilibrium. The initial and final temperatwgteucture are presented in figure
5.4(b), where the increased temperature structure of thesghere that has an increased
temperature as inner boundary condition are compared.

For the next test, the temperature of the innermost layestitosa significantly lower tem-
perature. This cooler inner condition leads to a coolindnefwhole atmosphere, as it moves
back to the radiative equilibrium state. The results of taiksulation are presented in figure
5.5. The decreasing observed luminosity is shown in figuséa®. Again, it can be seen
that it needs some time before the energy reaches the oyées laf the model atmosphere,
and the atmosphere structure has adapted to the new inneddrgicondition. The resulting
cooler atmosphere structure is shown in figure 5.5(b). Tim@sphere relaxes to the changed
inner condition and assumes a radiative equilibrium terdpee structure.

As the hydrodynamical solver works for changed but then fireer condition, now a time
dependent temperature of the innermost layer is considdiedts, for a last test of the en-
ergy transport, the temperature of the innermost layerngmg as a sine in time. The time
step size is set to a constant value ofl2~2s to have a high time resolution for a whole
period of the sine, which takes 400 time steps. Hence, a wiesied of the sine needs 8s.
The amplitude of the sine of the inner layer is set to 20% ofnitisal temperature. This
perturbation moves through the whole atmosphere and iscteghéo make the temperature
of the whole atmosphere varying as a sine. A surface ploteteémperature is shown in
figure 5.6. As can be seen, the temperature of the whole atreosys varying periodically.
It again takes time before the information about the sirdedbji varying inner temperature
reaches the outer layers of the model atmosphere. This l@scapparent as a phase shift
in the sine. A plot of the temperature structure at diffeggoints in time is shown in figure
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Figure 5.6: The temperature of the innermost layer is vgrwith a sine in time. This sur-
face plot shows that the whole atmosphere is after some tangng as a sine.
This propagation through the atmosphere needs also soragwinich leads to a

phase shift of the sine.
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Figure 5.7: Atmosphere with a sinusoidally varying innemperature. (a) Temperature
structure of a few points in time. This perturbation movesttirough the whole
atmosphere, making it varying as sine everywhere. (b) Timpéeature of a few
layers vary in time and have a sinusoidally shape.

52



5.2 Test calculations

41.00

40.95 -

40.90

log(lum)

40.85

40.80L

0 20 40 60 80 100
time [s]

Figure 5.8: Luminosity of the sinusoidally varying atmospd seen by an observer. After
an initial rise, the luminosity is varying with a sine thafleets the sinusoidally
varying temperature structure.

5.7(a). One can see the varying temperatures in time. Theaeature of a few layers over
time is plotted in figure 5.7(b). As it can be seen, the tentpegaof every layer is varying
periodically. The shape is not a sine, but it looks similaneTising occurs faster than the
decline. The deviation may be due to the radiative transfeakes time, until the temper-
ature change has moved through the atmosphere. The phétss sbout 200 time steps.
The varying luminosity is plotted in figure 5.8. As can be sd¢be observed luminosity is
varying as a sine, after some initial disturbance.

All the tests indicate that the energy transport part of thdrddynamical solver works
properly. It moves the temperature structure of an atmasggbevards radiative equilibrium.
If disturbed, the temperature structure also adapts toltaeged inner boundary conditions
of the innermost layer. A radiative equilibrium temperatstructure obtained with the hy-
drodynamical solver is almost the same as one obtained tvghemperature correction
procedure.

5.2.2 Expansion

In a next test calculation, the expansion part of the hydnadyical solver is checked. Thus,
the only energy change considered is the adiabatic cooboguse of the free expansion of
the SN la atmosphere. The energy deposition by gamma raysemexgy change because
of the energy transport is disabled. For this test case xpectation is that the atmosphere
should just cool down, so the temperature of the atmosphetdte observed luminosity
should be decreasing.

In figure 5.9, the results of the free expansion test calicuare presented. The observed
luminosity is plotted in figure 5.9(a). As can be seen, thesolesd luminosity of the SN
la atmosphere is decreasing. The temperature structure dirst and the last time step is
plotted in figure 5.9(b). The adiabatic expansion has catbleédtmosphere everywhere, and
the new temperature is now significantly lower.

Another way to test if the adiabatic expansion is computecectly in the hydrodynam-
ical solver is to calculate the entropy change of the atmesphAs no energy is moving
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Figure 5.9: Test atmosphere, which is just expanding. (& dlbserved luminosity of the
atmosphere. As can be seen, the luminosity is continuowstyedsing. (b)
The whole atmosphere is cooling down, as the plot of the teatypes structure
shows.

through the atmosphere, the entropy of each layer shoulebbsecved. To be consistent
with the hydrodynamics equations, the entropy is deducemi the first law of thermody-
namics. A change of the entropy during a time step is theegjoren by

AS 31 TZ) 3(1 1) 1 <p2)

—=-—n({=)+;|—— ) ——In{ =), 5.20

mR - 2m, (Tl 2\My M/ My \p1 (5.20)
where 2 is the index of quantities at the new time and 1 is tleeobthe old. For the integra-
tion of the temperature and the density temy,is kept fixed. This is a good approximation,
as it is simpler to solve, and the resulting differences lfar éntropy are small. With the
setup of a just freely expanding SN la atmosphere, the entnap been computed. Even

for a long time step of 1000s the entropy stays almost cohstas relative change of the
entropy wasx 10~ at most.

5.2.3 Energy deposition

To test the energy deposition by the radioactive decay dfehiand cobalt into the atmo-
sphere, a test case is considered, where only this gammamagien of the radioactive
decay is calculated with the hydrodynamical solver. Thegnehange due to free expan-
sion and energy transport is neglected to see the direct effehe additional energy put into
the atmosphere.

The results of the gamma ray emission calculation with thaérdgynamical solver is
presented in figure 5.10. The observed luminosity over tisnshiown in figure 5.10(a).
Caused by the energy added to the atmosphere, the lumisesityby an observer increased.
The figure 5.10(b) shows the temperature structure of thmlimind the final atmosphere.
As an be seen, a few layers located in the inner part of thesgih®eye have an increased
temperature. In this layers the radioactive isotopes déatiand cobalt are located. Thus,
the energy is deposited into these layers. Because theyetrargsport is turned off, this
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Figure 5.10: For this test calculation an additional enéngyt from gamma ray emission is
considered. (a) The observed luminosity over time. Becafisee additional
energy, the luminosity increases. (b) The initial and résgkemperature struc-
ture. The temperature of some inner layers has been incrsaggficantly.

energy stays in this part of the SN la atmosphere. Henceh#ntodeling of a realistic

SN la atmosphere, the energy transport is needed to disribe additional energy into the
whole atmosphere.

5.2.4 Realistic test scenario

After all single effects have been tested, now an atmosphérere all effects are considered
for the hydrodynamical solver is calculated. Again the samteal temperature structure is
used. So, the free expansion as well as the energy depoaittbanergy transport are active
for this computation.

The results of the test calculation are presented in figuré. SThe observed luminosity
is plotted in figure 5.11(a). The luminosity increases bseeanf the energy input fromp-
ray emission due to radioactive decay. It takes some timid,tbe whole atmosphere has
relaxed to this new condition. The atmosphere is then iratad equilibrium state, and the
luminosity stays constant. The initial and final tempertstructure are plotted in figure
5.11(b). The energy input caused by the radioactive decayirftaieased the temperature
of the whole atmosphere. The atmosphere is heated by-tag emission in the inner part
of the atmosphere. Due to this increasing energy the luntinosthese layers increases
and the heat is radiated away and absorbed by the surroulagierg. This energy transport
takes care that the deposited energy is moving through tlebewdimosphere so that the
temperature increases everywhere and the additional \efrerg the radioactive decay is
radiated away towards the observer. The atmosphere ishradiative equilibrium.

This is has been an actual SN la atmosphere calculation. yidrediynamical solver cov-
ers all the effects that influence the atmosphere of the SMdatelt moves the temperature

structure towards radiative equilibrium. The hydrodyneahsolver can now be applied to
calculate an SN la light curve.
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Figure 5.11: Result of a realistic test scenario. All infloesion the atmosphere are consid-
ered. (a) The luminosity increases due to the energy déepo&y radioactive
decay. (b) The final and initial temperature structure.

5.3 Conclusions

A hydrodynamical solver has been implemented into the géperpose stellar atmosphere
codePHCENI X. It calculates the energy change in the atmosphere by takingaccount
the homologous expansion, the energy depositio-bgy emission and the energy trans-
port through the atmosphere. An adaptive time step proeedas been implemented to
always obtain the optimal time step size for an atmospheskigon calculation. Applying
this hydrodynamical solver to an SN la atmosphere numemstschlculations have been
performed. All the results confirm that each part of the hggimamical code is working
as expected. The energy transport changes the temperatwiise to get the SN la atmo-
sphere to radiative equilibrium. A resulting temperaturacture is almost the same as one
obtained with the®HOENI X temperature correction procedure. Due to the energy toaiysp
the temperature structure is always pushed to radiativiilegum. Therefore, perturbations
of the innermost layer can move through the atmosphere atemmperature structure of the
whole atmosphere always relaxes to the new condition aneésio&ck to radiative equilib-
rium. For the case of the freely expanding atmosphere, thpaeature structure is cooling
down for the whole atmosphere. This can be observed by aa®ogeluminosity. The en-
ergy input by radioactive decay increases the energy oftthesphere, and, therefore, the
temperature structure changes in those layers, where dimaciive isotopes of nickel and
cobalt are present. The observed luminosity is increasihg all indicates that the hydro-
dynamical solver is working correctly, and it can now be &apto realistic scenarios, where
the calculation of an SN la light curve is the main goal.
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Chapter 6
Modeling SN la light curves

In this chapter, the hydrodynamical solver that has beeremented into the general pur-
pose atmosphere co@IOENI Xis used to calculate theoretical light curves of SN la events
The first section presents the approach to generate an SNdal hight curve in different
spectral bands that can be used to compare to observed liglgsc In the second section,
the model light curves have been computed with the assumpfian atmosphere in LTE.
The atmosphere structures of different explosion modedsuaed to calculate SN la light
curves. These are compared to determine which one may besgiheXplosion model. To
achieve further improvements of the model light curves,somestigation with the assump-
tion of an atmosphere in NLTE have been performed and aremiesin section 3. A short
look on the spectral evolution of SN la is presented in sactioThis chapter closes with a
conclusion.

6.1 Observed SN la light curves

To understand the physics of type la supernovae, obsengai@ the key to learn more about
them. Numerous spectra as well as light curves have beemebtavhile a few hundred
supernovae are discovered each year. In this work, the fezisn the modeling of light
curves of type la supernovae. Observations provide the taet have to be reproduced by
theoretical approaches to SN la simulations. The simulatill give the understanding of
the physics that is going on in an SN la explosion.

The online supernova spectrum archive (SUSPECT) (Ricbardsal. 2001, 2002) pro-
vides numerous of observations of different types of supeaa. For this work, the observed
light curves of SN 2002bo and SN 1999ee are used to comparetththe calculations of
model light curves performed in the following. Both SNe larédeen observed in a few
photometric bands. SN 2002bo has been discovered on Marthth@ igalaxy NGC 3190.
Optical and near-infrared spectra have been obtainedsdteve been obtained photometric
observations of SN 2002bo in different photometric band=ngti et al. 2004). SN 1999ee
has also been observed to take spectra (Hamuy et al. 2002)glmbaturves in different
photometric bands (Stritzinger et al. 2002).

6.2 Model light curves of SNe la

The new hydrodynamical solver is now applied to SN la modeiosipheres in order to
obtain model light curves for the whole evolution of an SN fwedope during the free
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expansion phase. In this section, the actual scheme tancdoftaill light curve evolution of
an SN la in different photometric bands is presented. Thervbs light curves of two SNe
la events are presented as well, because they are used tothkemodel light curves for
accuracy.

6.2.1 Method

The hydrodynamical solver was presented in detail in theipus chapter. It is now applied
to calculate synthetic light curves of SNe la. The SN Ia ligintve evolution is calculated
during the free expansion phase. The actual explosion gsdsenot simulated. Therefore,
for the starting model structure, the results of the explosialculation of other groups are
used as the input structure. Each layer has a certain expawsiocity, which does not
change during the evolution, because homologous exparsessumed. The model light
curve calculation starts at a few days after the explosionthé first few days the SN la
envelope is optically thick and compact. Another point iattn the first few days the
observed SN la light curves are quite faint and almost norebtiens of this early phase
have been obtained. Therefore, for the model light curveutation, it is adequate to start
the light curve calculation a few days after the explosioie Btarting structure is given
by the result of the explosion model simulation. The resofithe explosion model give the
expansion velocities, density structure and the non-h@megus abundances of all chemical
elements present in the SN la envelope. The atmosphere dxpanthe first few days by
assuming homologous expansion. The radii are determinéaeogxpansion velocities and
time of expansion. For the first temperature structure guiesPHOENI X temperature
correction procedure is used to obtain a start temperaturetgre in radiative equilibrium.
For the computation of an SN la model light curve, the hydradyical solver works
on the start model atmosphere structure. The atmosphexdst then adapts to the new
conditions caused by-ray emission and other hydrodynamical effects. After sdime,
the atmosphere eventually reaches the radiative equifibstate. A typical time step of a
hydrodynamical change in the model atmosphere is abdgt OThis is a very small time
step, but with an explicit method it is not possible to obtaigger time steps. It takes about
500 time steps to reach radiative equilibrium depending limctv evolution phase the SN
la is. For the later phase after the maximum of the SN la lightve, fewer time steps
are needed. This first radiative equilibrium atmosphengcsire is now used to calculate a
more detailed spectrum, where more wavelength points ae. uEhis model spectrum is
then used to obtain the first point of the model light curvedach band by using the filter
functions described below. It certainly would need too maemputation time to calculate
a whole light curve evolution by using the typical time stgpsbout 01s. Therefore, to
obtain the next point of the light curve, big time steps arempoted. For these big time
steps, the atmosphere is only expanding. This means thaenenergy deposition by-
ray emission nor energy transport through the atmosphecensidered for the solution
of the hydrodynamical solver. After half a day computed vith time steps, the whole
hydrodynamical solver works on the atmosphere again andekepoint in the light curve
is achieved after the atmosphere structure moved back iatikedequilibrium. Even with
the use of these big time steps, about 10,000 time stepsdaescalculated for a light curve
of 50 days. For the normal model atmosphere calculatiGtHOENI X with the temperature
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Figure 6.1: A typical model spectrum of an SN la together whihfilter functions for the U,
B, V, R and | band. These are used to determine the brightnessch band for
the model light curves.

correction procedure, the radiative transfer equationtbdse solved about 100 times at
most. Therefore, the computation of a whole SN la model lghie is very expensive
concerning the computation time, because the solutioneofatliative transfer equation has
to be obtained too many times. It takes a huge amount of catipattime to calculate even
simple SN la model light curves, even when using only a fewekewgth points. Basically,
the SN la model light curve is a curve consisting of half daintsy where the atmosphere
is in radiative equilibrium. During the later phase afterdmaum of the light curve, the big
time steps have been performed for one or even two days, &ydnedynamical changes is
the SN la atmosphere become smaller.

As described above, a model spectrum is calculated withktereed atmosphere struc-
ture, which is in radiative equilibrium at each half day gahthe light curve. To obtain a
model light curve for different photometric bands, filten@ions were used to calculate the
brightness in different bands. In figure 6.1, an SN la modetspm and the used filter func-
tions of the U, B, V, R and | band are shown. These filter fumdiare described in Hamuy
et al. (1992). With these filter functions, SNe la model lightves can now be obtained for
these five different photometric bands.

6.3 Light curves of LTE models

For the first calculations of theoretical light curves, thedal atmosphere of the SN la is
considered to be in LTE. For a first approach to obtain modéit Icurves this is adequate.
Another reason for the assumption of LTE is that model ligiMve calculations with an

atmosphere treated in NLTE use much more computation timearder to obtain an SN

la model light curve in a reasonable computation time, a rhatteosphere in LTE is a

necessary assumption. The method applied to obtain a SNdalrght curve is described

in the section above. For the model light curve calculatipresented in this section the
following parameters were chosen. The model atmosphereiged into 128 layers. The

radiative transfer is solved including atomic lines of thercz atomic data line list. The
number of wavelength points used for the solution of theatach transfer is about 2400.
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Figure 6.2: LTE model light curve of the W7 explosion modethe V band compared to
two observed SN la light curves of SN 1999ee and SN 2002bo.

6.3.1 UBVRI light curves

For the first light curve calculation, the W7 deflagration lespn model is used to obtain
model light curves of SNe la in different photometric bantise first point of the light curve
was calculated at three days after the explosion. The methobtain the theoretical light
curves is described in section 6.2.1.

Figure 6.2 shows the LTE SN la model light curve of the W7-dasseplosion model in
the optical V band. The theoretical light curve represemésabserved light curves of two
SNe la events very accurately. The steep rise of the modd ¢igrve beginning at three
days after the explosion is in agreement with the obsengdd turves. The maximum of
the W7-based model light curve seems to be later than thefdhe observed light curves.
At 20 days after the explosion, the model light curve has égimum, while the maximum
of the observed light curves is around 17 days after the siqio After the maximum, the
decline of the light curve of the W7-based model represdr@bserved light curve quite
well. Even up to the later phase at 50 days after the explpgibere the atmosphere gets
significantly thinner, the fit to the observed light curveguste accurate.

For the other photometric bands, the computed model lightesuare also compared to
the observed SN la light curves. The theoretical light curnvéhe ultraviolet U band is
shown in figure 6.3(a). Only an observed light curve of SN E298 available. As can be
seen from this figure, the observational data are scatt@ieglrise in the beginning as well
as the maximum phase is well represented by the model ligheciHowever, the decline
of the theoretical light curve seems to be too steep. Thises&fact is present in the model
light curve of the B band, which is shown in figure 6.3(b). Hehe first days of the model
light curve are too bright compared to both observed SN lat lgyurves. The maximum
phase of the model light curve is in good agreement with treeoied ones. At day 50, the
model light curve becomes brighter than the observed lightes.
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Figure 6.3: LTE light curves of the W7 explosion model. (akhe U band the theoretical
light curve has a steeper decline than the observed lighecyb) The B band
model light curve is to bright during the first few days.
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Figure 6.4: LTE light curves of the W7 explosion model. (agTheoretical light curve in
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| band the model light curve has no distinctive maximum. Atda§s after the
explosion the model light curve is way too bright in compamiso the observed

ones.
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In figure 6.4(a), a plot of the model light curve of the R bandhswn. The steep rise in
the beginning and the maximum phase of the observed SN liecligies is well represented
by the computed model light curve. However, as can be seemtfie figure, the theoretical
light curve fit gets worse for the later phase after the marmmtihe brightness of the model
light curve seems to rise again at around day 25 after thesii. Up to day 45, the model
light curve has a second bump, which is not observed in tlint eigrves of SN 1999ee and
SN 2002bo. In the infrared | band, the decline after the makrirphase is missing, as can be
seen from figure 6.4(b). Like in the R band, the rise in the tr@igg and the maximum are
well represented in the model light curve. However, at thegimam phase, the brightness
of the SN la model light curve rises further, which is not seethe observed light curves
of SN 2002bo and 1999¢ee. Around day 30, the difference betwmelel and observed light
curve in the | band are about 1 mag. To day 50, the model ligivecdeclines, while the
observed light curves show their second maximum around € aléer the explosion.

To conclude, in the V band the model light curve represem®bserved light curve quite
accurately. For the B band and the U band, this is also the daspite some deviations dur-
ing the later declining phase, where the model light curessrsto be too faint. Significant
differences between observed and model light curves arifieei R band and definitely in
the infrared | band. Here, the decline after the maximum @lo@iserved in the SNe la light
curves is not present in the simulated light curve. In thiewahg, further investigations on
the infrared problem will be performed to find the cause ofdifierences.

6.3.2 Dynamical models

The W7 deflagration explosion model is only one of the possplosion models which are
considered for an SN la event. Other explosion models nebd talculated and compared
to the W7 deflagration model and the observed light curvegterthine the best explosion
model. Therefore, results of hydrodynamical explosionwalions of other groups are used
to calculate model light curves. One possible explosionehmthe deflagration model W7
(Nomoto et al. 1984), which has already been used to computia$nodel light curves.
Other possible explosion models are the delayed detonatauels. Two results for these
explosion model calculations are used here to compute SNotkehtight curves. These are
the models DD 16 and DD 25 presented in Hoflich et al. (2008 density structures of the
three used explosion models are shown in figure 6.5(a). Ainther part of the atmosphere,
the densities are almost the same for all three explosioretaodit the outer part of the
atmosphere, the density of the W7 deflagration model is fsogunitly lower than the density
of the two delayed detonation models. The density strustaféhe two delayed detonation
models are quite similar. Between the three explosion nspdeére are also differences in
the abundances of the elements produced during the explosioparticular, the amount
of ®®Ni, which was produced during the explosion, is differemtfigure 6.5(b) the amount
of °6Ni that has been produced during the explosion is shown fahade models. In the
explosion model DD 16 les¥Ni is produced than in the models DD 25 and W7. Phi
produced in the two delayed detonation models is also praseéifferent layers than in the
deflagration model. The amount of produ®&Ni is known to have a strong influence on the
light curves of SNe la, because the m8?Hli is present the more energy is put into the SN
la atmosphere due to radioactive decay of¥fidi and its decay producfCo.
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Figure 6.5: The atmosphere structure of the three used Erplonodels. The W7 deflagra-
tion and two delayed detonation models are used for the digivie calculations.
(a) Density structure at 20 days after the explosion. (b) Ant@f>°Ni present
at the beginning.
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Figure 6.7: LTE light curves of the three explosion modeks). 16 the U band, the DD 16
light curve is too faint. (b) In the B band, the model light ves at the later
phase are to bright.

Using these three explosion models, LTE model light curvesewcomputed with the
hydrodynamical solver. In figure 6.6, the three explosiordeidight curves in the V band
are presented. The most obvious difference between thelrighecurves is the peak
absolute magnitude. The DD 16 model is the faintest of theetlexplosion models. The
DD 25 model is the brightest and the W7 deflagration modeln®at as bright as the DD
25 model. The physical reason behind this is the heatingeohtmosphere caused by the
y-ray deposition due to radioactive decay’®fli and its decay produéfCo. The mor&°Ni
is produced during the explosion the more radioactive dereygy is present during the
evolution of the SN la atmosphere, and the model light cusvarighter at the peak of the
light curve. The DD 16 model atmosphere indeed has orBysblar masses fNi, while
the DD 25 and W7 model atmosphere have abo6tsdlar masses ofNi. This is also
shown in figure 6.5(b), where the amount®®Ni is plotted. Therefore, from the theoretical
light curve computation point of view, the DD 16 explosiondaebcan be ruled out as the
correct explosion model causing these events. It also shwtshe hydrodynamical solver
reproduces the expected behavior considering the eneayygehcaused by the radioactive
decay.

The model light curves of other bands have also been computetigure 6.7(a), the
model light curves of the three explosion models in the U baredpresented. The light
curve of the explosion model DD 16 is too faint to reproduaedhserved light curve of SN
1999ee. In the model light curve no distinctive maximum isduced. For the first days,
the model light curve of the DD 25 model is brighter than the Wéflagration model light
curve. The decline of the light curve of the DD 25 model aftexximum is steeper, and in
the later phase the DD 25 model light curve is too faint coragao the observed light curve
of SN 1999ee. The W7 model light curve is the best fit to the ndesklight curve. In figure
6.7(b), the model light curves of the three explosion mouteise B band are shown. Again,
the model light curve of the DD 16 model has no distinctive masm, and it is also too
faint to reproduce the observed light curves. The DD 25 mizdebit brighter than the W7
deflagration model, and they both have similar light cunegps&s. During the first phase, the
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Figure 6.8: LTE light curves of the three explosion modebs) I( the R band, the DD 16
light curve is too faint. (b) In the | band, the model light ees at the later phase
are to bright.

model light curve of the DD 25 explosion model is too brightddes not show the steep
rise in the beginning, which is observed in the two light @sof the SN la events. After
the maximum, the light curves of the DD 25 and the W7 model llagesame luminosities.
Again, the W7 model light curve seems to be the best fit to tiseied light curves.

The model light curves of the three explosion models in theaRdbare shown in figure
6.8(a). The light curve of the DD 16 explosion model againog faint. However, the
differences to the observed light curves are not as hugeths other bands presented before.
The model light curve of the DD 25 model shows a similar shdethe W7 deflagration
model. Both light curves have their maximum around 17 dayschvis when the observed
light curves have their maximum. During the declining phdkse model light curve of the
DD 25 model shows a deviation from the observed light curtes@und 30 days after the
explosion. This is also seen in the W7 deflagration modelguré 6.8(b), the infrared light
curves in the | band of the three explosion models are shovirth#ee model light curves
do not reproduce the observed light curves well. The DD 25thadN7 model reproduce
at least the steep rise during the first phase of the obseigigicclirves. However, after the
maximum phase, all theoretical light curves show a rise enttightness, while instead the
observed SN la light curves are declining. Even the in the Ml@o faint DD 16 model
rises to a brightness brighter than the one in the obserghd durves. Thus, the use of
a different dynamical model does not improve the fit to theeolsd light curves in the |
band. Summarized, the DD 16 does not seem to be the corrdosexpmodel of the SN la
events. The W7 deflagration model seems to be the best fit tdoexved SN la light curves.
However, the DD 25 model is also in reasonable agreementigtbbserved light curve. In
the infrared | band, all explosion models show significania@ns from the observed light
curves in the phase after the maximum.
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6.3.3 Influence of the energy deposition model

Tests about the influences of the many parameters of the ¢hyalamical models are needed
to check wether the effects are reasonable consideringiysqgs of the SN la atmosphere.
Here, an investigation is performed that checks how a @iffeamount of energy input into
the model atmosphere leads to differences in the resultodeidight curves. Furthermore,
the changes in the energy deposition may improve the theakdight curves especially
for the | band. For this energy deposition test, the W7 dedldgn model is used for the
calculation of the model light curves. The amount of the gneateposition is obtain by
the implemented procedure. This obtained deposition ofggnevhich is put into the total
energy change, is then changed by an arbitrary test fadterabundances 6fNi, °°Co and
56Fe are not changed.

In figure 6.9, a plot of SNe la model light curves with differ@mergy depositions are
shown. Here, the model light curves in the V band are undessingation. One light curve
is the original model light curve of the W7 model, where thergy deposition has not been
changed. Two light curves one with 80 % and one 120% of thar@ignergy deposition
have been calculated. As can be seen in the figure, the differa the amount of the de-
posited energy has a direct influence on the maximum brigbtoéthe computed model
light curves. As expected, an SN la model light curve, wheogenenergy is put into the
atmosphere, shows a brighter maximum. The model light cwere less energy is de-
posited into the atmosphere has a fainter maximum. It canbe@seen that the overall shape
of the model light curves does not change if a different anh@dfrenergy is put into the
atmosphere.

The model light curves of the U band are presented in figur@(&)1Again, the different
amount of energy deposition changes the brightness of tliehtight curves everywhere.
Even the light curve with 120% of the original energy deposiis in the later phase too
faint, as can be seen in comparison to the observed lighesuta figure 6.10(b), the model
light curves of the B band are presented. The model lightewith more energy deposited
into the atmosphere is brighter than the one with less erdgggsition. However, the shape
of the model light curves are quite similar. Like in the U batiee light curves at the later
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Figure 6.10: LTE light curve of the W7 model calculated wiifetent energy deposition.
(a) In the U band there arise differences in peak brightn@ggsn the B band
there are small differences. The fit at the later phase haswpobved.

phase are too faint even the one, which has more energy impuihe atmosphere.

The model light curves with different energy depositionti@R band are shown in figure
6.11(a). Here, the differences between the light curveslifégrent energy depositions are
smaller than for the U, B or V band model light curves. The mmaxn phase is quite similar
for all three light curves with different energy input. Thght curve with more energy
input is brighter than the light curves with less energy inpAt the later phases all model
light curves are too bright. However, the light curve witHyo80% of the original energy
deposition is at around 40 days as bright as the observetldigires. In the infrared |
band, the model light curves, which are shown in figure 6.J] Kfimow almost no significant
differences in the brightness with a different factor of rgyedeposition. All three model
light curves rise after the maximum to a higher brightness tin the observed SN la light
curves. Thus, a different energy deposition does not haweflarence on the | band model
light curves. Therefore, the fit to the observed light cuivehie | band cannot be improved
by using a different amount of energy deposition into the ehatinosphere.

To summarize, the energy deposition has an influence on thkelnight curves. The
model light curve, where more energy is put into the atmosgrshows are brighter light
curve than one with less energy input. It can also be saidttieainfluences for the U, B
and V band are significant, where for the R and the | band ttierdiices become smaller.
This change of energy deposition simulated that a diffeaembunt of°®Ni may have been
produced during the explosion. It can also mean that thegoitoe to obtain the deposited
energy needs improvements. For instances, the assumppayoradiative transfer for the
y-rays is not a good approximation.

6.3.4 Near-infrared light curves

As presented in the previous sections, all model light caiimethe | band do not represent
the observed SN la light curves correctly. During the lateaige beginning at 25 days after
the explosion, the deviations between model and obseryktidurves are quite huge. In this
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Figure 6.11: LTE light curve of the W7 model calculated wiiffetent energy deposition.
(a) In the R band there arise differences in peak brighndsgsin(the | band
there are small differences. The fit at the later phase haswpobved.

section, the focus lies on the modeling of SNe la light cumélse near-infrared beyond the |
band. Light curve observations in the J, H and K band of theSiNe la have been obtained.
Photometric observations in the J and H band of SN 1999ee@semted in Krisciunas et al.
(2004a). For SN 2002bo photometric observations in J, H abaéid have been obtained
(Krisciunas et al. 2004b). The procedure to obtain the miaglelcurves for the near-infrared
J, H and K band is the same as for the other bands. The W7 deitegraodel has been
used to calculate the model light curves under the assumetian model atmosphere being
in LTE. Filter functions are applied on the computed modelc$ga to obtain the model light
curves for the infrared bands. A spectrum of an SN la modebspiinere is shown in figure
6.12. The used filter function of the J, H and K band are showmedls The J band filter is
located between a wavelength ofiim and 135um. As can be seen in the figure, between
1.5um and 18um is the wavelength range for the H band filter. The K band fitbietween
2um and 23um wavelength.

The model light curve in the J band is shown in figure 6.13(dje first 25 days of the
observed light curves are well represented by the calallat& model light curve. The rise
to the maximum as well as the maximum phase is in good agrdesitnthe observed SN
la light curves. The model light curve rises to a second marimat around 40 days, which
is as bright as the first maximum. This second maximum hase®t bbserved in the light
curves of SN 2002bo and SN 1999ee. Here, the differencesbatwodel and observed
light curves are very significant. The LTE model light curaghe H band is shown in figure
6.13(b). Again, the first phase up to day 20 is in good agreémih the observed SN la
light curves. The model light curve has a bright maximum gt2®%, which is not present in
the observed light curves. Here, the difference betweemibael and the observed SN la
light curves is almost 1.5 mag.

In figure 6.14, the LTE model light curve in the K band and theesled light curve of
SN 2002bo are shown. No data is available for SN 1999ee fefdand. Again, the model
light curve represents the observed light curve for the firgtse quit adequate. At day 25
after the explosion, the model light curve increases itghiness, which is not observed in

68



6.3 Light curves of LTE models

plot of filters

log(F,) [arb. units]

1.5x10*
wavelength [A]

2.0x10"

Figure 6.12: An LTE spectrum of the W7 deflagration model i ithfrared at day 20 after
the explosion. The filter functions of the J, H and K band amsh
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Figure 6.13: LTE light curves of the W7 model in the infraréal) Model light curve in the J
band. The maximum at 15 days is also in the model light cunasvever, in the
model light curve the brightness increases after 25 dags thfeé explosion. (b)
Model light curve in the H band. Huge difference between nhadd observed
light curve starting at 25 days after the explosion.
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Figure 6.14: LTE light curve of the W7 model in the K band. Ouwplyservations of SN
2002bo are available, again the differences starting arday 25 arise.

the light curve of SN 2002bo. Almost 1.5 mag is the differebegveen model and observed
light curve at day 35.

In the I, J, H and K band, the first 20 days of the model light earare representing the
observed light curves quite accurately. However, the mbget curves show significant
differences compared to the observed SN la light curvesdutie later phase beginning
at around 20 days after the explosion. All calculated moidgit Icurves are significantly
too bright during this phase. This indicates that in the wheavelength range of the near-
infrared, from 08um to 23um, the obtained model spectra are too bright. Therefore, the
differences of the | band model light curve are not only alepgoblem of this certain band.
In the whole near-infrared, the model light curves are nptegenting the observed light
curves correctly during the later phase after the maximums.

6.3.5 Simple line scattering

The LTE model curves in the U, B and V band are in quite goodeagent with the observed

light curves. However, the model light curves in the R band #re infrared bands have
larger differences compared to the observed SN la lightesur@ne possible explanation is
that the assumption of an atmosphere being in LTE is obwausd correct. Therefore, the

effects of scattering in the radiative transfer on the mdigél curves is tested. The source
function for the radiative transfer equation includingtseang for a two level atom can be

written as

SA = (1— &) )J)\ —FEB)\. (61)

The factore), is the scattering factor. Fa, = 1 only the thermal pool is active and no
scattering is assumed. The source function is then give8,by B,. This factore, will
vary over the whole wavelength range. For the calculatioi WHOENI X it is possible
to set a wavelength independent factor This factor setg, = € = constant for the line
scattering over the whole wavelength range. Meaning thattesing is taken into account
for the solution of the radiative transfer equation. To thstinfluences of scattering on the
computed model light curves, this factor is now varied. Fos purpose, the model light
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Figure 6.15: LTE light curves of the W7 explosion model cédoed with different values of
€ in the V band.
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Figure 6.16: LTE light curves of the W7 explosion model cédted with differents. (a)
Light curves of the U band. (b) A plot of the light curves witifferent € in the

B band.

curves of the W7 deflagration model are calculated for an spinere that is in LTE but with
different values for the scattering factor So far, the used value of the scattering factor for
the computation of all model light curves was-= 0.8.

Infigure 6.15, a plot of model light curves in the V band cadted with different values of
€ is shown. The differences between the model light curvegpeed withe = 0.8, = 0.5
ande = 0.3 are small. The lower the facteris, the fainter becomes the brightness in model
light curve. Fore = 0.1 the computed model light curve is fainter then the othesores
can be seen, the shape of all model light curves still repteake shape of the observed SN
la light curves.

In figure 6.16(a), the U band model light curves calculatethwlifferent values of
are shown. The model light curve calculated with= 0.3 seems to be the best fit to the
observed SN la light curves. It does not show the steep aeafier the maximum as seen in
thee = 0.8 model light curve. For the rise of the light curve, the mdugit curve calculated
with e = 0.1 is the best fit to the observed light curves. As can seen fnefigure, the model
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Figure 6.17: LTE light curves of the W7 explosion model cédoed with differents. (a) In
the R band, a smallerleads to fainter light curves. (b) Huge differences in the
light curves with different can be seen in the | band.

light curve fore = 0.1 is not in good agreement with the observed light curvesndutie
later phase after the maximum. Interesting is that the pbaklate magnitude is almost the
same for all model light curves. The B band model light cuiasesplotted in figure 6.16(b).
The maximum peak has about the same brightness £10.3, ¢ = 0.5 ande = 0.8. The
light curve withe = 0.1 is too faint during the maximum phase and does not reprélsent
observed light curves during the later phase. For the firgs,dle model light curve with
€ =0.1is the best fit.

In figure 6.17(a), the model light curves of the R band are shoWhe influence of a
different value ofe on the model light curves is significant. The model light @swith
lower € do not show the second rise at day 30. Therefore, for the nmadef SN la light
curves in the R band, the scattering factor shoul&be 0.5, because it is the best fit to
the observed SN la light curves. The model light curve calea withe = 0.1 is again
too faint. In the infrared | band, the influences of the chosduoe fore on the model light
curves is even more significant, as can be seen from figurélg. With a decreasing the
brightness of the model light curves also decreases. Folua whe = 0.8, the light curve
does not show a decline after the maximum at 12 days afterxgpleseon. The model light
curves ofe = 0.5 ande = 0.3 do not show a decline either. Here, the brightness after the
maximum stays almost constant. Foe 0.1 the light curve declines after the maximum but
has a second maximum at 20 days, which has not be seen in thwetsight curves of SN
2002bo and SN 1999ee. The model light curve of¢hke 0.1 calculation is also very faint.
For the | band, it cannot be said, which valuegiroduces the best fitting model light curve
to the observed ones. All computed model light curves shgwifstant differences to the
observed SN la light curves.

In this section, different values of the scattering factavere used to obtain LTE model
light curves of the W7 model for different bands. It can besd®ined that scattering defi-
nitely has an effect on the calculation of model light curviésr the U, B, V and R band a
smaller value of than used so far can improve the fit of the model light curveb¢oob-
served ones. A value betweenr= 0.5 ande = 0.3 seems to give the best fits to the observed
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light curves. It can also be determined that a value ef0.1 is definitely too small as the
computed model light curves are too faint to reproduce thsenked light curves. In fact,
the scattering should be treated in a more sophisticated Wag assumption of an SN la
atmosphere that is not in LTE is the next step for the compurtaif model light curves of

SNe la that fit the observed light curves more accurately.

6.4 Light curves of NLTE models

The LTE light curves in the V Band and most other bands are nie @ood agreement with
observed SN la light curves. However, in the near-infraedlie bands I, J, H and K, the
model light curves need improvements especially for therlphase to fit the observations
more accurately. So far, the SN la model atmosphere is cerezido be in LTE during the
whole evolution time. As the results presented in the sealmove have shown, scattering
Is important for the solution of the radiative transfer. fiéfere, in this section the model
light curves are calculated with the assumption of an atimesgy which is not in LTE. The
computation of model light curves with SN la model atmospkervhich are in NLTE, is
difficult, because this needs a huge amount of computatioe. tAt first, model light curves
in NLTE are computed with an LTE temperature structure. t,.at@re realistic NLTE model
light curves with a temperature structure that adapts toENE®nditions are computed to
investigate the NLTE effects on the model light curves.

6.4.1 NLTE light curves with LTE atmosphere structure

The first approach to compute NLTE model light curves is testaer the atmosphere to be in
NLTE, but use a fixed LTE temperature structure. For this asaipon of NLTE model light
curves, the radiative equilibrium LTE temperature struetf the W7 deflagration model is
used. This temperature structure is kept constant andr2@ides are performed to converge
the NLTE, which is mainly the occupation numbers of the spethat are considered for
the NLTE calculation. The following species are considdidhe calculation in NLTE:
H I, He I, He I, C I-lll, O I-lll, Ne I, Na I, Mg I-lll, Si I-lll, S I-lll, Ca I, Ti ll, Fe I-llI
and Co Il. These are the species that are most abundant in & &Mosphere and mainly
contribute to the spectrum. The advantage of this appraaeim tNLTE model light curve
is that no temperature iterations have to be performed. rEigces the computation time
significantly, although about 200,000 wavelength poinesaalculated instead of 2,400 in
case of LTE.

In figure 6.18, the SN la model light curve in the V band of an HLdalculation with
LTE temperature structure is shown. As can be seen from theefithe NLTE light curve is
fainter than the LTE light curve. During the maximum phaser¢his about 0.4 mag differ-
ence between both light curves. After the maximum the NLTEehbght curve approaches
the LTE light curve and represents the observed light cusgegood as the LTE light curve.
Overall, the NLTE model light curve in the V band does not esent the observed light
curves very accurately. With the assumption of an atmospimeLTE, a better fit is ob-
tained, although NLTE is more physically accurate.

The NLTE model light curve of the U band is shown in figure 6a)9(The NLTE light
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Figure 6.19: Model light curves of the W7 model. The NLTE micatenosphere has an LTE
temperature structure. (a) The light curves of the U bandTKie light curves
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Figure 6.20: NLTE and LTE model light curves of the W7 modeheTNLTE model atmo-
sphere has an LTE temperature structure. (a) The R banctligi¢s. (b) In the
| band the NLTE light curve is an improvement.

curve shows almost no deviations from the LTE light curveisHiso means that the assump-
tion of NLTE does not improve the fit to the observed light @irduring the later phase the
steep decline is also present in the NLTE model light curdéeerefore, the assumption of
NLTE does not change the light curve in the U band, if the LTigerature structure has
been used. In figure 6.19(b), the NLTE model light curve inBHzand is shown. The NLTE
model light curve is slightly fainter than the LTE light cervThe shape of the NLTE light
curve seems to be the same as for the LTE light curve. Hened\tRE model light curve
is also an accurate fit to the observed light curves.

In figure 6.20(a) the NLTE model light curve of the R band isvehoThe brightness of
the NLTE light curve is fainter than the LTE light curve. Isalhas almost the same shape.
For the phase after 25 days after the explosion, the NLTE htigthecurve rises again. Here,
the assumption of NLTE does not improve the fit to the obseligd curves of SN 1999ee
and SN 2002bo. The infrared NLTE light curve of the | band isveh in figure 6.20(b).
During the maximum phase, the NLTE light curve is faintemthlae LTE light curve. A
distinctive maximum is missing in the NLTE model light curyeor the phase between day
15 and day 25, the NLTE model light curve represents the gbdeBN la light curves very
accurately. Here, a significant improvement compared td_Tie model light curve can
be seen. However, after day 25 the NLTE model light curvdasstarrise and becomes too
bright. This is the same problem that already emerged inTitelight curve.

The use of NLTE for the modeling of SN la light curves by the akan LTE temperature
structure changes the computed results. The NLTE model ¢igive in the | band has
improved the fit to the observed light curves significantlpr the U and B band there are
almost no differences compared to the LTE model light curdasthe V and R band, the
NLTE model light curves are fainter than the LTE light curvd$ie presented NLTE light
curves show only the effects that emerge if the LTE tempesadtructure is used for the
calculation. It needs to be checked, what the differencéeenrmodel light curves occur,
when the temperature structure of the SN la atmosphere @t tthe NLTE conditions.
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Figure 6.21: NLTE and LTE model light curves of the W7 modeheTNLTE model atmo-
sphere has an LTE temperature structure. (a) The J banccligies. (b) The
H band light curves.
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Figure 6.22: NLTE and LTE model light curves of the W7 exptesmodel in the K band.
The NLTE model atmosphere has an LTE temperature structure.

Near-infrared NLTE light curves

The NLTE model light curves of the near-infrared range hdse heen calculated. In figure
6.21(a), the light curves in the J band are shown. The NLTI& kgrve is fainter throughout
the evolution compared to the LTE light curve. Therefore, dissumption of NLTE lead to
no further improvement in the fit to the observed light curvigse H band NLTE model light
curve is show in figure 6.21(b). Up to day 30 there are almoglifierences between the
LTE and the NLTE light curve. Later the NLTE light curve is & fainter than the LTE light
curve. However, this is no significant improvement towartetter fit. Small differences of
the NLTE model light curve and the LTE model light curves haeen achieved as can be
seen in figure 6.22. The NLTE model light curve also does nutsent the observed light
curve of SN 2002bo accurately. The second rise in the LTH tghve is also present in the
NLTE light curve.
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Figure 6.23: NLTE and LTE model light curves of the W7 exptmsiodel in the V band.

6.4.2 NLTE atmosphere structures

Here, a more realistic NLTE calculation of the SN la model @éphere evolution is per-

formed. The temperature structure is now changing and adaphe new conditions of

NLTE. The calculation of an NLTE model light curve takes a dagnount of computation

time. Considerably more wavelength points are needed éocakculation of the solution of

the radiative transfer. And further, for all the speciessidered in NLTE, the rate equations
have to be solved. Note that a time step in the NLTE calculamot a real time step. The
rate equation changes the energy of the atmosphere, bus thet included in the hydro-

dynamical solver. However, it is adequate as the goal is taiola temperature structure,
where the atmosphere is in radiative equilibrium.

In a first try to calculate a more realistic NLTE light curveymerous species up to cal-
cium are considered to be in NLTE. These are the species HI, He I, C I-1lI, O I-lll,

Ne I, Na I, Mg I-1ll, Si I-Ill, S I-lll and Ca II. Higher speciesire neglected because they
have more levels, which would increase the computation 8igeificantly. Nevertheless,
the computation of an NLTE light curve needs significantlyrenbme than LTE. For this
computation of NLTE model light curves, about 200,000 wexmgth points need to be cal-
culated, compared to about 2,400 wavelength points for @ pPUE light curve calculation.
To obtain an NLTE model light curve in a reasonable time, @ilewdation has been started
at day 10 after the explosion. The main focus is to check iinfrared light curves during
the later phase can be further improved.

In figure 6.23, the NLTE and LTE light curves of the W7 deflagmatmodel in the V
band are shown. The maximum phase is not well representedebMETE model light
curve. The LTE light curve fits the observed light curves dretiAt day 20 the NLTE and
LTE light curves are almost the same. Compared to the NLTI kgrve obtained with the
LTE temperature structure, there are only small differsrtoethe NLTE calculation where
the temperature structure adapts to the NLTE conditions.

The NLTE and LTE model light curves shown in figure 6.24(a) te ones for the U
band. The peak brightness of the NLTE light curve is the sasferathe LTE light curve.
During the decline after the maximum, the NLTE light curvdighter than the LTE light
curve. At day 25 the decline seems to become too steep, litkeeibTE model light curve.
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Figure 6.24: NLTE and LTE model light curves of the W7 mode&) The U band
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Figure 6.25: NLTE and LTE model light curve of the W7 mode). Tae R band light curves.
(b) In the | band the NLTE light curve is an improvement.

Compared to the NLTE U band light curve with an LTE tempemgiructure, there are some
deviations from the LTE light curve. In figure 6.24(b), the 8nla light curves for the W7
model in NLTE and LTE are shown. Here, the LTE and the NLTE nhéidbt curves have
only small differences. The maximum phase is well represkbly the NLTE light curve
compared to the observed light curves. A few differencesteampared to the NLTE light
curve with the LTE temperature structure.

The NLTE and LTE model light curves in the R band are shown iarégs.25(a). The
NLTE light curve has the same shape as the LTE light curvethmitNLTE light curve is
fainter. At day 25 the NLTE starts to rise again. The effeett tifthe NLTE light curve is
fainter than the LTE light curve has also been observed ighNLTE light curve, which
was calculated with the LTE temperature structure. In figu2s(b), the | band model light
curves of NLTE and LTE are shown. During the maximum phaseNKTE light curve is
fainter than the LTE light curve. Between day 15 and day 259\Nh€&E model light curve
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Figure 6.26: The LTE and NLTE spectra at day 22 after the expfo The Ca Il feature
located at about 85@0shows differences.

represents the observed light curves quite accurately, ez use of NLTE improves the fit
to the observed light curves. This improvement has also betined with the NLTE model
light curve calculated with the LTE temperature structutean also be seen, at day 25 the
NLTE model light curve starts to rise again. Although thesidaeration of NLTE improves
the model light curve in the | band, the problem with a riserigltness after the maximum
remains. The NLTE and LTE model spectra of day 22 after théosiqn in the wavelength
range of the Ca Il feature in the | band is shown in figure 6.2€ differences of the Ca Il
feature located at 85@0between both light curves are significant. Here, it can les sehy
this leads to the better fit of the NLTE model light curve to tiiserved one in the | band.

The NLTE light curve with an NLTE temperature structure sholae same improvements
as the NLTE light curves, where the LTE temperature strectas been used. It seems that
reasonable results can be obtained for the NLTE model lighteccalculation if the LTE
temperature structure is used. Concerning the computttia) this might be an adequate
approach.

The only improvement of the NLTE light curves has been redchéhe | band. However, it
still is very much improvable for the later phase beginnirauad day 25 after the explosion.
The ionization of Fe is important for the infrared light casvand might be causing the
second maximum in the | band light curve (Kasen 2006). Tloeeefthe species Fe I, Fe Il
and Fe Ill are important to treat them in NLTE. A computatidith@ evolution of the SN la
atmosphere has been calculated with only this speciesdemesi in NLTE. The temperature
structure also adapts to the NLTE conditions. As they hawargelnumber of levels, the
computation time increases dramatically. The overall aatapon time of the model light
curve with the species Fe I-Ill considered in NLTE was abwaat tnonths.

The NLTE model light curve in the optical V band is shown in fig6.27(a). The Fe ions
in NLTE do not change the model light curves significantlyefiédnare only small deviations
from the LTE light curve. The | band NLTE model light curve isosvn in figure 6.27(b).
Again, the Fe ions considered in NLTE have almost no influemcéhe model light curve.
A small deviation from the LTE model light curve occurs arduwhay 25. However, the
consideration of Fe I-lll in NLTE is not necessary, as it seegmhave almost no influence
on the model light curves during the phase, which has beenledtd.
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Figure 6.27: Light curves with Fe I-lll in NLTE of the W7 ex@mn model. (a) The V band
there arise no significant differences. (b) | the | band there

6.5 Spectral evolution

The SN la model light curves have been simulated by the cionl of model spectra at
different points in time of the evolution of the SN la atmospd Here, these spectra are pre-
sented. The spectral evolution of an SN la event is also efést. As the SN la atmosphere
evolves, the luminosity changes and different lines antlifea in the spectrum emerge and
disappear. The spectral evolution of an SN la atmospher&ihdnd NLTE is presented in
the following.

6.5.1 LTE spectral evolution

The calculated model spectra of the W7 deflagration modetravthe atmosphere is con-
sidered in LTE are used. The spectra have been obtainedheitietperature structure that
has been obtained with the hydrodynamical solver.

The spectral evolution of the SN la atmosphere in LTE is showiigure 6.28. In the
ultraviolet wavelength range the flux drops dramaticallptiyhout the whole evolution. In
the blue wavelength range the spectrum of day 20 is brightar at day 3, and the flux then
drops again to day 50. In the optical wavelength range, tixdrilreases between day 3 and
day 20. Going on towards day 50, the flux decreases. In theimiared, the flux increases
between day 3 and day 20. For day 50 and day 20 the flux is alm®stime. One can also
see that different features are observed in the spectrdfefeht days after the explosion.

6.5.2 NLTE spectral evolution

A look on the NLTE spectral evolution is now presented. Th&BImodel spectra, where
the LTE temperature structure has been used, are consideredThe NLTE spectral evo-
lution is shown in figure 6.29. The overall changes are sinlike in the LTE spectral
evolution. In the ultraviolet the flux decreases signifibafrom day 10 to day 30. In the
optical wavelength range, there are almost no differentédse luminosities between day 10
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Figure 6.28: The LTE spectral evolution of a few days.
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Figure 6.29: The NLTE spectral evolution of a few days.
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Chapter 6 Modeling SN la light curves

and day 20. The flux decreases to day 30. In the infrared wagtlgange, the flux stays
almost the same for all three model spectra. One can alshaeéhe feature seen in the
model spectra change during the evolution of the atmosph&eeCa Il feature at 8504 is
very strong at day 30. Here, the flux is larger than for day 1@egr20.

The differences to the modeling of spectra that has beeonpeed before withiPHOENI X
is that now the temperature structure has been obtainedhathydrodynamical solver in-
stead of the temperature correction procedure. Therefioeefits to observed SN la spec-
tra can be improved by using the atmosphere structure @atanith the hydrodynamical
solver, because a more accurate atmosphere structurefoottect time after the explosion
can now be used. Model spectra of the early phase as welleasrteg spectra can be com-
puted. The modeling of detailed NLTE spectra of SN la atmesplwith the use of the new
hydrodynamical solver is a point of interest for future work

6.6 Conclusions

The new hydrodynamical solver has been used to calculatesintigtit curves of SN Ila
events. First, model light curves have been obtained, wiher@atmosphere is considered
to be in LTE. For the optical V band the fit to observed lightvas are quite accurate. For
the U, V and R band, the computed LTE model light curves areasonable agreement
with the observations of SN 1999ee and SN 2002bo. In theredriband the model light
curves after the maximum phase are too bright compared witberved light curves. These
differences also occur for the J, H and K band model light esirv

Different dynamical models have been used to calculate i curves of SNe la.
The W7 deflagration model and the delayed detonation mode2®Bave light curves that
agree with the observed light curves for the optical bantie. W7 deflagration model seems
to be the best fit to the observed light curves. In the infralechodel light curves are again
too bright. The delayed detonation model DD16 can be rulgéchsuhe correct explosion
model, because all model light curves are too faint and dsimatv the shape of the observed
light curves.

The assumption of an atmosphere which is not in LTE is necgssascattering is im-
portant and has an influence on the model light curves. TheBNIght curves calculated
with the LTE temperature structures showed differences filoe LTE light curves. In the
near-infrared | band, the assumption of NLTE reproducestaif@ of the model light curve
to the observed light curves. In the near-infrared the ifiees to observed light curves are
significant during the later phase. Further investigatieite NLTE light curves have to be
performed in the future.

At day 20 after the explosion, the temperatures even of tier dayers are higher than
4000 K. However, at day 40 the temperatures of the outersdyare dropped below 3000 K.
Molecules can form under these conditions in the SN la atim&gp This has an effect on
the infrared spectra and light curves. Furthermore, theogpimere becomes thinner and
eventually transparent in the later phase. Hence, forduttark, molecular lines need to be
included in the model light curve calculations to check thaluences on the SN la model
light curves especially in the near-infrared.
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Chapter 7

Conclusions and outlook

The first main topic of this work was the time dependent ragbatransfer. The spherical
symmetric special relativistic radiative transfer eqoiatcan now be solved including the
time dependence. The implementation has been presentedaith id chapter 4. Two dis-
cretization schemes of the time dependence derivative be®e applied to implement the
time dependent SSRTE. Both discretization schemes havesueeessfully applied to cal-
culate time dependent radiative transfer. CalculationB different time step sizes give the
same results for the time dependent radiative transfertiequalest calculations have been
performed with the new time dependent radiative transflee &tmosphere structure used for
the tests is time independent. A comparison of the radiditive scale to a simple analytic
radiative time scale shows a similar result. A perturbattaat origins at the inner bound-
ary of a model atmosphere is moving via the time dependemtragl transfer through the
whole atmosphere. The model atmosphere with a brighter irgtg bulb inside adapts to
this condition, but it takes time until the additional ratha emerges at the surface. With a
sinusoidally varying light bulb inside of the atmosphehe luminosity of the whole atmo-
sphere varies as a sinus eventually. It is now possible tqpoatenthe radiative transfer in
model atmospheres including time dependence and all atlaivistic effects.

A further time dependence implementation has been pertbforehe material in the model
atmosphere. A new hydrodynamical solver has been implesdento the general purpose
stellar atmosphere cod@HOENI X. The hydrodynamical solver keeps track of the energy
changes in the model atmosphere. It is especially designeditulate the time evolution
of an SN la model atmosphere during the free expansion phidse SN la atmosphere is
assumed to undergo a homologous expansion, and thus thgyetramge due to this adi-
abatic expansion is considered in the hydrodynamical sol®eprocedure to obtain the
energy deposition by-ray emissions due to the radioactive decay®ifi and°6Co is also
implemented in the hydrodynamical solver. The hydrodyraisolver also updates the
abundances oNi, °6Co and®®Fe. The material of the atmosphere interacts with the radia-
tion field. This is also taken into account as an energy chafitje atmosphere. An adaptive
time step procedure determines the optimal time step sietace the overall computation
time needed for a whole evolution calculation.

All parts of the hydrodynamical solver have been tested.pithie homologous expansion
of the SN la atmosphere leads to a cooling of the atmosphedea aecreasing luminosity
is observed. A check of the entropy shows, that it does natgdauring a pure adiabatic
expansion process. When the atmosphere is heated by-ridne emission of radioactive
elements, the observed luminosity increases. Only theeestyre of the parts of the atmo-
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sphere where the energy is deposited is increasing. Thepaof this energy is achieved
by the radiative transfer. A temperature structure obthiwéh the energy transport part
of the hydrodynamical solver is the same within an accurdci®6 as one obtained with
the PHOENI X temperature correction. If the temperature of the innetiay®r has been
changed, the rest of the atmosphere adapts to this new mngiishing the atmosphere
back to radiative equilibrium. A first realistic test, whexi contributions to the SN la at-
mosphere are considered in the hydrodynamical solver, shmat the temperature structure
adapts to the new conditions and moves to a radiative equitibstate.

The hydrodynamical solver has been applied to calculate I8Meodel light curves. First
calculations of model light curves where the atmospher@isidered to be in LTE have
been presented. For that the W7 deflagration model has been Uie LTE model light
curve of the V band represents the observed light curves di®9ee and SN 2002bo quite
accurately. In the U band, the decline in the model light eusvtoo steep. This is also the
case for the B band model light curve. The R band model lightecis representing the
observed light curves quite accurate for the first phase.ddew during the later phase, the
model light curve starts to rise again, and the brightneserbes too bright. In the infrared
| band, the model light curve represents the rise and the manxi of the observed light
curves. For the later phase after the maximum, the moddl digitve rises further, while in
the light curves of SN 1999ee and SN 2002bo a decline is obdefhese deviations in the
near-infrared have been further investigated. It turnedtioat the too bright later phase of
the near-infrared light curves can also be seen in the J, HKapand. The first phase up
to day 25 is well represented in the model light curves. Haxeduring the later phase the
model light curves are too bright.

Different explosion models have been used to calculatedaSNddel light curves. A de-
flagration model W7 and two delayed detonation models DD td2D 25 are the explosion
models used in this work. One result is that model DD 16 carubeirout as the correct
explosion model. The luminosities in the DD 16 model lightvas are too faint in all bands
during the whole evolution of the SN la atmosphere. The betst fne observed light curves
has been obtained with the W7 deflagration model. The deldgghation model DD 25 is
also in good agreement with the observed light curves. Thaeiight curves of DD 25 are
brighter than the ones of the W7 deflagration model. The usedifferent explosion model
did not lead to an improvement of the model light curves inrtear-infrared | band.

The amount of energy, which is put into the SN la atmospheréhby-ray emission
due to radioactive decay has been changed in order to achibeger fit to the observed
light curves. A model light curve where the energy deposii®20% higher than in the
original amount has a higher brightness in the U, B, V and Ribafith less energy put
into the atmosphere, tested here with 80% of the originallartpahe model light curves
are fainter. In the infrared | band, the model light curvethwdifferent energy input do not
change significantly. Therefore, with a change of the amotiahergy input no better fit to
the observed light curves has been achieved.

The influence of scattering for the solution of the radiatre@sfer used for the calculation
of SN la model light curves has been investigated. A parantlese stands for the influence
of line scattering in the solution of the radiative transéguation has been changed. The
result is that the consideration of scattering is importanthe calculation of SN la model
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light curves. A different scattering factor can improve thedel light curves. For the near-
infrared model light curves, no better fits have been ackieVbe deviations during the later
phase after maximum are present for all calculated factors.

A way where scattering is treated more correctly is the agsiom of an NLTE atmo-
sphere. At first, simple NLTE calculations have been peremrmThe NLTE model light
curves have been calculated with using the LTE temperaturetsre. Here, significant im-
provements in the | band light curve have been achieved. Andeafter the maximum is
now present in the NLTE light curve. Later, the NLTE modehligurve starts to rise again.
NLTE model light curve calculations where the temperattmecsure adapts to the new con-
ditions have also been performed. The result was that thdtires model light curves are
quite similar to the ones with assuming an LTE temperatungesire. SN la model light
curves with the species Fe I-lll in NLTE have been calculatédeems that these species
have no significant influences on the modeling of SN la light/es in the calculated time
evolution phase.

The aim of this work was to show in principle that the new inmpémtation of a hydrody-
namical solver works and achieves reasonable resultsdaraiculation of SN la model light
curves. Now, more detailed studies of SN la model light csicen be performed. For in-
stance, more different explosion models can be used tolasdclithe model light curves in
order to determine the correct explosion mechanism for anaS&ent. For this studies it

is also interesting to take a look at the effects in the madél lcurves by using explosion
models with a different mass 6fNi, because the nickel mass has a direct influence of the
maximum absolute magnitude. With variations of differeatgmeters, it could be tried to
reproduce an individual SN la light curve. Peculiar eveitSN la can also be studied. It is
also possible to search for indications of the physics tkdidhind the Philips relation.

For further improvements of the modeling of SN la light cuetas inevitable to perform
more detailed NLTE calculations. The main obstacle is tigelamount of computation time
that is needed for an NLTE model light curve calculation.eésis to be necessary to wait
for faster computers, but it is also possible to run singteglterm calculations. However,
one advantage seems to be that LTE temperature structuteeassed to obtain reasonable
NLTE model light curves. So detailed studies of the NLTE etfeof different species at
different points in time during the evolution can be perfedn

The hydrodynamical solver can be also be improved as theeimgahted one is very sim-
ple. For instance, the assumption of homologous expansiarreéasonable but not correct
assumption for SNe la atmospheres. Therefore, with a matistie hydrodynamical solver
it might be possible to obtain better resulting model ligimves. As the emission gfrays
is the main influence on the brightness, the energy depositiay have to be implemented
with a more complex procedure. The assumption of gray nadiatansfer for they-rays
may not be accurate enough. The hydrodynamical solver sarbalextended. Other energy
changes or processes can be included to make it applicabldeo kinds of atmospheres.
For instance, the evolution of SNe Il or variable stars camtbe calculated.

A further topic of future work is also the modeling of SN la sjya with the hydrodynam-
ical solver. Spectra can now be calculated for the corregtiéen phase after the explosion.
This will improve the fits to observed spectra especiallytfa early or later phase in the
SN la atmosphere evolution. Further, with NLTE calculasicmight be possible to obtain
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much better fits.

A detailed study of the near-infrared model light curves apdctra is necessary to im-
prove the model light curves in this wavelength range. Is thork, the modeling of SN
la light curves in the near-infrared for the later phase hatsachieved reasonable fits to
observed light curves. Other groups that calculated SN ldeilight curves with differ-
ent approaches had also difficulties to obtain accurateditthe near-infrared light curves
(Pinto & Eastman 2000; Blinnikov & Sorokina 2004). A detdilgtudy of the near-infrared
model light curves has already been performed by Kasen |2@&e reason for these de-
viations from observed model light curves may be caused bymplete atomic line data.
Wrong infrared atomic lines in the data can also cause demsin the model light curves.
This has to be investigated. Furthermore, a study of thedanflas of abundance changes
in the atmosphere to the model light curves and spectra caretiermed to improve the
near infrared model light curves. In the later phase of thbticurve, the temperatures of
the outer layers of the atmosphere become lower. For instaialay 40 after the explo-
sion, the temperatures are less than 3000 K. Molecules canuonder these conditions, and
molecular lines influence the spectra and light curves inrfrared. For future work, the
molecular lines need to be included in the model light cualewdations and their effects on
the model spectra need to be studied. As the envelope expatiasr, the atmosphere be-
comes thinner and eventually transparent. The atmospkeoaies also more transparent to
they-rays. Therefore, non-thermal rates influence the matt#raratmosphere. This needs
to be considered for the modeling of light time spectra agldticurves.

Calculations of explosion models show that it is necessatyetat SN la as 3D objects.
So a major step to calculate more accurate model spectragrtdcurves is to compute
3D radiative transfer. ThEHOENI X 3D radiative transfer is in development and is nearly
done. For the modeling of 3D SN la light curves, the hydrodyital solver has to be
implemented in 3D too. The time dependent radiative trartsfe also be implemented into
the 3D radiative transfer.
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Appendix A

Alternative hydrodynamical solver

A first unsuccessful approach has been performed in ordenptement an alternative hy-
drodynamical solver that has the purpose to calculate SNol@eiright curves. Here, this
approach is presented in some detail. For a description mvidte details see Jack et al.
(2009). The main idea is to keep track of the conservatiomefgy of the gas and radia-
tion together. The change in the energy density of a radjatiaterial is given by equation
(96.15) in Mihalas & Mihalas (1984)

DEtE:—diMr(Lr‘i‘Pr)‘i‘e, (Al)
whereE is the total energy density. All quantities are considerethe comoving frame.
P is not the pressure, but rather mechanical power on the spifea radiusr. Equa-
tion A.1 is only valid to first order in v/c, and thus lacks thé special relativistic accuracy
of PHOENI X. This is adequate for the velocities found in supernovae. total energy den-
sity of a radiating fluid consists of the sum of the energy dgrmd the material, the energy
density of the radiation field, the kinetic energy densityhaf material, and the gravitational
energy density:

E
E =Egas+ FO + Exin + Egrav- (A.2)

For supernovae in the free expansion phase, the gravithemergy densitfyay is negligi-
ble since the potential is small in absolute value with tla@dard choice of zero at infinity.
Also, homologous expansion is a reasonably good assumiptiGupernovae. With the as-
sumption of homology, the velocity of a given matter elemegititen constant as is the kinetic
energy density. Thus, the kinetic energy tefD-g—‘[@ can be neglected. So for the approach,
only the energy densities of the radiation field and the nmelteave to be considered. For
the material, this includes effects such as an energy daposiue to radioactive decay of
56Ni and®®Co in an SN la envelope.

The other possible cause of a change in the energy dendity sgructure term. This term
is given by (Cooperstein et al. 1986)

0
oM,

(R+Lr) = aim{4m2[u<p+Po)+Fo]}, (A-3)

wherep is the pressure of the material aRglthe radiation pressure, the velocity of the
expanding gas, the radiative flux is representefigyyand the mass inside of the radiusf a
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layer is given byM,. The radiation pressure is a result of the solution of theitket radiative
transfer equation and given by

4
Ry = ?" K, (A.4)

with K the second moment of the radiation field.
The change of the energy density is given by the two quastitie

L, = 4mr?Ry (A.5)
and
P =4m?u(p+PRy). (A.6)

If the atmosphere is in radiative equilibrium, the struettarm is zero and the energy density
stays constant if there is no additional energy source amdtthosphere is not expanding.
All the quantities required for the structure term can beveéerfrom thermodynamics or
the solution of the radiative transfer problem. The energiysity of the materiaEges and
the energy density of the radiation fiel are needed. For the latter, the radiative transfer
equation for the radiation field has to be solved to obtainrddgative energy. The radiative
transfer codPHOENI X is used to solve the time-independent radiative transfeaton.
The energy of the radiation field is given by

4
Eo— ?HJ, (A7)

whereld is the mean intensity andthe speed of light.
The energy density of the material is given by

3p 3R

gas )
with the mean molecular weighn, and the universal gas constdft The gas pressure is
represented by and the density byp. T stands for the temperature of the gas. The sum of
the radiation and material energy density is then the totatgy density

Eo
Etotal = Egas+ ra (A.9)

The change in this total energy density is given by equatidn 80 the equation to calculate
the new energy densifgney IS given by

My

All the needed equations to calculate a simple light curwehaeen presented. One
problem for the calculation is that only the change in th&l energy density for the next
time step can be determined. However, the total energy ehsngjvided into a change in
the gas energy density and the energy density of the radiéigtdl. To obtain the correct
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distribution of the gas and radiative energy, one has tatieior each time step by solving
the radiative transfer equation to compute the correct eewperature at the next time step.

To get the correct new temperature the following iteraticimesne is applied. The error in
the energy densitg is given by

E —E
Eur — current target (A11)
Etarget

Here, Erarget IS the desired new total energy density, which is known frajuation A.10,
andEqyrrent IS the total energy density obtained by equation A.9 withcilmeent temperature
guess and the radiative transfer solution. Tests have skimatrthe error is almost linearly
proportional to the temperatufie Therefore, a new temperature guess can be calculated for
the next iteration step. The new temperature gdgsgis obtained by

EerrToI d— Eerro|chur

, (A.12)

TnaN Eerr - Eerr0|d
whereTy andEg, are the current temperature guess and energy error. ThrablesT g
andEgr,,, are the temperature and energy error of the temperatuaticieistep before. With
the new temperature guess we solve the radiative transiiatieq again and check whether
the total energy density is the desired one. It takes apprately four or five iteration steps
to obtain the correct new temperature for a typical time.s@épe energy density is correct
within an accuracy of 10P.

A.1 Test calculations

This alternative hydrodynamical solver has been testeld mimerous test calculations. It
has been tested with the use of gray time independent nagliasinsfer. For the test scenar-
ios, the atmosphere is divided into 100 layers. Each pati@solver has been tested for its
own.

As a first test, the time evolution code has been applied tat& sttmosphere. The test
atmosphere is not expanding and no energy sources are priesaaie the test atmosphere a
“lightbulb” radiating with a constant luminosity to simidethe internal energy flow from a
star is used. An approximate temperature structure$o0s has been assumed and then the
atmosphere evolves towards radiative equilibrium. Theoaphere structure changed until it
reaches steady state and the luminosity is constant in pattesand time. The resulting final
temperature structure is identical to the structure foratage equilibrium computed directly
with the PHOENI X temperature correction procedure.

The luminosity of three different static models is shown fegA.1(a). The atmosphere
model on its way towards radiative equilibrium can be obseérv All calculations were
started from the same initial temperature structure. Adteertain time, the radiative relax-
ation time scale, each atmosphere has the (constant) Isityired the lightbulb throughout
the configuration.

The next test is to look at time varying atmospheres. As amei@an atmosphere with
a sinusoidally varying lightbulb inside is considered. Theinosity in different layers is
shown in figure A.1(b). The luminosity in each layer is sindst It takes some time for
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Figure A.1: Test calculations. (a) Three different lightwas for the evolution to a stationary
state. The three models have different luminosities preduny different inner
“lightbulbs”. (b) The result for a sinusoidal varying lightlb. Shown here is
the luminosity in different layers. The phase shift betw#enlightbulb and the
emergent flux is roughlyr.

the radiation to reach the outside boundary of the atmosret this results in a phase shift
compared to the lightbulb. The phase shift between thebightand the emergent flux is
roughly rt.

For the next test, an atmosphere with an internal energysasiiconsidered. The initial
structure is the radiative equilibrium structure of thetistanodel with the lightbulb with
a luminosity of 16%erg/s. A constant energy deposition rate in each layer ofribdel
atmosphere is then assumed. The luminosity is expectedtease over time and towards
the outside. Figure A.2(a) shows a plot of the light curve o test atmosphere. The
luminosity increases in time because of the energy depasiti

Figure A.2(b) shows a plot of the light curve of supernova &ésosphere that is simply
expanding. No energy deposition or energy transport isidersd here. As can be seen, the
observed luminosity is decreasing, because the atmosphareling down adiabatically.

Now a setup more closely resembling a real supernova ligivecig tested. Therefore,
an initial atmosphere structure is taken and an energy eduadioactive decay) is added
in each layer. The energy source exponentially decreasgsitdate declining activity of
the radioactive species. Figure A.3 shows the plot of tha legirve of this test, resulting in
a light curve with a supernova-like shape. A rising part & light curve at the beginning
because of the energy deposition is seen. After the maxirtheriuminosity decreases due
to the ongoing expansion and decreasing energy deposidorourse this light curve is far
from correct because the assumption of a gray atmosphetzad assumption for an SN la.
But the tests show that the code behaves as expected.

This alternative approach to a hydrodynamical solver stionall test cases the expected
behavior. But it has not been further pursuit, as there eetpgoblems in the implementa-
tion and the use of the detailed radiative transfer. Fuyrtin@merous temperature iterations
have to be performed in order to obtain the results for the tieve step. As each iteration
step includes a full solution of the radiative transferstiirned out to cost too much compu-
tation time. Therefore, the approach presented in chaptetts work is more efficient.
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Figure A.2: Test calculations. (a) The light curve of an tlghib with an additional energy
source. An energy source in each layer causes an increasmgdsity of the
model atmosphere. (b) Light curve of an atmosphere thastsejxpanding.
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Figure A.3: Light curve of an atmosphere that is expandirgjlaas an energy source. It has
the typical shape of a light curve of a SN la. The luminosiges due to the
energy deposition. After the maximum we see the declineltregurom the
expansion.
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