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Abstract

In the framework of this thesis the development of a time-resolved X-ray absorption
spectroscopy experiment and its application to fac-Ir(ppy)3 is described. Such experi-
ments require a very stable setup in terms of spatial and temporal accuracy. Therefore,
the stability properties of the present installation were investigated in detail and conti-
nously improved, in particular the synchronization of the ultrashort pulse laser system
to the storage ring as well as the spatial stability of both X-ray and laser beam.
Experiments utilizing the laser pump and X-ray probe configuration were applied on
the green phosphorescence emitter complex fac-Ir(ppy)3 dissolved in dimethyl sulfox-
ide. Structural and electronic changes were triggered by photoexcitation of the metal-
to-ligand charge transfer band with ultrashort laser pulses at a wavelength of 343 nm.
The excited triplet state spectrum was extracted from the measured pump-probe X-ray
absorption spectrum using an ionic approximation. The results confirm the anticipated
metal-to-ligand charge transfer as shown by an ionization potential shift of the iridium
atom. The symmetry of the complex was found to be pseudo-octahedral. This allowed
the first experimental determination of the bond length of fac-Ir(ppy)3 in an octahe-
dral approximation and revealed a decrease of bond length of the first coordination
shell in the triplet state. The first and second-order decay kinetics of the triplet state
were investigated in a combination of X-ray and laser based experiments and revealed
self-quenching as well as triplet-triplet annihilation rate constants.
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Kurzfassung

Im Rahmen dieser Arbeit wird die Entwicklung eines Experiments für zeitaufgelöste
Röntgenabsorptionsspektroskopie beschrieben. Erste erfolgreiche Experimente wurden
mit diesem Aufbau an fac-Ir(ppy)3 durchgeführt und die Ergebnisse werden im Rah-
men dieser Arbeit präsentiert. Für diese Experimente ist ein sehr stabiler Aufbau
notwendig. Daher wurde die Synchronisation des Lasersystems zum Speicherring und
die räumliche Stabilität vom Röntgen- und Laserstrahl im Detail untersucht und kon-
tinuierlich verbessert.
Der Triplett-Zustand des grünen Phosphoreszenzemitters fac-Ir(ppy)3 wurde mit der
Anregungs-Abfrage-Technik genauer untersucht. Für diesen Zweck wurden die struktu-
rellen und elektronischen Änderungen durch einen optisch angeregten Ladungstransfer
vom Iridiumatom zu den Liganden bei einer Wellenlänge von 343 nm induziert. Das
Röntgenabsorptionspektrum des angeregten Triplett-Zustands konnte von dem gemes-
senen Pump-Probe-Spektrum durch eine ionische Näherung bestimmt werden. Die Re-
sultate bestätigen den vorhergesagten Ladungstransfer vom Iridiumatom zu den Ligan-
den durch eine gezeigte Verschiebung des Ionisierungspotentials vom Iridiumatom. Die
Symmetrie des Komplexes wurde als pseudo-oktahedrisch vorgefunden. Dies erlaub-
te die erste experimentelle Bestimmung der Bindungslänge von fac-Ir(ppy)3 in einer
oktahedrischen Näherung und zeigte eine Verkürzung der Bindungslänge der ersten
Koordinationshülle im Triplett-Zustand. Anschließend wurden die ersten und zwei-
ten Ordnungen der kinetischen Zerfälle des Triplett-Zustandes in einer Kombination
aus Röntgen- und Laser-Experimenten untersucht. Dabei konnten die entsprechenden
Selbstlöschungs- und Triplett-Triplett Annihilations Ratenkonstanten bestimmt wer-
den.
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1. Introduction

Third generation X-ray radiation1 sources can be utilized for structural and electronic
characterization of materials with techniques such as X-ray absorption2 or emission
spectroscopy and X-ray crystallography. The gathering and determination of structural
and electronic properties of molecular systems can sustain and provide information to
our understanding of their functions. Accompanied by the technical development the
structural techniques are nowadays transferred to the time domain utilizing the laser
pump and X-ray probe configuration to gather information about the photoinduced
transient structures3,4.
Amongst others the effort is based on the motivation to establish a basis of knowledge
to design and synthesize new compounds with prior determined functions, which is
referred to as molecular engineering 5.

It was the goal of the present work to setup and establish an X-ray absorption spec-
troscopy setup for time-resolved experiments at beamline P11 at the PETRA III stor-
age ring in Hamburg6,7. With regard to future planned time-resolved photocrystal-
lography experiments8, the spectroscopy setup marks a first milestone for transient
structure analysis in the picosecond time domain at PETRA III and can be utilized
for charge transfer detection in transition metal complexes3,4,9,10. In addition, with
the advent of the fourth generation X-ray radiation sources such as the European
XFEL11, this setup can also be regarded as an educational tool for future pump and
probe experiments12 in the femtosecond time domain.
Recently the study of materials which are used for organic light emitting diodes
(OLED) has drawn intense attention in spectroscopic and diffraction experiments to
investigate their ground states and - to a certain extend - their excited states13,14. In
particular a broad class of phosphorescent iridium(III) complexes such as Ir(ppy)3

13–21,
Ir(piq)3

22 and FIrpic etc., which are commonly used as emissive dopants in OLED ap-
plications, are investigated14. This class of complexes refers to an ideal representative
of molecular engineering since the attachment of different ligands to the central iridium
atom leads to completely different properties14.
For this reason, the green emissive dopant Ir(ppy)3, which is anticipated to exhibit a
strong metal-to-ligand charge transfer character13,16, was chosen as a model compound
to prove the utilizability of the developed X-ray absorption experiment.
Time-resolved pump and probe experiments require a very stable setup. Therefore,
the stability properties of the present setup were investigated in detail, in particular
the synchronization of the ultra-short pulse laser system to the storage ring as well as
the spatial stability of both X-ray and laser beam. Results obtained by time-resolved
X-ray absorption experiments were further supported by UV/VIS spectroscopic exper-
iments and various numerical calculations.

1



1. Introduction

This thesis is organized in the following way: Following the introduction, the next
chapter briefly introduces into general aspects of X-ray absorption spectroscopy and
the extension of the latter to time-resolved experiments based on previous work in this
field.
Chapter 3 features a detailed description of the metal organic compound Ir(ppy)3,
including static optical spectroscopy, molecular orbital diagram and the photocycle
which was further investigated in this thesis.
In the subsequent chapter the experimental infrastructure, in particular beamline P11
at the synchrotron source PETRA III and key elements of a synchrotron storage ring
with their theoretical properties, is described.
Chapter 5 describes the developed X-ray absorption spectroscopy setup and introduces
into the temporal and spatial overlap strategy of X-ray and pump laser beam.
Chapter 6 introduces into the theory of feedback control mechanism followed by its
applications on the spatial stability of X-ray and laser beam. The characterization of
the synchronization between the pump laser system and synchrotron is also part of
this chapter.
The time-resolved X-ray absorption studies of Ir(ppy)3 and the obtained results are pre-
sented in Chapter 7. This includes the description of structural and electronic changes
in Ir(ppy)3 triggered upon photoexcitation as well as time-scans where the laser pulse
is temporally shifted with respect to the X-ray bunch to characterize the second-order
decay kinetics of the triplet state. These experiments further allowed to determine
the PETRA III bunch length. Finally, the results are summarized and improvements
of the setup are discussed. Various numerical calculations and accompanied UV/VIS
experiments are given in the appendices.
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2. Theory of X-ray Absorption Fine
Structure Spectroscopy

2.1. Introduction to X-ray Absorption Fine Structure Spec-
troscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1. Near-Edge Structure and Multiple-Scattering Resonances . . 5

2.1.2. X-ray Absorption Fine-Structure Region . . . . . . . . . . . . 8

2.1.3. Decay of Excited Atomic States . . . . . . . . . . . . . . . . . 10

2.2. Experimental Static XAFS . . . . . . . . . . . . . . . . . . . 11

2.2.1. X-ray Transmission Mode . . . . . . . . . . . . . . . . . . . . 11

2.2.2. X-ray Fluorescence Yield Mode . . . . . . . . . . . . . . . . . 12

2.3. Time-Resolved Pump and Probe XAFS . . . . . . . . . . . 14

2.3.1. Transient Transmission Signal . . . . . . . . . . . . . . . . . . 14

2.3.2. Transient Fluorescence Signal . . . . . . . . . . . . . . . . . . 15

2.3.3. Estimation of the Initial Excitation Yield . . . . . . . . . . . 16

2.3.4. Statistical Aspects . . . . . . . . . . . . . . . . . . . . . . . . 17

”X-ray Absorption Fine Structure (XAFS) spectroscopy is a unique tool for studying,
at the atomic and molecular scale, the local structure around selected elements that are
contained within a material” 28.

The main research within this framework is based on this spectroscopic technique
and therefore this chapter briefly introduces the theoretical background and the ex-
perimental detection of XAFS.
This chapter follows in great detail the introductory reference given by M. Newville23,24i

and refers to S. Bare25, F. Sette et al.26 or Rehr et al.27 and other literature28–31 to
provide further information.
The sections related to time-resolved pump and probe XAFS are mainly based on
C. Bressler et al.32 and previous work in the field of time-resolved X-ray absorption
spectroscopy6,33,34. The outline is inspired by previous work.

iBoth references can be compared vice versa. In the framework of this thesis mainly reference23 is
used.
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2. Theory of X-ray Absorption Fine Structure Spectroscopy

2.1. Introduction to X-ray Absorption Fine Structure
Spectroscopy

”The basic physical quantity that is measured in XAFS is the absorption coefficient
µ(E), which describes how strongly X-rays are absorbed as a function of the X-ray
energy E” 28.
The absorption coefficient is described by a smooth function of X-ray energy (≈ 1/E3)
and further characterized by element-specific absorption edges, which are noticeable by
a sharp increase in absorption23ii. These spectral features are of fundamental impor-
tance23 and illustrated in Fig. 2.1 for the element iridium. The absorption edges shown
are the K (n=1) and L-edge (n=2), in which the former refers to an excitation of the
1s1/2 core electron while the L-edge describes the promotion of a core electron from the
2s1/2 (L1) or 2p1/2 (L2) and 2p3/2 (L3) orbital to continuum25. The transition to an
excited atomic state requires an incident X-ray photon with an energy corresponding
to the binding energy of a core electron residing in an atomic core level23.
The element-specific transitions of core electrons can be utilized in X-ray absorption
spectroscopy to gather not only electronic but also structural or geometrical informa-
tion of complexes.

Photon Energy E [keV]

C
ro
ss

S
ec
ti
on

σ
[c
m

2
]

10−19

10−20

10−21

5 10 20 40 60 80

K

L

L3 L2

L1

Figure 2.1.: Illustrated X-ray absorption cross section σ of iridium as a function of
the X-ray energy E (log-log). The absorption edges of the respective core
electrons (K, L) can be identified by a sharp increase in the absorption
cross section23. The X-ray absorption cross sections were calculated using
the software XOP35. The figure is based on reference28.

For this purpose, the absorption coefficient is measured as a function of the X-ray
energy, yielding an X-ray absorption spectrum. The common experimental techniques
are transmission and fluorescence detection, which will be explained in Sec. 2.2.

A hypothetical K-edge XAFS spectrum of a transition metal complex is illustrated
in Fig. 2.2, where the position of the absorption edge is denoted with E0. Details of
the spectrum will be explained in the following sections on the basis of the regions of
interest, which are depicted in their photon energy range.
The X-ray Absorption Near-Edge Structure (XANES) region is commonly defined up
to ∼50 eV above the absorption edge30iii. The accompanied energy region, which is

iiCompare also to reference28.
iiiNewville23 assigns the XANES region to within 30 eV of the main absorption edge, while Bare25

characterizes the XANES region as ∼50 eV around the absorption edge.
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2.1. Introduction to X-ray Absorption Fine Structure Spectroscopy
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Figure 2.2.: Hypothetical normalized K-edge spectrum of a transition metal complex.
The regions XANES and EXAFS are marked in their photon energy range.
E0: Approximated position of the threshold energy.

typically extending up to several hundreds of eV above the absorption edge, describes
the fine structure in the absorption coefficient and is therefore called Extended X-ray
Absorption Fine-Structure (EXAFS)30.

2.1.1. Near-Edge Structure and Multiple-Scattering Resonances

The absorption of an X-ray photon is related to the photoelectric effect 23. Whenever
X-ray radiation is absorbed by an atomic core level with a specific binding energy, a
pair of a photoelectron (former denoted as core electron) and a core hole are created23.
However, there will be no absorption from an atomic core level if there is no available
state with the correct energy and angular momentum for the photoelectron, except the
energy of the photoelectron is high enough to be promoted to continuum, thus leaving
the atom23. The absorption coefficient µ(E) can therefore be described by Fermi’s
Golden Rule 23:

µ(E) ∝ |⟨f |H| i⟩|2 , (2.1)

where |i⟩ denotes the initial state, ⟨f | the final state and H the interaction term. In
general, the transitions follow the dipole selection rules25:

orbital angular momentum quantum number l ∆l = ± 1,

total angular momentum quantum number j ∆j = ± 1, 0.

There exist minor exceptions for the so-called pre-edges, where also quadrupolar tran-
sitions have to be taken into account (see below)25. The core electrons are strongly
bound to the atomic core levels of the absorber, which implies that neighboring atoms
are not affecting the initial states23. In strong contrast, generated photoelectrons will
see the distortion of the final states on their way up to the continuum23.

The magnified XANES part is illustrated in Fig. 2.3, showing the respective features
according to Tab. 2.1.
Since the XANES region does not provide any characteristic (visible) feature at the

5



2. Theory of X-ray Absorption Fine Structure Spectroscopy

rel. Photon Energy (E − E0) [eV]
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Figure 2.3.: Magnified XANES part of the XAFS spectrum previously shown in
Fig. 2.2. A simplified shift of the XANES part to higher energies (blue
shift) is shown as a dashed curve, referring to an increase of the oxidation
state of the absorbing atom25. E0: Approximated position of the threshold
energy. The features are denoted according to the notation from Tab. 2.1.
The figure is based on reference25.

ionization energy E0
30iv, the threshold is in this example typically approximated as

the first inflection point on the edge resonance48.
Transitions of photoelectrons to empty bound states below the edge resonance occur as
pre-edges, whose shape and position can provide information on the geometry around
the element under investigation25. As mentioned, this implies the availability of an
empty bound state with the right angular momentum, which is typically the case for
transition metals at K-edges25. In this example the pre-edge intensity is relatively low,
indicating a transition metal complex with a pure octahedral symmetry, allowing only
quadrupolar transitions of the photoelectron to empty bound states below the edge25.
The edge resonance arises in consequence of dipole allowed transitions of photoelec-
trons to empty bound states25v. It was shown in several experiments that the energy
position of the edge25 (first inflection point) correlates with the formal valency of the
absorber and thus the ionization threshold E0

36. Depending on the oxidation state,
e.g. by increasing the oxidation state, the edge position is shifted to higher energies
(illustrated as dashed curve in Fig. 2.3)25, which is commonly referred to as chemical
shift 25,36. Furthermore, the transitions of photoelectrons are sensitive to spin-orbit
effects, which can provide information on the molecular symmetry37.
In the near-edge region so-called multiple-scattering resonances can occur, which will
be explained in the following25.
If the incident X-ray photon energy is larger than the specific absorption edge energy,
the generated photoelectron will leave the absorbing atom and can be treated as a
spherical wave23

Ψ(k, r) =
eikr

kr
, (2.2)

ivThe literature further arguments with a weak density of states at the threshold energy.
vCompare also to reference37.
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2.1. Introduction to X-ray Absorption Fine Structure Spectroscopy

where k is the photoelectron wavenumber, given by23

k =

√
2me(E − E0)

~2
. (2.3)

Thereby, me denotes the electron mass and ~ the reduced Planck constant. The
photoelectron wavenumber can be translated to the photoelectron wavelength λe via
k = 2π/λe to

λe(k) =
h√

2me(E − E0)
, (2.4)

λe(k) ∝ (E − E0)
−1/2. (2.5)

a) b)

Potential

wells

Absorbing

atom

Neighbor

atom

e
−

1s
1s

Vacuum E0Bound state

Quasi-bound state

Continuum state

V0

X-ray

R

Absorbing Atom

Figure 2.4.: a) Illustrated potential wells of a diatomic molecule, in which the ener-
gies are referenced to the threshold energy E0. The potential between
the two atoms, separated by the interatomic distance R, is denoted as
V0 and nearly constant. Its separation from E0 is denoted as the inner
potential 26. The figure is redrawn and based on reference26. b) Multiple-
scattering path (red) of a photoelectron wave leaving the absorbing atom
and subsequently getting scattered off by neighboring atoms. After each
bounce the amplitude of the scattered photoelectron wave decreases27.
The figure is redrawn and based on reference27.

In the near-edge region the kinetic energies of the photoelectrons are rather small
(Ekin = E − E0 ≤ 30 eV) and the transitions of the photoelectrons are significantly
influenced by the core and valence electron potentials of the absorber and its neigh-
boring atoms26. Besides transitions of photoelectrons to empty bound states below or
near the threshold energy E0 further transitions can occur, which is exemplarily shown
in Fig. 2.4 in case of a diatomic molecule26.
At low energies above the threshold energy, multiple-scattering resonances arise in
consequence of transitions of photoelectrons to quasi-bound states, which are trapped
by potentials originating from the valence electrons, in the continuum26. These spec-
tral resonances are further described in the literature26 as a back-and-forth scattered
photoelectron wave between the absorber and its neighboring atoms. However, the

7



2. Theory of X-ray Absorption Fine Structure Spectroscopy

propability of a resonantly scattered photoelectron wave depends on the type of the
molecular system26. In a more common picture the excited photoelectron is multiple
diffracted by neighboring atoms, which is illustrated in Fig. 2.4b in case of a trian-
gular path27vi. Consequently the amplitudes of all the backscattered photoelectron
waves in the vicinity of the absorber add either destructively or constructively to the
further outgoing photoelectron wave, which modulates the transition probability be-
tween the initial and final states and thus the absorption coefficient (see Eq. 2.1)27.
These multiple-scattering interference effects are sensitive to the interatomic distances
and bond angles etc., as can be seen from Fig. 2.426. A quantitative analysis of these
spectral features is not straightforward but can provide a deeper insight into the struc-
tural arrangements around the element under investigation. The reader is referred
to the literature26,27 for further information. The most interesting features and their
information are summarized in Tab. 2.1.

Table 2.1.: Summarized XANES information according to the respective feature (Table
is adapted and the information is taken from reference25).

Region Transitions Information

pre-edge Features transitions
of photoelectrons to
empty bound states.
The transitions are
governed by dipole se-
lection rules, however,
quadrupolar transitions
are possible (|∆l| = 2).

Provides information on the local geometry
around the absorbing atom. For example in
transition metal complexes at K-edges, the pre-
edge intensity depends on the symmetry. Re-
garding a complex with a pure octahedral sym-
metry only quadrupolar transitions are allowed.
With increasing distortion to tetrahedral align-
ment the pre-edge amplitude rises due to hy-
bridization of p and d orbitals, allowing dipole
transitions in the pre-edge.

edge Electronic transitions
follow dipole selection
rules (|∆l| = 1). Typ-
ically approximated as
the ionization threshold
to continuum states.

Position depends on oxidation state (chemical
shift) of the absorbing atom.

near-edge Dominated by multiple-
scattering features.

Provides information on the atomic position of
neighbors: bond angles and distances.

2.1.2. X-ray Absorption Fine-Structure Region

As described in the previous section, the photoelectrons leaving the absorbing atom
are subsequently scattered by neighboring atoms and return to the absorber modu-

viThe amplitude of the photoelectron wave decreases after each bounce27.

8



2.1. Introduction to X-ray Absorption Fine Structure Spectroscopy

lating the transition probability between the initial and final states via interference
effects and thus the absorption coefficient. This phenomenon is referred to as the ori-
gin of XAFS23. In the near-edge region the modulation of the absorption coefficient is
referenced to complex multiple-scattering paths of the photoelectrons along the inter-
nuclear axis before they return to the absorber as described in Sec. 2.1.1 and shown in
Fig. 2.4b26,27.
In the fine structure region, however, the prominent type of photoelectron scattering
is their reflection by neighboring atoms directly back to the absorber, which is referred
to as single scattering or simply backscattering27. The description follows and sum-
marizes now the introductory reference23,24vii.

The EXAFS (fine-structure) function χ(E) is defined as

χ(E) =
µ(E)− µ0(E)

∆µ0
, (2.6)

where µ(E) is the (measured) absorption coefficient, µ0(E) is a smooth background
function which represents the absorption of an isolated atom and ∆µ0 is the (measured)
absorption jump at the threshold energy E0.
To derive a general expression for the fine structure, the photoelectron wavefunction
is described as a damped spherical wave

Ψ(k, r) =
eikre−2r/λ(k)

kr
, (2.7)

where λ now represents the mean free path of the photoelectron. With this description
only travel distances of the photoelectron are considered before it scatters inelastically
and before the excited atomic state decays, thus accounting for the core-hole lifetime.
The EXAFS Equation, in terms of the photoelectron wavenumber k, can then be
derived as

χ(k) =
∑
j

Nje
−2k2σ2

j e−2Rj/λ(k)fj(k)

kR2
j

sin [2kRj + δj(k)] , (2.8)

where j denotes the coordination shell of identical atoms Nj at approximately the
same distance Rj from the excited atom. Furthermore, fj(k) and δj(k) are scattering
properties of the neighboring atoms and the factor σ2

j describes their disorder in dis-

tance23. In addition, an amplitude reduction term S2
0 is introduced to account for the

relaxation of other core electrons (not the photoelectron) into the empty core hole:viii

χ(k) =
∑
j

NjS
2
0e

−2k2σ2
j e−2Rj/λ(k)fj(k)

kR2
j

sin [2kRj + δj(k)] . (2.9)

As can be seen in Eq. (2.9), the χ(k) spectrum consists of a sum of sine waves, which
leads to use a Fourier transformation of the spectrum to determine the interatomic

viiFurthermore, the reader is referred to reference29 which describes a free-photoelectron assumption
based on the effective average potential (inner potential) V0 experienced by the photoelectrons
on their way up to continuum (see Fig. 2.4). Thereby, the band effects, formerly described in a
diatomic molecule as potentials from the valence electrons, are at sufficient energies above the Fermi
level (≥ 50 eV) of minor relevance and therefore also the multiple-scattering effects decrease.29

viiiThe amplitude reduction term is typically chosen as a constant (0.7 < S2
0 < 1).
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2. Theory of X-ray Absorption Fine Structure Spectroscopy

distances Rj between the absorber and the surrounding coordination shells38. In or-
der to perform a quantitative analysis, the scattering amplitude f(k) and phase-shifts
δ(k) are typically determined by softwares39 such as FEFF. For a detailed description
of XAFS data handling the reader is referred to the literature23,28.

2.1.3. Decay of Excited Atomic States

After the absorption of an X-ray photon the atom is referred to be in an excited
state23. The excited atomic state then decays by either a radiative or nonradiative
transition31, the X-ray fluorescence and the Auger effect, respectively, which can be
eventually utilized to determine the absorption coefficient during measurements, since
both processes are proportional to the absorption of X-rays23.
The radiative decay is more probable for heavy atoms while the nonradiative decay is
more likely for light atoms31. The following description is taken from the literature23.

∞

M

L

K
Kα

Kβ
Continuum Continuum

Figure 2.5.: X-ray fluorescence (left) and the Auger effect (right) during the excited
state decay of an atom. The figure is adapted from reference23.

The X-ray fluorescence and the Auger effect are illustrated in Fig. 2.5. Regarding the X-
ray fluorescence in Fig. 2.5, the core hole is filled by a higher lying core electron, which
results into the emission of an X-ray fluorescence photon with a well-defined energy.
The emission lines and efficiencies of the X-ray fluorescence photons are tabulated in
the literature40,41. In this example the emission lines Kα and Kβ are shown, which
are related to the transition of a core electron from the L or M-shell to the lowest
K-shell, respectively. In case of an iridium atom the average fluorescence efficiency at
the L-edges is ≈ 0.340,41.
The Auger effect describes the transition of a higher lying core electron into the empty
core hole, which results into the promotion of a second core electron, denoted as Auger
electron, to the continuum.
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2.2. Experimental Static XAFS

In the following sections the X-ray transmission- and X-ray fluorescence yield mode
are briefly introduced on the basis of the sample geometry used within this thesis.
Thereby, the total absorption coefficient µtot(E) of the whole sample is considered for
the respective detection mode23:

µtot(E) = µχ(E) + µother(E), (2.10)

where µχ(E) denotes the absorption of the element of interest and µother(E) is the
absorption of the other atoms (solvent etc.).

2.2.1. X-ray Transmission Mode

The geometry of the X-ray transmission mode is illustrated in Fig. 2.6 and the following
description is based on and summarizes the literature23,24.

X-Ray

x

y

Thickness d

Liquid Jet
I0 It

Figure 2.6.: Sketched geometry of the sample (liquid jet) with respect to the incident
X-ray beam and the detectors in X-ray transmission mode. This method
requires two linear detectors for incident intensity I0 and transmitted in-
tensity It measurements.

The absorption coefficient is determined by measuring the incident X-ray intensity
I0(E) and transmitted X-ray intensity It(E) through a sample of thickness d. Hence,
the absorption is described by the well-known Lambert-Beer law :

It(E) = I0(E) e−µtot(E)d. (2.11)

Although the existing sample is a circular liquid jet implying a non-uniform thickness,
the mathematical description treats the thickness uniformly to follow the literature
(d → d′). The absorption coefficient can therefore be derived by

µtot(E)d′ = − ln

(
It(E)

I0(E)

)
,

µtot(E)d′ = ln

(
I0(E)

It(E)

)
. (2.12)

From an experimental point of view the transmission mode represents a fairly simple
way to measure the absorption coefficient because sample and detector alignment are
pretty straightforward. The transmission mode requires the application of linear de-
tectors and a homogeneous sample.

11



2. Theory of X-ray Absorption Fine Structure Spectroscopy

In case of a concentrated sample (µχ ≥ µother), XAFS measurements are normally
performed in X-ray transmission mode and the sample thickness is typically adjusted
to

d′ ≈ 2.5

µtot(E ≥ E0)
, (2.13)

for energies above the ionization threshold E0. For thin or dilute thick samples it is
beneficial to detect the X-ray fluorescence instead of the transmitted intensity.

2.2.2. X-ray Fluorescence Yield Mode

The geometry of the X-ray fluorescence yield mode is illustrated in Fig. 2.7 and the
following description is based on and summarizes the literature23 if not stated other-
wise.

X-Ray

x

y

Thickness d

Liquid Jet

X-ray Fluorescence

Fluorescence

Detector

Ω

I0

If

Figure 2.7.: Sketched geometry of the X-ray fluorescence yield mode showing the sam-
ple (liquid jet), the detector and the incident X-ray beam utilized in X-ray
fluorescence yield mode. Ω: Detector solid angle. The figure is based on
reference23,42.

In contrast to the X-ray transmission mode this method exhibits one further consider-
ation, the detector solid angle Ω. The emerging fluorescence photons from the sample
are emitted isotropically, thus the detector solid angle Ω covers only a fraction of the
total X-ray fluorescence intensity. Furthermore, the generated elastic scattering from
the X-ray beam is not emitted isotropically due to the inherent horizontal polarization
of the X-ray beam in the plane of the synchrotron. The polarization implies that the
intensity of the elastically scattered photons is significantly reduced at a right angle
with respect to the incident X-ray beam in the plane of polarization. Hence, this de-
cection mode requires a careful alignment of the fluorescence detector to reduce elastic
scattering contributions in the measured fluorescence yield.
In an oversimplified expression the absorption coefficient of the element of interest µχ
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2.2. Experimental Static XAFS

is proportional to the fluorescence intensity normalized to the incident intensity I0
ix:

µχ(E) ∝
If (E)

I0(E)
. (2.14)

However, the generated fluorescence photons have to travel through the sample along
the y direction to the detector, which damps the fluorescence intensity due to the self-
absorption effect.
Regarding Fig. 2.7, the effective optical path for the incident intensity is approximated
by x ≈ z/α to describe the sample thickness, while the optical path for the generated
fluorescence photons can be introduced as y ≈ z/ (αβ). Both geometrical factors α
and β are needed to derive an expression for the present sample geometry similar to
existing literaturex.
Therefore, we can define our fluorescence intensity from a slice dz at a depth zn in the
sample as follows31,42xi

dIf (E, zn) = I0(E)e−(µtot(E)zn/αn) Ω

4π
εχΦµχ(E)e−(µtot(Ef )zn/(αnβn))dzn

αn
, (2.15)

where εχ is the fluorescence efficiency, Ω is the detector solid angle, Ef is the energy
of the fluorescence photons, E denotes the incident X-ray beam energy, µχ(E) is the
absorption coefficient of the element of interest and µtot(E) is the total absorption
coefficient (see Eq. (2.10)). Furthermore, the efficiency factor Φ has been introduced,
accounting for the detector efficiency as well as intensity losses caused by absorption
in the atmosphere and shielding foils in front of the detector.
The term I0(E) exp (−µtot(E)zn/αn) describes the number of incident X-ray photons
which made it to a depth zn, while exp (−µtot(Ef )zn/(αnβn)) accounts for the atten-
uation of the fluorescence intensity that is generated in a depth zn

42. The integration
of Eq. (2.15) over the liquid jet delivers

If (E) ≈ I0(E)
Ω

4π
εχΦ

µχ(E)
[
1− e−(µtot(E)+µtot(Ef )/β)d′

]
µtot(E) + µtot(Ef )/β

, (2.16)

where d′ = d/α denotes now the effective (uniform) sample thickness. Based on the
literature23 and the expression for the total fluorescence intensity, two important sam-
ple limits are considered in the following.
The thin-sample limit, which implies

(µtot(E) + µtot(Ef )/β) d
′ ≪ 1. (2.17)

Thereby, Eq. (2.16) can be rewritten as

If (E) ≈ I0(E)
Ω

4π
εχΦµχ(E)d′. (2.18)

The dilute and thick-sample limit, which implies

(µtot(E) + µtot(Ef )/β) d
′ ≫ 1 and µχ ≪ µother. (2.19)

ixThe expression is rephrased to the absorption of the element of interest.
xThe reader is also referred to other literature42–44 for comparison.
xiThe effective optical paths are substituted in comparison to the literature31,42. Furthermore, the

efficiency factor Φ is introduced.
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2. Theory of X-ray Absorption Fine Structure Spectroscopy

In this case Eq. (2.16) can be rewritten as

If (E) ≈ I0(E)
Ω

4π
εχΦ

µχ(E)

µtot(E) + µtot(Ef )/β
. (2.20)

Furthermore, the energy dependence of the total absorption coefficient can be neglected

If (E) ∝ I0(E)µχ(E). (2.21)

In both sample limits the measured fluorescence intensity is proportional to the ab-
sorption coefficient of the element of interest µχ(E).

2.3. Time-Resolved Pump and Probe XAFS

This section presents the extension of the previous theoretical background of transmis-
sion and fluorescence yield detection of X-ray absorption spectroscopy to time-resolved
pump and probe experiments. With the development of ultrafast lasersystems, X-ray
absorption spectroscopy has been established as a powerful tool for photochemistry
down to the picosecond time domain3,4. In a pump-probe configuration, laser pulses
excite the molecular system of interest at specific time delays with respect to the fol-
lowing probing X-ray pulses45. X-ray absorption spectroscopy is used to take so-called
molecular snapshots (at a fixed time delay) by measuring the X-ray absorption over
the chosen energy range to study the laser induced changes45.

Therefore, definitions of the transient transmission and fluorescence signals will be
presented. Afterwards an approach to estimate the initial excitation yield of a molec-
ular system for a given sample geometry is briefly introduced followed by a section
presenting the statistical aspects of a time-resolved pump and probe experiment. This
section is based on the literature32 and follows previous work in the field of time-
resolved X-ray absorption spectroscopy6,33,34.

2.3.1. Transient Transmission Signal

According to the literature10,32,34 the transmitted intensity It(E) in a laser pump and
X-ray probe configuration depends on the fraction of the excited species.
Therefore, the literature introduces the photoexcitation yield f(t) to account for the
fraction of sample molecules which reside in the excited state in the pump process at
time delay t.
The transient transmission signal is by definition the difference between the (time-
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2.3. Time-Resolved Pump and Probe XAFS

resolved) pumped signal It(E, t) and the (static) unpumped signal It(E)32,34xii

St(E, t) = ln

(
I0(E)

It(E, t)

)
− ln

(
I0(E)

It(E)

)
, (2.22)

= ln

(
It(E)

It(E, t)

)
, (2.23)

= f(t)∆µχ(E)d′, (2.24)

where I0(E) is the incident intensity, d′ denotes the effective sample thickness and
∆µχ(E) = µex

χ (E)−µgr
χ (E) is the difference in the absorption of the element of interest

between the excited state and the ground state. The absorption coefficient can be
expressed in terms of the absorption cross section by32,34

∆µχ(E) = c ·NA ·∆σex(E) (2.25)

∆σex(E) = σex(E)− σgr(E), (2.26)

where c denotes the sample concentration, NA is the Avogadro constant and ∆σex(E)
represents the difference between the absorption cross sections σex(E) and σgr(E) of
the element of interest in the excited state and the ground state, respectively. For a
detailed description regarding the modification of the Lambert-Beer law the reader is
referred to the literature, where the pump process is explained as a function of the
sample concentration32,34.

2.3.2. Transient Fluorescence Signal

Similar to the X-ray transmission mode the photoexcitation yield f(t) is introduced
to account for the temporal excited state fraction and the transient fluorescence signal
Sf (E, t) is defined in comparison to Eq. (2.14) as the difference between the (time-
resolved) pumped signal If (E, t) and the (static) unpumped signal If (E) as follows34:

Sf (E, t) =
If (E, t)− If (E)

I0(E)
, (2.27)

where I0(E) denotes the incident intensity. Based on the literature32,34, both sample
limits introduced in Eq. (2.18) and Eq. (2.20) are considered in the following.
The transient signal for the thin-sample limit can be introduced as

Sf (E, t) =
Ω

4π
f(t)εχΦ∆µχ(E) d′, (2.28)

where Ω denotes the detector solid angle, εχ represents the fluorescence efficiency and
Φ accounts for the detector efficiency as well as fluorescence intensity losses caused
by absorption in the atmosphere or in shielding foils. Furthermore, ∆µχ refers to the
difference in the absorption of the element of interest between excited state and ground
state and d′ is the effective sample thickness.

xiiThe literature32,34 describes the pump process in terms of the absorption cross section as a function
of the sample concentration. With regard to Sec. 2.2, the expressions are rewritten in terms of the
absorption coefficient as a function of the time delay t.
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2. Theory of X-ray Absorption Fine Structure Spectroscopy

According to Eq. (2.21), the transient signal of the dilute and thick sample is simply
proportional to the difference in the absorption coefficient.

Sf (E, t) ∝ f(t)∆µχ(E) (2.29)

In both sample limits the transient fluorescence signal is proportional to the transient
transmission signal.

2.3.3. Estimation of the Initial Excitation Yield

The initial excitation yield is governed by the ratio of the number of absorbed laser
photons NAbs

ph and the number of sample molecules4,6xiii:

f(0) =
q ·Nph

Abs

cNAVex
, (2.30)

where q denotes the quantum efficiency of the photoexcited state, c is the sample con-
centration, NA is the Avogadro constant and Vex represents the illuminated volume.

Laser Beam

Jet

d

c

σopt

Vex

N
ph
0

F
W

H
M

Figure 2.8.: Illustration of the photoexcitation process within the present sample ge-
ometry. The cylindrical volume Vex, which is defined by the laser focus
size (FWHM) and the liquid jet diameter d, is illuminated by a number

of laser photons Nph
0 . The excitation process further depends on the con-

centration of sample molecules c and the optical cross section σopt for a
given wavelength6. The figure is adapted from reference6.

xiiiBased on reference6 while the implementation of the quantum efficiency q was inspired by the
literature4.
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2.3. Time-Resolved Pump and Probe XAFS

The number of absorbed laser photons can then be obtained via the Lambert-Beer
law6xiv

Nph
Abs = Nph

0

(
1− e−cNA(1−f(0))σoptd

)
, (2.31)

where Nph
0 denotes the number of incident laser photons, d is the sample thickness and

σopt represents the optical cross section of the sample molecules for a given wavelength.
Inserting Eq. (2.31) into Eq. (2.30) leads to

f(0) =
q ·Nph

0

cNAVex

(
1− e−cNA(1−f(0))σoptd

)
, (2.32)

which is similar to the expression given in the literature32. The complete process with
variables is shown in Fig. 2.8. Additionally, the laser beam profile has to be approx-
imated by a gaussian profile and the varying sample thickness has to be considered,
thus Eq. (2.32) can only be solved numerically.

2.3.4. Statistical Aspects

Assuming a full photoexcitation yield (f = 1) possible changes in the X-ray absorption
cross section relative to the absorption edge-jump are up to 100% in the XANES
region, while in the fine-structure region the photoinduced X-ray absorption cross
section modulations are relatively weak with < 10%32.
Typically, the changes in the X-ray absorption cross section decrease with increasing
energy, making detectable signals after the first fine-structure (EXAFS) modulation a
real experimental challenge.
Therefore, experiments within the pump and probe configuration strongly depend on
their achievable signal-to-noise ratios (S/N). On the one hand, high signal-to-noise
ratios can be obtained by driving the photoexcitation yield to very high values with the
restriction not to risk the generation of other photoproducts or nonlinear effects, since
the S/N ratio increases exactly linear with f(t) for a given sample concentration32,34xv.
On the other hand, the transient signals can be measured for a very large number
of laser and X-ray shots m which is - depending on the repetition rate of the data
acquisition - a time-consuming factor since the S/N ratio increases with

√
m.32,34.

Supposing that noise contributions only originate from the inherent shot noise of the
X-ray pulses one obtains the expressions34

Nt(E, t) =

√
1

It(E, t)
+

1

It(E)
, (2.33)

Nf (E, t) =

√
If (E, t) + If (E)

I0(E)
, (2.34)

for the respective detection mode. Thereby, the static expressions represent the un-
pumped signals while the pumped signals account for the photoexcitation process at
time delay t.

xivThe Lambert-Beer law was modified in a previous work6 and accounts only for the ground state
molecules in the photoexcitation process.

xvThe reference34 describes the aiming for a nonlinear excitation process.
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3. The Transition Metal Complex
fac-Ir(ppy)3

3.1. Ground State Structure . . . . . . . . . . . . . . . . . . . . 19

3.2. Molecular Orbital Diagram and Electronic Structure . . . 20

3.3. UV/VIS Absorption and Emission Spectroscopy . . . . . 23

3.4. Photocycle of the Metal-to-Ligand Charge Transfer . . . . 24

This chapter introduces the fac-Tris[2-phenylpyridinato-C2,N]iridium(III) complex,
usually denoted as fac-Ir(ppy)3 or simply Ir(ppy)3. This complex was chosen with
regard to its anticipated strong photoinduced charge transfer reaction to demonstrate
that the developed XAFS setup is suitable for charge transfer detection. This chap-
ter follows the typical description of a transition metal complex shown in previous
work33,34.

3.1. Ground State Structure

Ir 3+

-C -C

-
C

N N

N

Iridium

Nitrogen

Carbon

Hydrogen

Pyridine

Phenyl

Figure 3.1.: Illustrated structure of fac-Ir(ppy)3 (reproduced from reference18). Right
figure is based on reference46.

The ground state structure of fac-Ir(ppy)3 is reported in reference18 and was char-
acterized by X-ray crystallography. In this transition metal complex three 2-phenyl
pyridine anions (ppy−) are attached to the central iridium ion, which is coordinated
by one nitrogen and one carbon atom per ligand18. The complex exhibits a strong
dipole moment with an ionic valence state of the metal atom (III) while each ligand
exhibits a single negative valency (see Fig. 3.1)18. The site symmetry of the molecule
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3. The Transition Metal Complex fac-Ir(ppy)3

is reported as C3, thus depicting a slightly distorted octahedral symmetry17,18,98. This
results in a symmetry-averaged bond length of the first coordination shell (Ir-N and
Ir-C) of 2.063 Å18.

The complex was purchased from Sigma-Aldrich Co. in Germany47.

3.2. Molecular Orbital Diagram and Electronic Structure

The molecular orbital diagram and electronic structure are commonly described by the
crystal field theory and more complex by the ligand field theory5,48.
Since the octahedral symmetry (Oh) is typically well documented in the literature5,48

and reference13 actually characterizes Ir(ppy)3 as quasi-octahedral, the following de-
scription illustrates the molecular orbital structure of this complex on the basis of an
octahedral environment. In case of transition metal complexes the focus is on the
metal d-orbitals.

dxy dyz dxz

dx2
−y2 dz2

x
y

z

t2g

eg

Ligands

Figure 3.2.: Illustrated metal d-orbital geometry in an octahedral complex. The or-
bitals dxy, dyz and dxz form the t2g set and their lobes are oriented in
space between the coordinate axes, while the lobes of the orbitals in the
eg set (dx2−y2 and dz2) are oriented exactly along the coordinate axes5.
The ligands are indicated as green clouds. The figure is based on the
literature49.

The d-orbital geometry is shown in Fig. 3.2, where the lobes of three orbitals dxy, dyz
and dxz are oriented in space between the coordinate axes, while the lobes of the or-
bitals dx2−y2 and dz2 are oriented exactly along the coordinate axes5. As described in
Sec. 3.1, three 2-phenyl pyridine anions are attached to the central iridium ion form-
ing a ML6 configuration. The σ-bonding between metal and ligands occurs along the
coordinate axes (see Fig. 3.2).
Therefore, to participate in the interaction of bonding, the lobes of the metal orbitals
need to point along the coordinate axes48i. As a consequence the metal d-orbitals are

iThe description follows now in great detail reference48.
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Figure 3.3.: a) Molecular orbital diagram of an octahedral complex with π back-
bonding in which the metal d-orbitals are split into t2g and eg sets. The
figure is based on the literature33,48. b) In C3 symmetry the t2g set further
splits into a non-degenerate a and a doubly degenerate e set of orbitals,.
Furthermore, the metal valence electron configuration is shown13.

split into a threefold-degenerate (t2g) and a twofold-degenerate (eg) set of orbitals48.
In more detail, the orbitals of the t2g set are not involved in the formation of bonds
and become nonbonding orbitals (dπ)

48.
Bonding is then achieved by hybridization of one s, three p and two d orbitals (eg)
of the metal atom creating identical d2sp3 hybrids in which each orbital can accept
two electrons48. These six bonding orbitals interact or mix with six lone pair orbitals
on the ligands to create six σ-bonding and six σ-antibonding orbitals48. The bonding
orbitals are stabilized in energy (lowered) with respect to their parent orbitals, while
the other antibonding orbitals are destabilized with respect to their parents and are
therefore of higher energy48. In conclusion, this leads to an energy splitting of the
metal d-orbitals where the electron energies of the nonbonding orbitals (t2g) are not
affected48.
Typically a flow of electron density from metal dπ to empty π∗ orbitals located on the
ligands takes place21, which is referred to as π back-bonding 48. Including the concept
of π back-bonding into the molecular orbital diagram leads to a fall (stabilization) of
the t2g set and thus increases the splitting of the metal d-orbitals48. Hence, the flow
of electron density stabilizes the metal-ligand bonding48.
The splitting of the metal d-orbitals is referred to as the (octahedral) crystal field
splitting 10Dq and is attributed to characterize the metal-ligand interaction50ii:

iiThe notation of the crystal field splitting parameter varies from literature to literature. In the frame-
work of this thesis the notation 10Dq is used. Furthermore, the metal-ligand interaction based on
the crystal field theory is nicely summarized in reference50. For this reason, the description follows

21



3. The Transition Metal Complex fac-Ir(ppy)3

- The ordering of the ligands based on their potential to induce crystal field split-
tings 10Dq is characterized by the spectrochemical series 13,50. The ppy ligands
are attributed to induce a strong crystal field splitting 10Dq (see App. F)13.

- Larger crystal field splittings 10Dq imply a shorter metal-ligand bonding50. More
specificly, the crystal field splitting ”is inversely proportional to the fifth power
of bond length.” 50

- The crystal field splitting 10Dq increases with the oxidation state of the central
metal atom (M)50.

M(II) ≪ M(III) < M(IV)

10Dq increases →

- Considering a complex with the same ligands, the crystal field splitting 10Dq
is referred to increase by 30-40% when the central metal ion of the first row of
transition metals in the Periodic Table is exchanged by a metal ion of the second
row13. The field splitting increases similarly when a second-row metal ion is
exchanged by a third-row metal ion13.

The molecular orbital diagram of the ground state is shown in Fig. 3.3, in which the
superscript (*) denotes antibonding orbitals while the subscript g represents the parity
(gerade) of the inversion operation.
In C3 symmetry the t2g set further splits into a doubly degenerate e and a non-
degenerate a representation (see Fig. 3.3b)13. In case of Ir(ppy)3 the strong crystal
field splitting leads to a low-spin 5d6 configuration where the t2g set is completely
filled with electrons13.

now the aforementioned reference and refers to the literature13 to provide further information.
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3.3. UV/VIS Absorption and Emission Spectroscopy

The measured UV/VIS absorption spectrum of the Ir(ppy)3 complex dissolved in
dimethyl sulfoxide is shown in Fig. 3.4. The following description and information
is mainly taken from the literature15,16.
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Figure 3.4.: Measured UV/VIS absorption spectrum of the Ir(ppy)3 complex dissolved
in dimethyl sulfoxide at room-temperature. The absorption bands are clas-
sified as ligand-centered (LC) or metal-to-ligand charge transfer (MLCT)
transitions according to the literature15,16.

First of all, it is characterized by an intense absorption band occurring in the UV part
of the spectrum between 260 and 320 nm, which is assigned to spin-allowed ligand-
centered transitions (LC) (π → π∗)16.
In addition, there is a broad absorption band centered around 380 nm, which is ex-
tending to the visible region up to around 500 nm and corresponds to allowed as well
as spin-forbidden metal-to-ligand charge transfer states (MLCT)16. The first part
up to 390 nm of the MLCT band is classified as the spin-allowed (dπ → π∗) metal-
to-ligand charge transfer band (1MLCT)15,16. Further bands at longer wavelengths,
which are identified by peaks around 410 and 460 as well as 480 nm, involve formally
spin-forbidden 3MLCT transitions15,16. However, these assignments are referred to as
guidelines in the literature due to the spin-orbit coupling15.

In the present work the metal-to-ligand charge transfer band is excited with ultra-
short pulses at a wavelength of 343 nm. The corresponding excited state dynamics
will be introduced in the following section. The photoluminescence spectrum at room-
temperature was measured with a concentration of 1mM Ir(ppy)3 dissolved in dimethyl
sulfoxide. The emission spectrum is illustrated in Fig. 3.5 and shows broad emission
wavelengths centered around 535 nm. At lower concentrations we observed a shift of a
few nanometers to shorter wavelength (≈ 3 nm).
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Figure 3.5.: Measured UV/VIS emission spectrum of the Ir(ppy)3 complex dissolved
in dimethyl sulfoxide (1mM) at room-temperature.

3.4. Photocycle of the Metal-to-Ligand Charge Transfer

The photocycle of Ir(ppy)3 depicting the metal-to-ligand charge transfer is illustrated
in Fig. 3.6. The following description is based on and summarizes the literature19–21.
After photoexcitation of the metal-to-ligand-charge transfer band the excited electron
density, mainly located on a metal valence orbital (5d), is transferred to π∗ orbitals
located on the ppy ligands, leading to the formation of the singlet 1MLCT state20.

S0
Ground state

3MLCT

III

II

I

1MLCT

λabs

IS
C
<
10
0
fs

τ ∼ 1.1µs

IC& IVR∼ 200 fs

Cooling∼ 3 ps

Figure 3.6.: Illustrated photocycle of Ir(ppy)3 describing the excited state dynamics.
Following the photoexcitation the electron density, mainly located on a
metal valence orbital (5d), is transferred to π∗ orbitals located on the ppy
ligands forming the 1MLCT state20. A fast intersystem crossing (ISC<
100 fs) leads to the formation of the triplet state 3MLCT20. The triplet
state decays to the ground state by emission of visible light20. Figure is
adapted from reference20.

Due to the strong spin-orbit interaction a mixing of singlet and triplet states is favored
and therefore the 1MLCT state subsequently crosses within ≤ 100 fs to the triplet state
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3MLCT20. In an ionic approximation the photocycle can be described asiii:

Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

→ Ir(IV)(ppy)
−4/3
3︸ ︷︷ ︸

1MLCT

Ir(IV)(ppy)
−4/3
3︸ ︷︷ ︸

1MLCT

→ Ir(IV)(ppy)−1
2 (ppy)−2︸ ︷︷ ︸

3MLCT

The excited system initially populates the substate level III (see Fig. 3.6) iv and further
relaxes to the lower two substate levels via internal conversion (IC)20. Thereby, the
excited electron density localizes on one ppy ligand, especially on the pyridine moiety,
and the molecular symmetry changes from C3 to C1

21. The excited state then decays
to the ground state S0 by phosphorescence20. The visible emission mainly originates
from substate level III, which is itself fed by thermal populations from the other sub-
state levels (II, I)20. Substate level III exhibits a decay time of several hundreds of
nanoseconds while substate II and I have decay times of a few microseconds and about
hundred microseconds, respectively13,19,20.
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Figure 3.7.: Ilustrated metal valence orbital configuration of Ir(ppy)3 in an ionic ap-
proximation. Inspired by the literature22,51.

In particular, the transitions between the substate levels II or III and the ground state
are significantly allowed, while the remaining transition between the substate level I
and the ground state is relatively weak or forbidden19. In this example the resulting
decay time of a degassed solution of Ir(ppy)3 in toluene is reported as ∼1.1µs20.
Further theoretical investigations describe the triplet state mainly as a mixture be-
tween LC and MLCT states due to the strong spin-orbit coupling21. To complete the
description of the photocycle the electronic configuration of the metal valence orbitals
for the ground state S0 and the excited states 1MLCT and 3MLCT is shown in Fig. 3.7.

iiiCompare to the similar photocycle of Ru(bpy)3 shown in reference9.
ivAccording to the literature21, the lowest excited states exhibit mainly triplet character.
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This chapter describes the experimental infrastructure, in particlar beamline P11,
which is part of the PETRA III synchrotron radiation source at DESY in Hamburg,
Germany52,53. In the following sections, a brief overview about the general working
principle of a synchrotron is provided and beamline P11 is described in more detail.

4.1. Synchrotron Radiation X-ray Source PETRA III

PETRA III (Positron-Electron-Tandem-Ring-Accelerator) is a third generation syn-
chrotron radiation source located in Hamburg (Germany) as part of the Deutsches
Elektronen Synchrotron (DESY). It is the third reincarnation of the PETRA storage
ring, which was foremost used as electron-positron collider in the 1980s and afterwards
utilized to support the lepton-proton collider HERA as pre-accelerator52.
The storage ring was rebuilt in 2007 to the most brilliant synchrotron source world-
wide providing the first synchrotron radiation for photon science experiments since
201052. Up to now, fourteen different beamlines offer their experiments to the world-
wide community52.

4.1.1. Working Principle of a Synchrotron Radiation Source

The following description of a synchrotron radiation source is based on and summa-
rizes the literature54 if not stated otherwise. A schematic drawing of the operation
principle and key elements of a synchrotron is shown in Fig. 4.1. Thereby, electrons
are typically produced by a thermionic (electron) gun and afterwards pre-accelerated
by an injector consisting of a linear accelerator (LINAC) and a booster (storage) ring
to the desired kinetic energy (∼GeV) before they are extracted into the core element,

27



4. Experimental Infrastructure

LINAC

RF Cavity

electron gun

Un
dul

ato
r

Beam

Booster Ring

Experimental Hall

Storage Ring

RF Cavity Injection

Channel

Figure 4.1.: Operation principle of a synchrotron radiation source with electron gun,
LINAC, storage (booster) ring, RF cavities, storage ring and undulators
to generate synchrotron radiation. The figure is based on reference53.

the storage ring i. Here they orbit under ultrahigh vacuum conditions for many hours
forced on a closed trajectory by bending magnets via the Lorentz forceii. Insertion
devices, so-called undulators, are located on several straight sections, forcing the elec-
trons to oscillate and generate synchrotron radiation. The emitted radiation is finally
delivered to the beamlines and experimental endstations.
In a synchrotron or storage ring the circulating electrons are emitting electromagnetic
radiation, called synchrotron radiation. However, after emission the energy of the elec-
trons has to be corrected, else they would rapidly lose energy and cannot circulate in
the storage ring. This issue is solved by installed radiofrequency cavities (RF), where
the electrons are accelerated by the electric field whenever they pass the cavity, thus
increasing their kinetic energy. This concept is even refined in a way that only electrons
which have lost a certain amount of energy are accelerated, while the other electrons
pass without any further action.
The application of RF cavities implies that synchrotron radiation sources are synchro-
nized and pulsed light sources. Thereby, the pulse spaces are separated by distances
defined by the pulsed electric field of the cavities. Commonly the pulse spaces are
referred to as buckets and called bunches if they are further filled with electrons53.
The time period for a complete turn of a bucket (revolution time) is defined by the
ratio of the circumference of the storage ring and the speed of light (∼electron speed).
The inverse of the time period defines the characteristic revolution frequency of the
synchrotron. In order to provide a constant ring current electrons are periodically
injected to the weakest bunches, which is referred to as top-up mode53iii. An overview

iThe description is also based on the technical design report of PETRA III. According to the technical
design report of PETRA III, the electron gun provides electrons with an energy of 150 keV. The
electrons are then pre-accelerated up to a kinetic energy of 450MeV at the LINAC and afterwards
boosted up to an energy of ∼6GeV at the DESY II storage ring.

iiThe ultrahigh vacuum is essential to reduce the electron loss due to their collisions with residual
atoms.

iiiCompare also to reference54.
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about the most important parameters of PETRA III is given in Tab. 4.1iv. In the
following the RF signal and the revolution frequency are abbreviated as 500MHz and
130 kHz, respectively.

Table 4.1.: Specifications of the synchrotron radiation source PETRA III55.

Parameter Magnitude

Energy 6.08GeV
Circumference 2304m

RF signal 499.564MHz
Revolution Time 7.685µs

Revolution Frequency 130.1 kHz
Number of buckets 3840
Number of bunches 40#− 960#
Bucket separation 2 ns
Bunch separation 192 ns (40#) - 8 ns (960#)
Bunch length 44 ps (rms)
Beam current 100mA
Operation Top-up mode (∼ 1%)

4.1.2. Important Synchrotron Quantities

In general, the quality of synchrotron radiation is characterized by the brilliance, which
is by definition proportional to the number of emitted photons per second F and
inversely proportional to the total photon source sizes in horizontal σTh

and vertical
σTv direction and the related total divergence σTh′ and σTv′ , respectively, for a given
bandwidth53,54v:

B =
F

4π2 · σTh
· σTv · σTh′ · σTv′ · 0.1%Bandwidth

. (4.1)

Thereby, the number of emitted photons per second is commonly referred to as photon
flux 54.

[F ] =
[photons]

[s]
(4.2)

Furthermore, the total source sizes and divergences are provided in a Gaussian ap-
proximation with their rms values and are further characterized by the convolution of
the electron beamsizes (σh, σv) and divergences (σh′ , σv′) with the intrinsic radiation
characteristics (σr, σr′) related to a single electron53:

σTh
=

√
σ2
h + σ2

r , (4.3)

σT ′
h
=

√
σ2
h′ + σ2

r′ . (4.4)

ivThe energy is corrected.
vThe reference53 uses the description of a spectral photon flux. In the framework of this thesis the
common photon flux is used according to reference54.
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Following the literature53, the horizontal emittance, which is referred to be of crucial
importance for X-ray beam parameters, is described by

εh = σh · σh′ . (4.5)

The vertical emittance can then be derived by53

εv = κ · εh, (4.6)

where κ is the so-called coupling factor. The quality parameters, establishing PETRA
III as one of the most brilliant synchrotron world-wide, are shown in Tab. 4.2.

Table 4.2.: Quality parameters of the synchrotron radiation source PETRA III55.

Parameter Magnitude

Horizontal Emittance εh 1 nmrad (rms)
Vertical Emittance εv 0.01 nmrad (rms)

Coupling κ 1%
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4.2. Beamline P11 at PETRA III

Beamline P11 at PETRA III is dedicated to imaging, diffraction and - of special in-
house interest - time-resolved pump and probe experiments56. Since all experiments
within this framework have been conducted at beamline P11, the basic elements are
explained in further detail. The optical layout of beamline P11 is shown in Fig. 4.2
where the main elements are highlighted in blue color.

PETRA III
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Figure 4.2.: Schematic view of the optical layout of beamline P11. UND: Undulator,
PS: Power slit, BS: Beam shutter, HHL: High-heat load monochromator,
BST: Beam stop; HM: Horizontal Mirror, VM: Vertical mirror. [By Cour-
tesy of T. Pakendorf]

At first the theoretical background of the insertion device is briefly introduced. After-
wards, the monochromator (HHL) is described with a focus on the geometry of the two
crystals inside the monochromator chamber followed by an explanation of the high-end
focusing mirror system. At the end of this section an overview of the experimental
end-station is given.

4.2.1. Undulator Radiation

The following description of an undulator is based on and summarizes the literature54

if not stated otherwise.
Insertion devices are key elements of third generation synchrotrons to generate electro-
magnetic radiation. A schematic illustration of an undulator is depicted in Fig. 4.3. It
consists of a periodic array of magnets, which force the electrons to oscillate (undulate)
around the straight line of propagation. Thereby, the amplitudes of the oscillations
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electron

Frontside
L

Figure 4.3.: Schematic explanation of an undulator source. The figure adapted from
reference54.

are on a scale set by the inverse of the relativistic factor57

γ =
1√

1− v2e
c2

, (4.7)

where ve is the electron velocity and c denotes the speed of light. In contrast to
other insertion devices the magnet period length L of an undulator is designed in a
way that, related to a given electron, the emitted radiation from all oscillations are in
phase with each other57. Thereby, the period L is shrinked by the Lorentz contraction
to L/γ . This also applies for the straightforwardly emitted wavelength λL which gets
additionally Doppler-shifted by a factor ≈ 1/(2γ), thus leading to

λL ≈ L

2γ2
. (4.8)

The resulting electromagnetic radiation is horizontally polarized and forms a cone with
an opening angle of 1/(γ

√
N), where N is the number of undulator periods57. The

parameter characterizing an insertion device is defined as

K = 0.934 · L[cm] ·B[T], (4.9)

where B denotes the amplitude of the applied magnetic fieldvi. Finally, a transverse
correction of the electron velocity as well as an angular correction is applied to the
emitted wavelength in Eq. (4.8), yieldingvii

λL ≈ L

2γ2
·
(
1 +

K

2
+ γ2θ2

)
, (4.10)

where θ represents the takeoff-axis angle. Furthermore, Eq. (4.9) implies that the
emitted wavelength can be controlled by adjusting the magnetic field strength B and
therefore K. This can be achieved by either increasing or decreasing the gap size be-
tween the periodic magnet arrays.
The emitted fundamental wavelength is further accompanied by its related higher
harmonics (λL/n), while only odd harmonics (n=1, 3, 5...) are discovered for small

viThe K-parameter of an undulator is ∼ 157.
viiThe formula has been corrected.
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deviations from the forward direction (θ → 0). The relative bandwidth of the emitted
harmonic wavelength is given by

∆λL

λL
=

1

Nn
. (4.11)

The parameters of the U32 undulator installed at beamline P11 are shown in Tab. 4.3.

Table 4.3.: U32 undulator parameters at beamline P1158.

Parameter Magnitude

Total length 2m
Periods 63

Period length L 31.4mm
Polarization Horizontal

4.2.2. Double Crystal Monochromator

The monochromator installed at beamline P11 is the standard PETRA III high-heat
load (HHL) double crystal monochromator. The monochromator is operated in Bragg
geometry61 with a fixed exit beam and can be utilized either with a pair of Si(111)
or Si(311) crystals to extract an X-ray energy E from the synchrotron beam58. Both
crystal pairs are mounted on the same Bragg axis, which is driven by a servo motor in
a closed loop ensuring high precision. In addition, all crystals are cooled with liquid
nitrogen.

First crystal

Second crystal

Bragg angle

Main

Bragg Rotation

x

y
z

Vertical

Offsetx

yPitch 2

Angle Rot.

Beam In

Figure 4.4.: Sketch of the silicon crystal geometry inside the monochromator chamber
with fixed vertical offset and indication of the pitch 2 angle. The figure is
based on reference62.

33



4. Experimental Infrastructure

The geometry of the two crystals inside the monochromator is illustrated in Fig. 4.4.
The illustrated pitch 2 angle allows to correct the vertical beam position and is
utilized for an active feedback control of the X-ray beam. According to the beam-
line specifications58, the monochromator provides X-ray photon energies between 2.4
and 30 keV. At 12 keV the feasible energy resolution for the Si(111) crystal corre-
sponds to ∆E/E = 1.3 · 10−4, while the Si(311) crystal provides a bandwidth of
∆E/E = 0.28 · 10−4. The maximum flux at an energy of 12 keV is ∼ 2.0 · 1013 pho-
tons per second60.

4.2.3. High-End Focusing KB Mirror System

The following description of the mirror system is based on and summarizes the litera-
ture60 if not stated otherwise. Beamline P11 shares its straight section with beamline
P12, which makes it necessary to separate the beam paths in order to obtain a suffi-
cient spacing between the experiments. Therefore, the mirror system at beamline P11
has been designed to consist of two horizontal deflecting mirrors for beam separation
and one vertical deflecting mirror, creating a so-called Kirkpatrick-Baez59 (KB) Mir-
ror System. The mirror surfaces are of high optical quality in order to preserve the
coherence properties of the X-ray beam56.

Mirror
Beam

Focusing

Defocusing

Theta
Rotation

Figure 4.5.: Bending principle of the second horizontal mirror (top view). The mirror
features three different coatings and is located on a rotation stage. [By
Courtesy of T. Pakendorf]

Regarding Fig. 4.2, the mirror system is located at a source distance of roughly 40m
behind the double crystal monochromator. All three mirrors are mounted on a solid
granite support starting with the horizontal mirrors. Every mirror is dynamically bend-
able and features three different coatings, uncoated silicon, palladium and platinum
for the respective wavelengths58. Moreover, concave and convex bending operations
are possible, in order to generate different beam sizes at the experiment. The bending
principle of the second horizontal mirror is shown in Fig. 4.5. The mirror is held by
two flexure based stages at both ends to maintain the pivot point in the center. The
bending mechanism is driven by two linear actuators with a resolution of 50 nm. Both
horizontal deflectors can achieve a radius of curvature between -12 km and 10 km while
the vertical deflector has a feasible radius of curvature ranging from -100 km to 10 km,
leading to minimum X-ray beam sizes of (43 × 363)µm (FWHM) (v × h) at 68.5m
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distance from the source. The horizontal mirrors are placed on a flexure based rotation
stage driven by piezo actuators. The rotation angle of the second horizontal mirror is
of special interest since it is utilized for feedback control of the horizontal X-ray beam
position.

4.2.4. Experimental Hutch

Key element of the experimental hutch is an 8meter long granite block with a weight
of 10 tons, ensuring high vibrational stability56. A basic scheme of the hutch is shown
in Fig 4.6.

Laser System

IF Chamber
Crystallography

Endstation

XAFS Setup

Figure 4.6.: Inside view of the beamline endstation P11. [By Courtesy of N. Stuebe]

A station for crystallographic data collection is located at the end of the granite,
whereas the in-house developed setup for time-resolved X-ray absorption studies is
placed on a hexapod shortly before. At the beginning of the granite the so-called
intermediate focus chamber is located, directly followed by the ultra-short pulse laser
system.
The intermediate focus chamber houses beamline essentials such as adjustable ab-
sorbers, slit systems and beam position monitors (see Sec. 6.5). The setup derives
from the idea to generate focus at 65m distance from the source inside the chamber
allowing beam manipulation and treating the intermediate focus chamber as secondary
source (see Fig. 4.2).
An additional KB mirror system will allow further reduction of the spot size by imag-
ing the secondary source onto the crystallography endstation down to sizes of a few
micrometers. The experiments described in this thesis were carried out using the first
KB system only.
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This chapter presents the developed setup for time-resolved pump and probe X-
ray absorption spectroscopy experiments. The first setup was built up together with
Benjamin Dicke6 and Moritz Schlie7. The experiment was subsequently improved
together with Philip Roedig. The focus of this work was in particular on the following
aspects:

- Implementation and commissioning of the data acquisition and the timing device
bunchclock.

- Redesign of the on-axis microscope.

- Redesign of the complete setup to peform experiments in helium atmosphere.

- The establishment of a feedback mechanism for X-ray beam position control (see
Sec. 6.5.1).

- Shielding development to reduce the amount of elastically scattered photons in
the measured fluorescence intensity.

- User-friendly design to perform a rapid adjustment of the temporal overlap be-
tween X-ray and laser pulse with a single motorized fast photodiode.

- The laser system, laser synchronization and laser safety commissioning as well
as their full implementation into the beamline software.
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- The software development for automatic and user-friendly control of the exper-
iment and beamline essentials, which accumulated in more than sixty thousand
lines of python code.

Similar descriptions of the setup can therefore be also found in previous work.

5.1. Setup Overview

The XAFS setup for time-resolved measurements is placed on top of a six-axle kine-
matic positioning system (hexapod), which is located on the granite block before the
crystallography endstation in the P11 experimental hutch. A schematic sketch of the
setup illustrating both the UV/VIS and X-ray path is shown in Fig. 5.1. The X-ray
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Figure 5.1.: Simplified optical layout of the experimental XAFS Setup. KB:
Kirkpatrick-Baez system, PH: Pinhole, PD: Photodiode, Cam: CCD cam-
era, APD: Avalanche photodiode, FPD: Fast photodiode, M: Mirror, L:
Lens. Figure is based on reference66.

beam coming from the undulator is passing through the double crystal monochromator
for energy selection and is afterwards focused with a dynamically bendable KB mirror
system. At the experiment the beam is further shaped by a pinhole, defining the X-ray
spot size. The beam then passes through a silicon photodiode for I0 measurements and
finally through a small hole in the on-axis microscope before interacting with the sam-
ple. The sample is delivered by a liquid jet system, which is mounted onto a three-axle
translational motor tower. An avalanche photodiode (APD) is placed on an identical
three-axle positioning system at an angle of 90 degrees with respect to the incident
beam direction to collect the X-ray fluorescence from the sample.
The pump laser beam is guided to the sample by a set of mirrors and focused by a
lens shortly before the sample.
For a better understanding the most important parts of the setup are described in the
following sections.
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5.2. Ultrashort Pulse Lasersystem

A femtosecond laser system from Light Conversion was installed at beamline P11 in
the framework of this thesis. It consists of the pump laser PHAROS, the harmonic
generator HIRO and the optical parametric amplifier ORPHEUS with its dedicated
harmonic generator LYRA. With a footprint of ∼ 1m2 the whole system fits perfectly
onto the solid granite support in the experimental hutch, as shown in Fig. 5.2. Based
on their technical manual and website, the laser system is further introduced in the
following63,64. The magnitudes are also taken from the service report65.

Figure 5.2.: Setup of the ultrashort pulse laser system at the beamline P11. The setup
consists of the pumplaser PHAROS and three passive modules, the har-
monic generator HIRO as well as the optical parametric amplifier OR-
PHEUS with its dedicated harmonic generator LYRA. [Courtesy of Light
Conversion]

The pump laser is a single-unit integrated femtosecond laser system based on the
CPAitechnique combining a seed oscillator working with Kerr-lens modelocking, re-
generative amplifier and a single stretcher/compressor unit63. Both oscillator and
regenerative amplifier are based on Yb:KGW as lasing medium, thus leading to a fun-
damental wavelength of 1030 nm, and are pumped by active solid-state laser diodes63.
Typically a BBO pockels cell triggers amplifier operation, while another Pockels cell is
located directly before the beam exit and acts as pulse picker 63. The repetition rate of
the laser pulses can be varied between single shot operation and 300 kHz utilizing both
Pockels cells. Typical pulse energies are limited to 1mJ at frequencies up to 5 kHz
and are further decreasing at higher repetition rates. The overall maximum output
power is given with 6W and the pulse durations after the compressor are in the range
of 180 fs - 10 ps.

iCPA stands for Chirped-Pulse Amplification and is briefly described in reference67.
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Additional passive modules make this system a real workhorse for spectroscopic ex-
periments. On the one hand, the harmonic generator HIRO is designed to provide
second-harmonic (SH), third-harmonic (TH) and fourth-harmonic (FH) generation at
high repetition rates, e.g. 65 kHz and 130 kHz. On the other hand, the optical paramet-
ric amplifier ORPHEUS is designed to perform best at repetition rates between 5 kHz
and 10 kHz. The application of these modules strongly depends on the experimental
requirements. For liquid samples including a fast sample exchange as applied in the

Table 5.1.: Typical conversion efficiencies with output pulse energies obtained with the
harmonic generator HIRO installed at beamline P11.

Conversion Efficiency Pulse Energy [65 kHz] Pulse Energy [130 kHz]

SH (515 nm) 55% 50µJ 25µJ
TH (343 nm) 30% 28µJ 14µJ
FH (257 nm) 10% 9µJ 5µJ

XAFS setup, the HIRO is utilized in order to benefit from the higher repetition rates
allowing a faster data acquisition. The typical conversion efficiencies and pulse energies
at different repetition rates for the higher harmonics are listed in Tab. 5.1. The optical
parametric amplifier ORPHEUS in combination with the harmonic generator LYRA
allows to freely select a wavelength between 260 nm and 2600 nm at different pulse
energies ranging from ≈ 10µJ in deep UV to ≈ 100µJ into the infrared photon energy
regime. This combination is ideally suited for experiments with solid-state samples
where the amount of induced thermal energy should be kept at a minimum.

5.3. Micro-Jet System

For XAFS experiments in this thesis the sample was delivered by a liquid jet system.
The micro-jet setup was developed by B. Dicke as part of his PhD thesis6. It is a
circular flow system based on swagelock components consisting of a sample reservoir,
a fluidic pump, a glass nozzle and a sample catcher. A laminar jet is hereby created by
pressing the sample solution from the reservoir through the glass nozzle6. Afterwards,
the sample solution is collected by the catcher and lead back to the reservoir, creating a
closed cycle. Typical lengths of the nozzles are 50mm, while the inner diameter can be
selected between 15µm and 300µm6. A sketch of the jet mount including glass nozzle
is shown in Fig. 5.3. The glass nozzle is clamped by a plastic ferrule into a swagelok
adapter, which is in turn screwed to a particle filter. The micro-filter is needed to
avoid blockage of the nozzle due to coagulation of the sample solution. A tool holder
is attached to the nozzle mount, holding a cerium doped YAG crystal to visualize both
the laser and X-ray beam. Additionally, a sharp silicon edge is mounted close to the
nozzle to perform edge scans in order to determine X-ray and pump laser beam sizes.
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Jet Geometry

silicon edge

YAG crystal

laminar jet

glass nozzle

Figure 5.3.: Sketch of the liquid jet holder with different tools attached. A scintillator
screen is mounted directly above the jet nozzle and can be moved into
the focal plane of the on-axis microscope to visualize the X-ray and laser
beam. A sharp silicon edge is placed close to the nozzle to perform edge
scans.

5.4. On-Axis Microscope

The on-axis microscope (OAM) is an essential part of the setup. The corresponding
schematic drawing is shown in Fig. 5.4. The OAM concept is based on three optical
elements, a reflective microscope objective (RMO) with a drill hole of 1.5mm in the
center of the secondary mirror, a mirror with a drill hole of 2mm in the center and a
tube lens. The drill holes allow the X-ray beam to pass without any absorption losses

Cam

L

ftube =200mm

M

RMO

fRMO =13mm

focal plane
fov≈ 1.0mm

w=24mm

Liquid Jet

(d=150µm)

Figure 5.4.: Detailed sketch of the on-axis microscope (OAM) used in the XAFS ex-
periment (see Fig. 5.1). RMO: Reflective microscope objective, M: Mirror,
L: Lens, w: Working distance, f: Focal length, fov: Field of view, Cam:
CCD camera.
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to the sample. This geometry also serves as an excellent shielding of air scattering
from the intense X-ray beam, while the contrast of the image is only slightly affected
by the drill holes. The light coming from the focal plane (≈ 1mm field of view) is
collimated by the reflective microscope objective and passing through the tube lens
and further imaged onto a CCD camera. The total magnification is given by the ratio
of the two focal lengths.

M =
ftube
fRMO

≈ 15.38

The objects are visualized depending on the sensor quality of the used CCD Cam-
era. Here a camera with 7.4µm pixel-size and 1600× 1200 pixels is installed. The
reproduction scale is roughly 0.5µm per pixel.

5.5. Beam defining Pinhole

Pinholes to define the X-ray beam size were mainly required due to beam position
fluctuations caused by the monochromator of the beamline. Within a pump and probe
experiment a well-defined sample volume has to be illuminated by the X-ray beam
with ideally no intensity fluctuations. Since the monochromator vibrations cause beam
position shifts of several tens of micrometer especially in the vertical plane, the focusing
capabilities of the KB system could not be fully explored. In order to obtain a stable
illumination of the sample without significant intensity variations only a vertically
semi-focused X-ray beam was used to over-illuminate a pinhole. By selecting only the
central part of the beam a relatively stable X-ray beam could be obtained at the cost
of photon flux.

Raw Beam Shaped Beam

100µm 100µm

Figure 5.5.: Typical shaping process with platinum pinholes to define the spot size.
Left: Raw X-ray beam visualized with the OAM. Right: Final beam size
defined by a 100µm pinhole.

The pinhole diameter is typically chosen to match the liquid jet size (50µm - 300µm).
Additionally, these pinholes lead to a higher experimental stability, because they avoid
the non-excited sample volume to be probed by the X-ray beam. The pinholes used in
this setup are made of platinum and commonly used in electron microscopy. A typical

42



5.6. Detectors

beam shaping process is illustrated in Fig. 5.5, where on the left the raw X-ray beam
is visualized with the on-axis microscope using the YAG screen as scintillator. The
pinhole can be moved by an inhouse developed piezo motor to the desired position,
defining the final beam size and position.

5.6. Detectors

The detectors used in the experiments were a silicon photodiode operating in transmis-
sion geometry for flux measurements and an avalanche photodiode (APD) for X-ray
fluorescence detection.

5.6.1. Photon Flux Measurements - Silicon Photodiode

The silicon photodiode used for flux measurements has an active area of 10× 10mm2

and is used to monitor intensity changes of the X-ray beam and to normalize the
fluorescence data with respect to the incident photon flux at a certain X-ray energy.
The photodiode has a thickness of 10µm and can therefore be used in transmission
geometry at energies > 5 keV with relatively small absorption losses only. For noise
reduction the diode is shielded with a 25µm thick black capton foil. Technical param-
eters are provided in Fig. 5.6.

Parameter Magnitude

Layer

Thickness

Diode Area

max. Current

Operation

Capton Shield

Silicon

10µm

10× 10mm2

2mA

Transmission

25µm

d = 10mm

Ipd

Figure 5.6.: Detailed parameters silicon photodiode used for flux measurements.
Magnitudes are based on the datasheet from Hamamatsu (Cat. No.
KPIN107E01, Jul. 2006). The flux can be calculated according to the
literature68.

According to the literature68, a simple model based on energy deposition in silicon
can be utilized to determine the incident X-ray photon flux using a silicon photodiode.
The following description is based on and summarizes the literature68.
Upon X-ray radiation electron-hole pairs are created in the depletion layer, while
ϵ = 3.66 eV are needed for one pair, thus depositing energy and inducing the pho-
tocurrent Ipd. This photocurrent can be further used to count back to the X-ray
photon flux Φ. The transmitted photon flux is expressed by

ΦTrans = Φexp (−Atsiρsi) , (5.1)
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where Φ is the incident photon flux, A the cross section of the active layer, tsi the
thickness of the diode and ρsi the density of silicon. With the assumption of a linear
diode response and by using the relationship Ipd = ΦQ, where Q is the charge created
upon X-ray radiation, the photoconversion ratio can be expressed as

Φ

Ipd
=

ϵ

eE [1− exp (−Apetsiρsi)]
. (5.2)

Here Ape represents the photoelectric cross-section of silicon at a given energy, e the
elementary charge and ϵ is the amount of energy needed to create an electron-hole
pair. This relationship is used throughout this thesis to calculate the incident photon
flux.

5.6.2. X-ray Fluorescence Measurements - Avalanche Photodiode

The detector system used for fluorescence detection consists of an avalanche photodi-
ode (APD) head and an electronic pulse processing controller71,72. The APD head is
based on the reach-through principle and exhibits a 5× 5mm2 silicon layer of 110µm
thickness with a multi-stage amplifier71,72. Similar to pin diodes electron-hole pairs are
created in an APD in the depletion layer upon X-ray radiation, but the electrons are
now in contrast to them accelerated by electric fields towards the avalanche region 73.
Thereby, their kinetic energy reaches an extent that collisions74 with the crystal lat-
tice produce additional electron-hole pairs, which is commonly referred to as avalanche
process 73 resulting in signals amplified by factors of 200 and more72. The electric field
is created by a reverse bias originating from the pulse processing unit72. The most
important features are summarized in Fig. 5.8. In the following, the electronic sig-
nal circuit will be explained (see Fig. 5.7) based on their technical manuals71,72. The

Head

pre-amplifier

-50 to -400mV

×(-8)

amplifier

Baseline Rest.

signal after rest.

0.4 to 3.2V

discriminator range

- 0.2 to 5V
Discriminator

+
Firmware Conv.

High-LVL Output

Remote
Int. Counter

Analog Raw

Controller

Figure 5.7.: Electronic circuit of the avalanche photodiode signal71.

deposited energy inside the depletion layer of the APD head is converted by a pre-
amplifier into a voltage between -50 and -400mV71. By entering the pulse processing
unit the signal is further inverted and amplified by a factor of 8 and enters the baseline
restoration circuit. Afterwards, the voltage signal is transformed to the discriminator
range of -0.2 to 5V for further signal processing71. Both signals, the raw voltage signal
and the high-level output from the discriminator, can be used for data acquisition. The
discriminator output is of essential importance and therefore explained in detail.
Within the discriminator a low-level and a high-level threshold as well as the operation
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mode can be set71. In integral mode an output pulse is generated every time the signal
reaches the low-level threshold, while in the window mode every signal level between
both thresholds triggers an output pulse71. The discriminator exhibits an internal
counter71 which was made remotely accessible through the TANGO systemii.
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Diode gain

Rise time

Responsivity time
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100MHz
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5× 5mm2

200 (370V)

≤ 2 ns

≈ 5 ns

≈ 388V

Figure 5.8.: Detailed parameters of the APD head used in the experimental setup71,72.
The efficiency has been calculated using a similar approach as described
in the literature68.
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Figure 5.9.: Measured noise of the pre-amplifier located in the avalanche photodiode
head. Band-pass window: 1mV, Step size: 1mV, Integration time: 1ms.
X-rays: OFF.

Both operation modes are needed in order to perform the experiment. The integral
mode is used for general X-ray fluorescence detection, while the window mode is used

iiTANGO is the standard control system used at PETRA III. For a detailed description the reader
is referred to the web page89.
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for calibration and verification of the low-level threshold set in integral mode. For
this purpose, the pre-amplifier noise inside APD head at 300V bias is characterized
without X-ray beam by scanning a small window of 1mV with 1ms acquisition time
per level throughout the beginning of the discriminator range reading the internal
counter. The outcome is depicted in Fig. 5.9 and shows a Gaussian distribution cen-
tered around 0V with a width of 55mV (FWHM). Therefore, in order to avoid pulses
in the experimental data triggered by pre-amplifier noise, the low level threshold has
to be set ≥ 0.25V. Secondly, a typical discriminator scan is shown, this time with a
scanning window of 10mV and 1ms acquisition time per level in order to characterize
the photon statistics with X-ray beam exposure on the sample. The outcome is shown
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Discriminator Level [V]
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v
e
n
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[#
]

single-photon events

double-photon events
500

1000

1500

2000

2500

3000

Figure 5.10.: Measured discriminator spectrum (stopped after 4V), in which two fea-
tures can be identified. The first peak represents single-photon events,
while the second one corresponds to two-photon events. No further multi-
photon events are detected, thus the the so-called single photon counting
(SPC) regime is almost fulfilled. Band-pass window: 10mV; Step size:
10mV; Integration time: 1ms. X-rays: ON.

in Fig. 5.10, where two features can be identified. The first peak represents single pho-
ton events, while the second one represents the first multi-photon event. This occurs
if two X-ray fluorescence photons deposit their energy within the responsivity time,
doubling the voltage signal. The experiment has to be performed in the so-called single
photon counting (SPC) regime since the data acquisition electronics can not handle
multi-photon events for now. Therefore, the probability for multi-photon events has
to be kept small. This is almost fulfilled since the multi-photon intensity is very small
compared to the single-photon intensity.
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5.7. Data Acquisition Scheme

The block diagram of the data acquisition scheme is illustrated in Fig. 5.11 showing
two main circuits. One shows the signal flow for obtaining the X-ray fluorescence data,
the other one shows the signal flow for I0 measurements.
The fluorescence photons deposit energy inside the APD head, triggering high level out-
put pulses from the discriminator of the pulse processing unit as described in Sec. 5.6.2.
These pulses are fed into Constant Fraction Discriminators (CFD)70, which are gated
by reference signals originating from the RF cavity. The basic working principle of
a CFD is not of interest, they are only used for filtering the fluorescence signal in
order to obtain the so called pumped and unpumped signals from the gated bunches.
The gating of the X-ray fluorescence signal is mandatory since the repetition rate of
the laser system does not match the repetition rate of the synchrotron. The corre-
sponding gating structure is described in Sec. 5.7.1 in greater detail. The filtered high
level pulses are further registered by a multi-channel scaler (MCS), counting the gated
events separately for each discriminator. The MCS is turned active by a software-
triggered hardware timer, where the gate time corresponds to the actual measurement
period for each data point. After the gate time has passed off, the scaler is read out
by the beamline computer via TANGO.

APD

PPU

RF Dist.

Laser

PD

PETRA
III

1

2

3

4

5

6

7

8

CFD
Array

Gated ADC

Timer

MCS
Beamline
Computer

TANGO

RF
Signals

fRF = 500MHz
frep = n · 65 kHz

V/A

tmeasure

frep

Figure 5.11.: Detailed sketch of the data acquisition circuit. RF: Radio Frequency,
V/A: Volt-Amp Converter/Amplifier, tmeasure: Measurement period,
CFD: Constant Fraction Discriminator, PPU: Pulse Processing Unit,
APD: Avalanche photodiode, PD: Photodiode, RF Dist: RF Distrib-
utor/Bunchclock, MCS: Multi-Channel-Scaler, ADC: Analog-to-Digital-
Converter. Compare to the previous data acquisition shown in reference6.

The second circuit illustrates the processing of the measured photo current from the
silicon photo diode for X-ray flux determination. The current signal is amplified and
converted into a voltage signal, which is guided into a gated ADC69. The ADC aver-
ages the voltage signal over exactly the same time as used for the fluorescence signal
gating. After the timer has passed off, the voltage is read out by the beamline computer
via TANGO.
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5.7.1. Gating Structures for Bunch Selection

Ideally the data acquisition scheme utilizes the signals from all X-ray bunches for the
measurements. However, within a pump and probe XAFS experiment the data acqui-
sition is basically limited by the repetition rate of the laser system. Thus only X-ray
bunches directly following the optical laser excitation have to be included for the mea-
surement of the pumped signal. In order to optimize the signal-to-noise ratio it is
favorable to always select the same bunch if the full repetition rate of the synchrotron
cannot be matched by the laser repetition rate.

1 2 40 1 40 1

Pump gate Unpump gate Pump gate

time delay t
0

zero time delay

fPump =65 kHz

fUnpump =65 kHz

7.685µs

15.37µs

192 ns

Laser

Pulses

X-ray

Bunches

Time

Figure 5.12.: Temporal structure of the data acquisition for 40 bunch mode and simul-
taneous measuring of pumped and unpumped XAFS spectra. The laser
repetition rate is set to 65 kHz, leading to a data acquisition operating
at 130 kHz.

For the laser system at beamline P11 basically two gating structures for bunch selection
are possible. The first temporal sequence which is typically applied in the 40 bunch
mode of the synchrotron is depicted in Fig. 5.12, where the laser repetition rate is set to
the half of the revolution frequency of the synchrotron (frep = 65 kHz). Furthermore,
the X-ray bunches are well separated with 192 ns. With two gating signals equal to
the laser repetition rate, this offers the possibility to measure both excited and ground
state of the sample with X-rays from the same electron bunch. Thereby, the pump gate
covers the X-ray bunch with prior laser excitation while the unpump gate is phase-
shifted by one revolution (7.685µs) with respect to the pump gate. In conclusion, this
leads to a data acquisition processing at 130 kHz where the fluorescence signals of a
single bunch are utilized for data acquisition. Additionally, the direct measurement
of the unpumped signal after the pumped signal reduces the noise contributions from
X-ray beam fluctuations.
The second sequence is basically used if limitations by the sample are given, in par-
ticular the lifetime of the excited state. If the lifetime exceeds the spacing of 7.685µs
between unpump and pump gate, it is not possible to measure the ground state di-
rectly after the excited state. In this case the laser repetition rate is set to 130 kHz and
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only a single gate is used for the data acquisition. The pumped and unpumped signals
are then measured in an On-Off-sequence. Each data point is measured alternately by
turning the laser beam on and off. In this sequence noise contributions play a major
role and have to be reduced. Ideally each data point should be measured over a full
timing cycle of the PETRA III top-up. However, this gating structure can be exploited
to measure so-called molecular movies, where multiple energy spectra are measured
simultaneously at different time delays between laser excitation and X-ray pulses in
order to visualize the decay of the excited state. This is achieved by setting multiple
gates at the revolution frequency choosing the first adjacent bunches.

5.8. Principle of Spatial and Temporal Overlap

The spatial and temporal overlap of X-ray and laser beam plays the most significant
role for pump and probe experiments. The feasibility to perform a rapid and repro-
ducible overlap typically decides about the success of an experiment. This setup relies
on a visualized spatial overlap utilizing the on-axis-microscope, while for the temporal
overlap a fast photodiode mounted next to the APD detector, is required.
For spatial overlap the YAG crystal is placed in the focal plane of the on-axis micro-
scope to visualize the X-ray beam. Afterwards, a digital marker defining the spot size
and position is placed exactly at the X-ray position. The scintillator is removed and
the liquid jet is roughly placed at the pre-defined X-ray position in the focal plane
of the microscope to perform a motor scan. The horizontal position of the liquid jet
(perpendicular to beam direction) is sequentially scanned while the fluorescence is mea-
sured in order to optimize the jet position as determined by the maximum measured
fluorescence intensity. Moving the jet now to the optimized horizontal position should
yield a perfect agreement with the pre-defined X-ray marker.
Afterwards, the laser beam is guided onto the liquid jet, hitting exactly in the center of
the defined overlap position. In this case the visible emission of the sample, either flu-
orescence or phosphorescence, is exploited to visualize the laser beam. In cases where
no direct emission is visible, the laser beam has to be aligned using the YAG crystal.
Setting the correct vertical position corresponding to the marked X-ray beam position
is very important. The horizontal position usually has to be corrected by looking at
the scattered light from the liquid jet since the laser hits the sample at a different angle
than the X-rays.

For temporal alignment the liquid jet is moved out and a fast photodiode (FPD),
which is sensitive to both X-ray and UV/VIS radiation, is placed at the cross point
of X-ray and laser beam. The FPD signal is monitored with a fast oscilloscope to
obtain temporal overlap between X-ray and laser pulses. This is achieved by selecting
the laser pulse which is nearest to the X-ray pulse by setting the correct Pockels cell
trigger signal for the regenerative amplifier of the pump laser. Furthermore, the laser
pulse can be temporally shifted in fine steps using a phase shifter (see Sec. 6.3). The
entire overlap strategy is summarized and illustrated in Fig. 5.13.
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Figure 5.13.: Overlap strategy in chronological order in case of visible emission from
the sample upon laser excitation.
a) At first a scintillator is placed in the focal plane of the on-axis mi-
croscope to visualize the X-ray beam. Afterwards, a marker defining the
size and position is set at the X-ray position.
b) Secondly, the scintillator is removed and the liquid jet position is
scanned in the focal plane of the microscope while measuring the X-ray
fluorescence signal to optimize the jet position.
c) Moving the jet to the optimized horizontal position yields a perfect
agreement with the pre-defined X-ray marker. In addition, the laser beam
is now positioned onto the liquid jet, hitting exactly in the center of the
defined overlap position.
d) After the spatial overlap, the liquid jet is moved out and a fast pho-
todiode (FPD) is placed at the cross point of X-ray and laser beam.
The FPD signal can then be monitored with an oscilloscope to visualize
temporal overlap between X-ray and laser pulses. This is achieved in
selecting the laser pulse which is nearest to the X-ray pulse by setting
the correct Pockels cell trigger signal for the regenerative amplifier of the
pump laser. Afterwards, the laser beam can be temporally shifted in fine
steps utilizing the synthesizer of the synchronization unit (see Sec. 6.3).

50



5.9. Optimization of the Avalanche Photodiode Signal

5.9. Optimization of the Avalanche Photodiode Signal

In most fluorescence detecting experiments it is sufficient to place the detector at a
right angle in the horizontal plane with respect to the X-ray beam direction, thus uti-
lizing the horizontal beam polarization to minimize the number of measured elastically
scattered photons (see Sec. 2.2.2). However, in pump and probe experiments typically
small differences between the pump and unpump signals have to be resolved at high
signal-to-noise ratios (see Sec. 2.3.4). For this purpose, these experiments can be con-
ducted in a helium atmosphere to reduce the amount of air-scattered X-ray photons.
However, enclosing the setup in a helium atmosphere makes the experiment not only
expensive but also impractical. Therefore, a shielding aperture has been developed to
reduce the influence of elastically scattered photons. The shielding principle is shown
in Fig. 5.14. The core element of the shielding is a high Z material such as molybdenum

R

2rAPD

X-ray Beam

APD Head

Active Layer

Thomson Scattering

Molybdenum Shielding

Aluminium Foil

Signal

Liquid Jet

Figure 5.14.: Simplified sketch of the used avalanche photodiode shielding in order
to obtain high signal-to-noise ratios by reducing the detection of air-
scattered X-ray photons.

in our case, forming a cone to preserve the solid angle. With a K-shell ionization energy
of roughly 20 keV40 molybdenum is a first choice material to block elastic scattering for
experiments at energies of 12 keV or below. The APD head is further shielded with an
aluminum foil to suppress low energy radiation background and UV/VIS contributions.

The entrance width of the cone is fixed to 1mm. As mentioned in Sec. 2.2, the emerging
fluorescence photons from the sample are emitted isotropically and the detector solid
angle Ω covers only a fraction of the total X-ray fluorescence intensity. The solid angle
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is characterized by the active area of the APD head and its distance to the sample Riii:

Ω

4π
=

1

4π

ActiveArea

R2
=

1

4π

πr2APD

R2
, (5.3)

where rAPD denotes the radius of the active layer. In order to optimize the fluorescence
signal the APD detector position is sequentially scanned at a fixed sample distance R
in the horizontal and vertical direction measuring the X-ray fluorescence. A typical
X-ray fluorescence map of this scan type is shown in Fig. 5.15. The optimum position
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Figure 5.15.: Left: Measured X-ray fluorescence dependent on the lateral APD po-
sition. Within the horizontal shape of the measured X-ray fluorescence
even a local minimum can be identified which can be assigned as the
absolute minimum of elastic scattering, thus identifying the optimum po-
sition.
Right: Normalized averaged profile of the respective direction. The cal-
culated optimum positions are marked with red lines.

of the detector head is simply the central position of the measured X-ray fluorescence
profile in both directions. Furthermore, during this scan a jet diameter of 200µm
was used, which can even be identified as a local minimum in the horizontal profile
of the measured X-ray fluorescence, delivering now the optimum position. Typically,
the APD detector head is placed at a certain distance R from the sample to guarantee
that the experiment is performed in the single photon counting regime.

iiiCompare to previous work6,34.
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This chapter introduces into the stability properties of the present setup, in particu-
lar the spatial and temporal stability. Within this thesis two feedback control systems
for the spatial stability have been designed and implemented.
Therefore, a brief overview of theory of feedback control is given at first. Afterwards,
the theory of phase noise is introduced, followed by a detailed investigation of the laser
synchronization which was commissioned in the framework of this thesis at beamline
P11. This chapter closes with an analysis of the spatial stability of the laser and X-ray
beam.

6.1. Theory and Principle of Feedback Control

Feedback control loops are utilized for many different applications, e.g. driving of servo
motors, synchronization applications or for temperature control. The most represen-
tative control mechanism is the Proportional-Integral-Derivative-Controller (PID) and
will therefore be introduced in this section75. The mathematical description of the
parallel PID control mechanism is given by75:

u(t) = Kp

e(t) +
1

Ti

t∫
0

e(τ) dτ + Td
d

dt
e(t)

 , (6.1)

in which Kp denotes the proportional gain, Ti the integral time, Td the derivative time
and t the actual time. The control error e(t) is calculated as the difference between
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a setpoint ysp(t) and the process output y(t). Quite commonly Eq. (6.1) is rewritten
as76

u(t) = Kpe(t) +Ki

t∫
0

e(τ) dτ +Kd
d

dt
e(t), (6.2)

where Kp,Ki and Kd are now the proportional, integral and derivative gain, respec-
tively. The most important properties are summarized in Tab. 6.1 while the information
is taken from the literature75.

Table 6.1.: Summarized PID Controller information according to the literature75.

Term Information Function

Proportional The action of the proportional term is sim-
ply linear to the actual control error. Pure
proportional actions normally result in a
steady-state control error.

Basic controller action.

Integral The action of the integral term is linear to
the time integral of the control error.

Removal of the steady-
state control error.

Derivative The derivative action allows the prediction
of a future process output by a linear ex-
trapolation of the error curve and conse-
quently damps the oscillatory behaviour
of the closed-loop system.

Improvement of the
closed-loop stability.

6.1.1. Properties and Modifications of Control Algorithms

In this section the different characteristics and properties of control algorithms are
illustrated on the basis of different simulated controllers. This section closes with a
brief introduction about common modifications of control algorithms. The reader is
referred to the literature75 for a more detailed description.

A pure proportional controller action for different gains is simulated in Fig. 6.1a. It
can be identified that higher proportional gains decrease the rise time of the controller,
but additionally increase the so-called overshoot 75,76.
A simulated PI feedback control algorithm is shown in Fig. 6.1b. It is illustrated that
higher integral gains cause a faster rising of the controller output, lead to an increased
overshoot and, due to the oscillatory behaviour, an increased settling time 75,76.

A complete PID control algorithm is simulated in Fig. 6.1c. It is shown that the over-
all oscillatory process is now damped and decreases for higher derivative gains. As a
consequence the settling time decreases, which in turn improves the closed-loop sta-
bility75,76. The properties are summarized in Tab. 6.2 by means of increasing gains76.
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Table 6.2.: Summarized properties by means of increasing gains. Table is adapted from
reference76.

Increasing Gain Rise Time Overshoot Settling Time

Proportional Decrease Increase No definite trend
Integral Decrease Increase Increase

Derivative No definite trend Decrease Decrease

The common modifications of control algorithms, in particular the so-called deadband -
and integral threshold, are explained in the following.
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Figure 6.1.: Illustrated process output for different simulated control mechanism with
varying gains. a) Pure proportional controller with varying gains Kp. b)
PI controller with varying integral gains while Kp remains fixed. c) PID
controller with varying derivative gains while Kp and Ki remain fixed.
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Deadband threshold

The deadband threshold, negative as well as positive, defines a region around the
desired setpoint in which no control action is performed if the actual control error
lies within this region. The purpose of a deadband threshold is to make the control
algorithm less sensitive to measurement noise, thus increasing the stability. Depending
on different applications for feedback control, the thresholds in this framework are
determined in a trial and error sequence.

Integral threshold

Integral thresholds address a nonlinear effect occurring in the nature of process outputs,
the integral windup 75. For example motors have limitations, e.g. a limited travel range
or a non-negligible amount of backlash75.
In the first case, it is assumed that the control variable reaches the actuator limits,
thus the closed loop mechanism starts to break and runs open loop75. The motor will
then physically remain at the same position independently of the controller action and
thus the integral action grows larger by time, called integral windup75.
In the second case, a backlash disturbs the controller action if the feedback direction
is reversed. Usually it takes several control actions until the gear shaft has turned,
thus leading to a winded up integral. Once the shaft starts turning, the subsequent
feedback action commonly results in a strong overshoot.
Both scenarios can be prevented by limiting factors75. In the framework of this thesis
either a threshold of integral action or the limitation of the integration time, where
the controller only accounts a small amount of the previous process outputs, is used.

6.2. Theory of Phase Noise and Signal Source Analyzers

Phase noise is an important element for many applications based on radio frequencies78

and is briefly explainend in the following according to the literature77,78. Firstly, an
ideal oscillator

u(t) = Ac sin(2πfct)

is assumed, where fc is the carrier frequency and Ac the corresponding amplitude77.
Performing a Fourier transformation to look closely at the related amplitude spectrum,
this ideal sine signal would then appear as a sharp peak with an amplitude Ac at
frequency fc

77. Nevertheless, in reality the oscillator performance is limited and small
random signal fluctuations in amplitude and phase will occur, thus leading to the
description77

u(t) = [Ac +An(t)] sin(2πfct+ ϕ(t)),

where An(t) and ϕ(t) are noise contributions in amplitude and in phase, respectively.
These contributions lead to additional spectral components in the amplitude spectrum,
whereupon in the power spectral density SΦ sidebands are formed, centered around the
carrier frequency fc

77. The two-sided power spectral density describes phase variations
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Figure 6.2.: Determination of the single sideband phase noise SΦ. fi: Offset frequency,
∆f : Bandwidth, fc: Carrier frequency, Pc: Total carrier power, Pn(fi):
Noise power at offset frequency fi. Figure is redrawn and based on refer-
ence77,78.

(rms) as a continuous function for a given bandwidth78. Consequently the phase noise
LΦ(fi) is defined as the single sideband power Pn(fi) referenced to the total carrier
power Pc per bandwidth ∆f 77i

LΦ(fi) =
Pn(fi)

Pc ·∆f
, (6.3)

where fi = f − fc denotes the offset frequency from the carrier. The determined
phase noise is commonly expressed in decibel relative to the carrier power per Herz
[dBc/Hz]77,78.

6.2.1. Measurement of Phase Noise with Signal Source Analyzers

Phase noise measurements can be performed with a so-called signal source analyzer
(SSA). The operation principle and signal course is shown in Fig. 6.3.

First of all, the signal is band-pass filtered in order to define the carrier frequency
fc. Inside the analyzer the carrier frequency fc is automatically detected and then
synthesized by an internal low noise and temperature stabilized oscillator. Both signals
are subsequently mixed and low-pass filtered. The resulting signal is amplified and then
Fourier transformed to determine the phase noise data as described in Eq. (6.3).
Typically the measurement bandwidth used is larger than 1Hz, due to technical reasons
as it would require a very narrow band-pass filter78. Therefore, a wider band-pass
window is chosen and the data sets are later on mathematically extrapolated to 1Hz
measurement bandwidth78.
Phase noise measurements are typically limited by thermal noise, which is at room-
temperature −174 dBm/Hz77.

iThe relationship between power density and phase noise is given by77 LΦ(fi) =
1
2
SΦ(fi).
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Figure 6.3.: Principle of operation of a signal source analyzer (SSA). fc: Carrier fre-
quency, f : Frequency, fOsc: Oscillator frequency, FFT : Fast Fourier
Transform, LΦ: Single sideband phase noise, M: RF Mixer, BPF: RF
Band-pass filter. Figure is based on reference79.

6.2.2. Relationship between Phase Noise and Timing Jitter

According to the literature81, the timing error ∆t of a pulse is defined as the deviation
of the related temporal position from a reference. Here a necessary criterion lies in the
assumption that the pulses can be separated from each other81. Treating the reference
as the related pulse position of a theoretical source without any noise contributions,
the actual temporal pulse position can be linked to a phase error81ii

∆ϕ = 2πfc∆t, (6.4)

where fc denotes for example the carrier frequency. The single sideband phase noise
Lϕ(fi) can also be expressed as80iii

Lϕ(fi) =
∆ϕ2

rms

∆f
with fi = f − fc, (6.5)

where ∆ϕrms is the rms phase variation of the carrier frequency, fi the offset frequency
and ∆f is the measurement bandwidth (see Fig. 6.2).
In case of pulsed laser sources the carrier frequency fc is typically selected out of the
(electronic) Fourier comb of the oscillator pulse train with a band-pass filter after
detection with a fast photodiode80. By using the relationship between the spectral
power density SΦ and the timing jitter density S∆t

81,82

SΦ(fi) = (2π fc)
2 S∆t(fi) with LΦ(fi) =

1

2
SΦ(fi),

iiCan also be compared to reference80.
iiiThe ongoing description follows reference80 which is based on the literature81,82.
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the latter can be directly derived as80

S∆t(fi) =
2

(2πfc)2
Lϕ(fi). (6.6)

The integral of the spectral timing jitter density provides the square of the timing
jitter in a defined offset frequency interval fi = [f1, f2]

80:

∆trms(f1, f2) =

√√√√√ f2∫
f1

S∆t(fi) dfi, (6.7)

which is similar to the expression that power density spectra describe rms phase varia-
tions. This relationship is utilized in this framework to calculate the timing jitter from
the measured phase noise of a spectrum analyzer.

6.3. Synchronization in Time-Resolved Pump and Probe
Experiments

As described in Sec. 4.1.1, the synchrotron PETRA III is operated with a 500MHz
reference radio frequency. For time-resolved pump and probe experiments at beamline
P11 the installed laser system (see Sec. 5.2) has to be synchronized to this reference at
a small timing jitter to achieve a temporal resolution equal to the X-ray bunch length
of PETRA III. Therefore, this section presents the characterization of the PETRA III
master reference and the determination of timing jitter contributions from the pump
laser system at beamline P11.

6.3.1. Characterization of the RF Signal

The 500 MHz RF signal is distributed electrically through the PETRA III hall to
the different beamlines. A device called bunchclock can be connected to the 500MHz
distributor to extract both the revolution frequency and sub-harmonics of the RF
signal. Various experimental devices which require a timing input can be synchronized
to these signals.

In order to characterize the reference quality, the phase noise was measured with
a signal source analyzer to determine the timing jitter according to Eq. (6.7). The
outcome is shown in Fig. 6.4, where the green curve represents the measured phase
noise and the red curve the integrated timing jitter.
Following the phase noise curve from low to high offset frequencies, two nearly linear
sections can be identified, which are most likely the result of a phase-locked reference to
low noise oscillators. Most of the timing jitter originates from low frequencies towards
100Hz, especially at the offset frequency of fi = 100Hz an important spike caused by
an harmonic of alternating current (AC) noise can be identified.
However, the integrated timing jitter of ∆trms = 452.2 fs in the frequency interval of
fi= [10Hz,10MHz] is sufficient for the experiments described in this thesis.
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Figure 6.4.: Measured single sideband phase noise (dark blue) of the PETRA III ref-
erence and calculated timing jitter (red).

6.3.2. Laser Oscillator Synchronization

In order to perform time-resolved pump and probe experiments, the laser oscillator
pulse train is synchronized to the PETRA III synchrotron by a so-called phase-lock 84,
which is related to a constant phase offset between the cavity frequency and the PE-
TRA III master reference (500MHz). For this purpose, a custom oscillator with a
repetition rate of about 83.3MHz has been designed by the manufacturer Light Con-
version in order to be consistent with the 6th sub-harmonic of the inherent RF at
PETRA III. In addition, the oscillator houses two different piezoelectric actuators,
which are connected to folding mirrors83. One actuator features a high resonance
frequency, while the other actuator controls a mirror at a low resonance frequency83.
The fast actuator exhibits a small stroke and retains the phase-lock at a small timing
jitter, while the other one exhibits a huge stroke to maintain long-term stability83,84.
In addition, the fast piezoelectric actuator covers one beam reflection per round-trip,
while the slow piezoelectric actuator features two beam reflections per round-trip to
increase the total covered beam path83.

The diagram of the implemented phase-locked loop (PLL) at beamline P11 is shown
in Fig. 6.5. Key element of the phase-locked loop in Fig. 6.5 is the phase detector,
which is explained in a simplified way in the following. The description is based on
reference84,85.
On the one hand, the 500MHz PETRA III master reference is mixed with a low noise
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Table 6.3.: Properties of the piezoelectric actuators inside the laser oscillator. (a):
Measured with a spectrum analyzer (not shown here). (b): These parame-
ters are factory values, in practice the distance covered by the low resonance
piezo is around 3300Hz. Magnitudes are taken from reference83.

Type HighResonance LowResonance

Resonance Frequency ∼ 500 kHz 5 kHz
Loaded Resonance ∼ 100 kHza Unknown

Stroke 2µm 12µm
Mirror Reflections 1 2
Distance covered 100Hz 2200Hzb

PETRA III

500MHz

M

BPF: 480MHz

BPF: 20MHz

M

M

PDLaser

83.3MHz

BPF: 500MHz

×2 10MHz

Low Noise

20MHz

Synthesizer

Control Unit

Feedback

Phase detector

∆φo

∆φe

Figure 6.5.: Diagram of the realized phase-locked loop. M: RF mixer; PD: Fast pho-
todiode; BPF: RF Band-pass filter. Figure is based on reference84.

20MHz reference directly followed by a band-pass filter passing only the 480MHz.
On the other hand, a small fraction of the laser beam oscillating at 83.3MHz inside
the cavity is guided onto a fast InGaAs photodiode, which is subsequently followed by
a band-pass filter screening the 6th harmonic out of the electronic Fourier comb of the
oscillator pulse trainiv. The photodiode is saturated in order to prevent amplitude-to-
phase conversionsv. Afterwards, this 500MHz signal and the 480MHz signal originat-
ing from the master reference are mixed and band-pass filtered again, thus leaving a
20MHz signal with the imprinted phase error ∆ϕe. The imprinted phase error repre-

ivCompare to Sec. 6.2.2 for the definition of the carrier frequency fc in case of phase noise measure-
ments

vThe reader is referred to reference86, where a linear behavior of amplitude-to-phase conversion is
illustrated.
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sents the cavity distance from the master reference (see Eq. (6.4)).
Furthermore, a synthesizer provides a low noise 20MHz signal with an adjustable phase
offset ∆ϕo.
Mixing both 20MHz signals leads to a new signal containing an overall phase error
∆ϕ = ∆ϕe − ∆ϕo, which is further utilized by the control unit of the PLL. Hence,
by adjusting the phase offset of the synthesizer the laser pulses can be phase-shifted
with respect to the master reference.
In order to adjust the cavity length to correct for the phase error ∆ϕ, the control unit
translates the latter into a high voltage to control the piezoelectric actuators. By per-
forming the phase correction many thousand times per second this ensures a constant
phase offset between the PETRA III reference and the laser cavity.
Retaining a constant phase offset between laser oscillator and synchrotron is preserved
by an interplay of both piezoelectric actuators. The fast actuator can rapidly balance
small errors up to± 50Hzvi, while in case of long-term drifts - hence exceeding its stroke
- the other actuator compensates in a way that the former can center back between
its limits. Moreover, the control unit has been programmed and can be externally
controlled by the TANGO System at PETRA III.

Active Phase-Lock - Measurements

In the following the PLL performance is characterized on the basis of phase noise
measurements with a signal source analyzer. For this purpose, the laser oscillator sig-
nal, provided by the fast photodiode inside the synchronization unit and containing
the phase error ∆ϕe, was divided by an RF splitter into two signals. One signal was
required to maintain the PLL operation. The other signal was firstly screened by a
500MHz band-pass filter in order to define the carrier frequency fc and afterwards fed
into the signal source analyzer.
The measurements were performed together with Moritz Schlie who simultaneously
characterized a similar laser system as part of his work7. The measurements and line
of argumentation79,80 can therefore be fully compared. The author appreciates the
strong support by Sebastian Schulz during measurements.
First of all, the phase noise of the free-running oscillator was characterized, which is
shown in Fig. 6.6. The curve shows a typical course with an integrated timing jitter
of ∆trms = 785.4 fs in the frequency interval of fi= [10Hz,10MHz]. In addition, it
can be identified that the interception point of laser oscillator and master reference
is around the offset frequency of fi=10 kHz. Afterwards, the oscillator has a slightly
better phase noise progression which motivates to aim for a high locking bandwidth.

The phase-locked oscillator shows an integrated timing jitter reduced by approximately
260 fs to ∆trms = 526.6 fs in the same frequency interval (see Fig. 6.7). Noticeable is
the phase noise progression towards the offset frequency of fi = 100Hz, at this point
the phase-locked oscillator curve leaves the reference providing evidence that the PLL
locking bandwidth is most likely close to 100Hz. In addition, a large increase of timing
jitter caused by AC noise at the same offset frequency is appearing, which could not be

viThis magnitude is with respect to 83.3MHz. The full stroke is typically not utilized during phase-
lock for stability reasons as will be shown later.
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Figure 6.6.: Measured single sideband phase noise (blue) of the free-running oscillator
and reference (green) with calculated timing jitter (red).

observed in the timing jitter of the free-running oscillator. For the present piezoelectric
actuator setup, the resonance frequency of the fast actuator is around 100 kHz, one
would commonly expect a considerably larger locking bandwidth (∼kHz).
A similar laser system with a single piezoelectric actuator for phase-locking was inves-
tigated in a previous work7. This laser system shows a similar phase noise progres-
sion and locking bandwidth while the actuator exhibits a resonance frequency of only
< 1 kHz7. This leads to the assumption that the quality of the PETRA III master
reference could be a limiting factor for phase-locking. However, further investigated
phase-locked loop performances of different laser oscillators are required to sustain this
assumption.
The increase of phase noise occurring in the phase-locked oscillator measurement af-
ter the offset frequency of fi = 100Hz is related to the phase-locked loop control
parameters and increases by increasing the actuator gains in the feedback control
mechanismvii. Typically, it is beneficial to avoid control settings, which produce these
features. However, for the present installation it turned out that higher actuator gains
driving the fast piezoelectric actuator close to its resonance frequency led to a decrease
of timing jitter by simultaneously increasing the spectral actuator feature.

Subsequently the behavior of the phase-locked oscillator with an activated regenerative

viiThis was shown during measurements and is also noticeable by comparing the phase noise measure-
ments between the free-running and the phase-locked oscillator. This spectral feature is completely
missing in the phase noise of the free-running oscillator. Compare to previous work7.
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Figure 6.7.: Measured single sideband phase noise (blue) of the phase-locked oscillator
and reference (green) with calculated timing jitter (red).

amplifier at a repetition rate of frep = 130 kHz was studied. Thereby, the timing jitter
is considerably increased by ≈ 520 fs to ∆trms = 1060.2 fs in the frequency interval
of fi= [10Hz,10MHz], resulting from back reflections of the regenerative amplifier to-
wards the oscillator. This can be identified since spikes are appearing in the phase
noise at the fundamental repetition rate as well as its related higher harmonics. How-
ever, the synchronization and thus the experiment is not affected for frequencies below
the repetition rate as shown by a timing jitter calculation (pale blue) in the offset
frequency interval of fi= [10Hz,100 kHz]. The overall PLL contribution is sufficient
and negligible as the PETRA III bunch length is assumed to be around 44 ps rms.
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Measured Piezoelectric Actuator Interplay and Long-Term Stability

As mentioned in Sec. 6.3.2, both piezoelectric actuators conduct an interplay between
each other in order to achieve a combination of long-term stability and a small timing
jitter during phase-lock. In more detail, the fast actuator is driven by high voltages
originating from a translated control unit signal between 0 and 10V.
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Figure 6.9.: Measured interplay between both piezo actuators inside laser oscillator.
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Every time the control signal reaches a preset upper or lower threshold, the slow
piezoelectric actuator is consulted for phase-locking and moves in a way that the fast
actuator can center back between its limits84. This interplay is shown in Fig. 6.9,
where the lower and upper threshold is set to 3000mV and 7000mV, respectively.
More specificly, when the fast actuator (blue curve) reaches a preset threshold, either
3000mV or 7000mV, the slow actuator (green curve) supports the phase-lock operation
so that the control signal of the fast actuator can be centered back to 5000mV. This
measurement can be utilized in the following. The total drift between the PETRA
III master reference and the PHAROS oscillator can be derived by transforming the
position of the slow piezoelectric actuator to frequency values, leaving only a small
uncerntainty caused by the position of the fast actuator. The measured drift is shown
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Figure 6.10.: Measured drift between the PETRA III master reference and the
PHAROS oscillator utilizing the piezoelectric actuators inside the laser
cavity.

in Fig. 6.10 and reveals an absolute maximum difference of approximately 1 kHz over
ten days. Since the slow actuator covers an overall frequency range of 6 · 3.3 kHz ≈
20 kHz with respect to the master frequency, the long-term stability of the phase-lock
is guaranteed.

6.3.3. Laser Amplifier Synchronization

The synchronization of the regenerative amplifier is independent from the oscillator
phase-locking and will be explained in the following on the basis of reference64. As
mentioned earlier, the existing bunchclock device provides sub-harmonic reference sig-
nals which can be selected as the desired laser repetition rate. In addition, each
signal originating from the bunchclock can be temporally shifted in nanosecond steps.
Fig. 6.11 shows a diagram of the internal timing electronics of the pump laser. The
user-input signal directly initiates the internal sync signal and triggers the Pockels cell
from the regenerative amplifier, combining both the RA On and RA Off signal for
the amplification of the oscillator pulses. Afterwards, the second Pockels cell, acting
as pulse picker, is automatically triggered to release the amplified laser pulse.

For a better practical understanding and with regard to the temporal overlap of X-ray
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Timing Electronics Diagram

Pulse Train Osc

Time

τOsc

Internal Sync
User Input

Laser Sync

tout

tSync

tON

tOff

tpp offset

tpp off

RA ON

RA Off

RA PockelsCell

RA PulseTrain

PP ON

PP Off

PP PockelsCell

PHAROS Out

Delay, e.g. Driver Delay ...Legend:

Figure 6.11.: Diagram of the user input signal passing through the timing electronics of
the pump laser. τOsc: Oscillator period, RA: Regenerative amplifier, tOn:
RA on delay, PP: Pulse picker; tOff : RA Off delay, tppoffset: Pulse picker
offset, tppoff : PP Off delay to PP ON. Figure is based on reference64.

and laser pulses, a simplified picture is shown in Fig. 6.12. Thereby, the oscillator
pulse train and the so-called Pockels cell window are shown. The window has a length
related to the oscillator frequency of roughly 12 ns and its repetition rate is directly
referred to the user input. Shifting this window, e.g. with a delay generator, does not
have an effect on the pulse position itself. Instead, one can choose a desired pulse out
of the pulse train to be amplified and passed out. In order to shift the pulse position
inside the Pockels cell window it is necessary to utilize the synthesizer as described in
Sec. 6.3.2.
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Figure 6.12.: Simplified picture of the Pockels cell window (green).

6.4. Laser Feedback

Within this thesis, an optical feedback system, compatible to the inherent TANGO sys-
tem at PETRA III, was constructed and programmed with the motivation for time-
resolved micro-crystallography where the illuminated sample area is given by a few
microns. Nevertheless, this control setup can also be utilized for the XAFS experi-
ments.
Firstly equipped with two quadrant sensors for beam position detection, the feedback
control mechanism can also work with fast CCD cameras combined with scintillators
as detectors. Therefore, the on-axis microscope, described in Sec. 5.4, can be straight-
forwardly utilized while the sample solution itself during the experiment is used as a
scintillator to observe the beam position.

Table 6.4.: Properties of the piezoelectric ceramics utilized for the optical feedback.

Parameter Magnitude

Stroke 23µm
Loaded Resonance several kHz

Control Bias -10V ... +10V

In order to provide a user-friendly beamline operation a Python88 based software as
well as a user-friendly interface based on the PyQt package has been written. The
software frequently transforms the UV/VIS beam exposure on the CCD camera into
virtual beam positions and subsequently calculates the control errors, which are fur-
ther utilized by a control algorithm as described in Sec. 6.1. For adjustment control, a
mirror system driven by piezoelectric ceramics, is installed. These ceramics are oper-
ated by high voltages originating from a controller unit, which is in turn controlled by
analog-to-digital converters. The piezoceramics feature a maximum stroke of 23µm in
both horizontal and vertical direction (see Tab. 6.4), which leads to feasible compen-
sated deviations up to 100µm for the existing XAFS setup. The bandwidth is limited
by the used CCD camera, however, for mainly thermal drift compensation only a feed-
back control of a few Hz is required. The working principle of the control mechanism
is illustrated in Fig. 6.13, showing an active lock-run of the laser beam to the preset
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Figure 6.13.: Illustration of the working principle of the optical feedback loop. The
laser beam excites the sample molecules inside the liquid jet. The visible
luminescense is used to lock the beam position in the on-axis microscope
used in the XAFS setup.

position utilizing the outgoing luminescence from the sample for position detection.
The laser feedback control mechanism was commissioned for different moderate actu-
ator (PID) gain settings. Limiting factors in the control algorithm were not necessary
and the only concern was the laser safety and a stable long-term operation. Therefore,
the developed software automatically pauses the control action if a Pockels cell, e.g.
the pulse picker, inside the laser system shuts the beam. Afterwards, the software
automatically resumes the feedback operation if the Pockels cell is turned active again.
This procedure is mandatory since the XAFS measurements are typically performed in
a step scan operation, in which the UV/VIS beam is closed while the X-ray monochro-
mator is approaching for a new energy, to avoid unnecessary sample degradations. For
general safety concerns the feedback control algorithm is automatically stopped (no
resume) if the safety interlock of the experimental hutch is broken. In general, the
laser system at beamline P11 proved to be absolutely long-term stable due to the fact
that it is mounted on the same solid granite support as the XAFS setup. Drifts only
occurred with a maximum deviation of a few microns at the sample position in case
of the XAFS setup. These small deviations are negligible in cases of sample and laser
beam sizes around 100 - 200µm. Nevertheless, this setup is a powerful tool to align the
UV/VIS beam from the outside of the experimental hutch and to fine tune the spatial
overlap between X-ray and laser beam.
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Figure 6.14.: Typically measured laser beam position variations during an experiment
showing the spatial drift of the laser beam measured over roughly 5 hours.
Top: Horizontal beam position; Bottom: Vertical beam position.

6.5. X-ray Feedback

During the last years many efforts where put into the development of new ways to
stabilize X-ray beams. For example fluorescent foils can be utilized to optically visu-
alize the X-ray beam position while monitoring the foils with fast cameras providing
information for feedback control. However, this method lacks information about the
incident photon flux and, due to the nature of the scintillator, a precise position de-
tection down to a few micrometer.
Another way to monitor the beam position is to place small slits or blades within the
beam propagation while monitoring the outgoing photon flux with diamond foils or ion
chambers working in transmission mode. Whenever the flux drops, an optical element
can be moved until the flux reaches its maximum back again. On the one hand, this
method exhibits the advantage of a precise photon flux determination. On the other
hand, it lacks a two dimensional position information, causing the control mechanism
to revise the feedback direction in a trial and error sequence.

Within this thesis and for the first time at DESY, a newly in-house developed diamond
foil X-ray Beam Position Monitor (XBPM) has been characterized, installed and pro-
grammed for user operation. Photographs of both the XBPM front- and backside are
shown in Fig. 6.15. The concept and working principle derives from the well-known
quadrant detectors commonly used in laser optics. The core element of this detector
is a CVD (Chemical Vapor Deposition) diamond foil, which exhibits the feature to be
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X-ray Beam Position Monitor

Frontside Backside

Figure 6.15.: Photographs of the X-ray Beam Position Monitor (XBPM). Left:
Frontside, Right: Backside. [By Courtesy of B. Steffen].

Table 6.5.: Detailed parameters of the installed XBPM at Beamline P11. (a): This res-
olution was characterized during this thesis (not shown here). Magnitudes
are taken from reference87.

Type Value

Foil CVD Diamond
Thickness (Foil) 10µm

Coating Aluminum/Titan
Thickness (Coating) 200 nm/10 nm

Active radius 5mm
Horizontal gap 50µm
Vertical gap 20µm
Resolutiona ≈ 1.75µm

highly transparent for X-rays. For this purpose, a foil of only 10µm thickness is used
to preserve the high photon flux while operating in transmission mode (see Fig. 6.17).
Finally, to construct electrical contacts, the foil is primarily coated with 10 nm titan
serving as a bonding agent for the later on coated 200 nm aluminum (see Tab. 6.5), thus
designing four quadrants at where the current can be measured. The XBPM has to
be operated in vacuum, therefore, one is placed inside the intermediate focus chamber
(see Sec. 4.2.4) as first element for feedback control and another BPM is directly placed
before the KB system to visualize the outgoing X-ray beam from the monochromator.
The placement of the XBPM in the chamber as first element is of strategic interest.
This leads to the possibility to measure the full photon flux before any significant
beam manipulation by pinholes or slit systems occurs. An overview about the XBPM
parameters is shown in Tab. 6.5 and the working principle is illustrated in Fig. 6.16.
Each quadrant current is amplified and converted to a voltage signal by a low noise
current amplifier and then digitized by a gated analog-to-digital converter (ADC) to
average the signal over the preset gating time.
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The normalized beam position can then be calculated by

X =
(IB + ID)− (IA + IC)∑

I
, (6.8)

Y =
(IA + IB)− (IC + ID)∑

I
. (6.9)

For an active beamline operation a Python88 based software as well as a user-friendly
interface based on the PyQt package has been written. The calculated normalized X-
ray beam positions are further utilized by a control algorithm as described in Sec. 6.1
to calculate the error signal and the respective actions. Deviations in the horizon-
tal direction are balanced by the rotation angle of the second horizontal mirror (see
Sec. 4.2.3), while the pitch 2 angle of the monochromator (see Sec. 4.2.2) is utilized to
regulate the vertical position.
At first a resolution limit of R ≈ 1.75µm was characterized. Special care has to be
taken to account for the backlash of the stepper motor, which is used to set the pitch 2
angle. This motor is located in vacuum and a constant feedback control would induce
to much heat, thus increasing the risk of damaging the motor. Therefore, an integral
limit is set within the respective part of the control algorithm, decreasing the possibility
of integral windups and overshooting. Furthermore, a different deadband threshold for
each beam operation, defined by the bending of the X-ray mirrors (see Chap. 4.2.3),
is chosen to address the changing sensitivity of the XBPM to different X-ray beam
sizes. The varying sensitivity to different X-ray beam sizes is the direct consequence
of the gap sizes of the quadrant detector. Thereby, a stronger focused X-ray beam will
less over-illuminate the gaps than a non-focused X-ray beam, especially in the vertical
direction, which leads to an increased sensitivity to intensity variations.
The deadband supports avoiding a reverse of the feedback direction as well. An addi-
tional photon flux threshold guarantees the safety to prevent any feedback operation
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Figure 6.16.: Working principle (side view) and geometry (front view) of a quadrant
detector with labeled areas. To determine the beam position, the current
of each quadrant has to be measured. For a CVD diamond foil current
amplifiers sensitive to a few nA have to be used. Figure is based on
reference87.
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Figure 6.17.: Calculated X-ray transmission as a function of energy for different dia-
mond foil thicknesses. For any experiment operating at energies below
an X-ray energy of 8 keV it is recommended to use thin diamond foils
as active layer for XBPMs. The transmission was calculated using the
software XOP35.

and thus a movement of an optical element if the measured photon flux is below the
threshold.
In the following section a detailed investigation of the X-ray beam stability at beamline
P11 is presented.

6.5.1. Spatial X-ray Beam Stability at Beamline P11

The beamline P11 is operated with bending mirrors to focus the X-ray beam. The
mirrors are continuously bendable and allow beam sizes from (635× 425)µm rms down
to (16 × 96)µm rms (v×h)58,60. However, the bender operation can be classified into
three different regimes for the experiments: the relaxed beam, the semi-focused beam
and the focused beam.
In order to characterize the frequency of noise contributions, both X-ray monitors were
sampled by 3.25 kHz at 8 keV to measure the current and to classify noise contributions.
First of all, the XBPM directly behind the monochromator in the optic hutch is subject
for investigation. The calculated currents for the horizontal and vertical position and
the related amplitude spectra are shown in Fig. 6.18. By comparing the amplitude
spectrum with the spectrum from the measured current, both vertical and horizontal,
it can be identified that only minor (relative) noise contributions are present.
In case of the horizontal direction the largest contribution originates from a spike at
33Hz followed by slightly less features at 46Hz and 48Hz. Regarding the vertical
position the same frequencies can be also identified as noise contributions at small
amplitudes in the amplitude spectrum. The same measurement was repeated for the
XBPM utilized for feedback control in the experimental hutch. The outcome is shown
in Fig. 6.19. By comparing these spectra with the measured spectra from the XBPM
directly after the monochromator, quantitative and also qualitative conclusions can be
drawn. The relative amount of noise appearing in the horizontal direction is basically
constant, while in the vertical direction a significant increase of amplitude can be
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Figure 6.18.: a): Measured current of the XBPM behind the monochromator sampled
by 3.25 kHz at an X-ray energy of 8 keV for the respective direction. b):
Calculated amplitude spectrum showing noise at frequencies of 33Hz,
46Hz and 48Hz.

identified, leading to a strong evidence that noise contributions have their origin in
angular vibrations of the two crystals inside the monochromator chamber. The noise
feature at 46Hz exhibits now a relative amount of amplitude of roughly thirty to fifty
percent. In addition, an harmonic vibration at 92Hz appears, indicating that the noise
contribution at 46Hz is of main interest.
The monochromator stability is still subject of investigation, however, for now the
noise contributions in the X-ray beam position are most likely related to the crystal
vibrations inside the monochromator chamber, which in turn are excited by the flowing
nitrogen inside the rotary feed-through due to the liquid nitrogen pump.
In conclusion, it is shown that large noise contributions occur at rather high frequencies.
This has a great impact for experiments, which strongly rely on stability, e.g. any
experiment where small or dilute samples are used. To complete the first series of
measurements, the spectrogram showing the power spectral density over time is shown
in Fig. 6.20. It can be seen that the described noise contributions are constant over
time and not linked to any event.
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Figure 6.19.: a): Measured current of the XBPM inside the intermediate focus cham-
ber sampled with 3.25 kHz at an X-ray energy of 8 keV for the respective
direction. b): Calculated amplitude spectrum showing noise contribu-
tions at frequencies of 33Hz, 46Hz and 48Hz.
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Figure 6.20.: Calculated spectogram from the measurement of the XBPM inside in-
termediate focus chamber sampled with 3.25 kHz at an X-ray energy of
8 keV.
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Stability during injection - Top-Up Mode

As described in Sec. 4.1.1, the PETRA III synchrotron is operated in top-up mode
to maintain a constant ring current (∼ 1%). For this purpose electrons are period-
ically injected to the weakest bunches. These injections are occurring roughly every
minute53 and have an influence on the X-ray beam stability. Therefore, an injection
was visualized with an XBPM, which is shown in Fig. 6.21 and Fig. 6.22.
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Figure 6.21.: a): Measured current of the XBPM inside the intermediate focus cham-
ber sampled with 3.25 kHz at an X-ray energy of 8 keV during top-up
injection for the respective direction. Noticeable are spikes appearing in
the horizontal direction. b): Calculated amplitude spectrum in which
the top-up injection is visualized by a broad series of frequencies in the
horizontal amplitude spectrum.

The injection can be fairly seen in the spectrogram of the horizontal X-ray beam posi-
tion, where after two seconds of measurement time oscillations occur. These oscillations
govern a broad spectrum of frequencies and originate from the orbit adjustment inside
the storage ring. Hence, this strongly affects measurement noise and is one reason for
a deadband setting within feedback control.
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Figure 6.22.: Spectogram showing a top-up injection, which is noticeable as lines in the
horizontal direction after two seconds measurement time. Measurement
was performed at an X-ray energy of 8 keV with a sample rate of 3.25 kHz.

Relaxed Beam

The sensitivity of the XBPM varies with different beam sizes and only accounts relative
changes in the X-ray beam position. The absolute spatial deviation is roughly 1µrad
rms, which will be shown during the following sections. With a view to energy scanning
experiments, this section presents and analyzes the major operations, in which the
beam stability has been measured for at least several hours with 2Hz bandwidth.
At first, the completely relaxed bender setting with no focusing is introduced. For a
general view about the beam stability, the beam position during an energy step scan
of the monochromator and a subsequent fixed-energy operation was measured. Within
this bender setting, the deadband threshold of the control algorithm can be comfortably
set to ≈ 5.25µm. The control algorithm was configured with high proportional gains
and moderate integral and derivative gains tracking a feedback policy to shift the beam
into the deadband region at short rise times.
The measurement is illustrated in Fig. 6.23, in which the different operation modes of
the monochromator, step scan and fixed energy, can be fairly easy distinguished by
eye. Approaching for a new X-ray energy most likely leads to a forth- and back flap of
the second crystal at the beginning of the crystal movement, which can be identified
as spikes in the measured X-ray beam position, especially in the vertical direction. In
most cases the original vertical X-ray beam position cannot be recovered and has to
be corrected by the pitch 2 angle slightly shifting the X-ray beam position back inside
the preset deadband region, while the horizontal position remains relatively stable.

In strong contrast to the step scan operation is the monochromator behavior at a
fixed X-ray energy. The X-ray beam most likely drifts towards the upper deadband
threshold and once it starts leaving the deadband region, it gets constantly pushed
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Figure 6.23.: X-ray beam position measured with relaxed mirror bender settings dur-
ing an energy step scan and subsequent fixed energy operation with a
deadband threshold around 5.25µm. Top: Horizontal beam position;
Bottom: Vertical beam position.

towards the opposite direction resulting in a reversed drift. Therefore, the natural
drift of the X-ray beam is towards upper direction resulting from a slightly tilting of
the second crystal. A 2D histogram of the X-ray beam position is shown in Fig. 6.24,
where the main X-ray beam position is directly beneath the upper deadband threshold.
Moreover, a vertical drift of ∼200 nrad per hour during an active feedback control can
be determined after several hours of beam exposure on the crystals.
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Figure 6.24.: X-ray beam stability measured with relaxed mirror benders. Dashed
white lines: Deadband threshold of ≈ 5.25µm.

Semi-Focused Beam

Setting the mirror benders to an average value between the maximum adjustable cur-
vature and no curvature leads to the next regime, the semi-focused beam.
Similar to the measurement in the relaxed mirror setting, the X-ray beam position was
measured during an energy step scan of the monochromator as well as a subsequent
fixed energy operation (see Fig. 6.25).
The main difference is a different feedback policy and a wider deadband threshold of
≈ 8.75µm, which was set to account for the increased measurement noise. In con-
trast to the relaxed bender setting policy, in which the X-ray beam position is slightly
shifted back into the preset deadband region, thus maintaining a quasi-stable position
beneath the threshold, it is attempted to push the X-ray beam position back to the
center of the deadband region. The motivation is based on the negligence of frequently
detected small X-ray beam position deviations to avoid a constant feedback control.
This is achieved by either an interplay of proportional and integral actions or as lately
applied, a control algorithm utilizing a proportional action at high gains supported by
an average derivative contribution.
The feedback policy can also be identified in the 2D histogram shown in Fig. 6.25, in
which one main X-ray beam position is basically centered inside the deadband region.
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Figure 6.25.: X-ray beam stability measured with semi-bended mirrors. Dashed white
lines: Deadband threshold of ≈ 8.75µm.

In addition, the natural drift direction towards the positive vertical direction can be
sustained by a frequent occurrence of X-ray beam positions appearing beneath the
positive deadband threshold.

Focused Beam

Setting the mirror benders in a region near the maximum adjustable curvature defines
the last regime, the focused beam. To determine the spatial X-ray beam stability,
the X-ray beam position was only measured during a fixed-energy operation of the
monochromator. Similar to the semi-focus regime, the deadband threshold was set
to ≈ 8.75µm following the same feedback policy as previously described. The X-ray
beam position histogram is shown in Fig. 6.26 and clearly illustrates a devastating
spatial X-ray beam stability. No defined occurrence of the X-ray beam position can be
identified, instead the X-ray beam position is widely spread throughout the deadband
region. Regarding the vertical direction, even without moving the crystals inside the
monochromator, a not negligible amount of X-ray beam positions can be identified
out of the preset thresholds. Thereby, amplitudes of X-ray beam deviations up to and
above (not shown here) 20µm (≈ 1µrad rms) are visible. It is important to mention
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Figure 6.26.: X-ray beam stability measured with strongly bended mirrors. Dashed
white lines: Deadband threshold of ≈ 8.75µm.

that these deviations were measured with a sample rate of 2Hz only. The outcome of
this spatial analysis is mainly that high focusing regimes of the X-ray beam are not
suitable for experiments in which small differences between similar measurements have
to be detected. The whole concept of creating a secondary source of the X-ray beam
with bending mirrors inside the intermediate focus chamber, as described in Sec. 4.2.4,
has to be reconsidered and will not work under the present circumstances.
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This chapter presents the - to our knowledge - first static and time-resolved XAFS
studies of the green phosphorescence emitter complex Ir(ppy)3.
In particular static and time-resolved L3- and L2-edge absorption spectra of iridium
were measured to investigate the structural and electronic changes after photoexci-
tation of the metal-to-ligand charge transfer band. For this purpose, the sample
was photoexcited with femtosecond laser pulses at a wavelength of 343 nm and af-
terwards probed with X-ray pulses at a time delay of 100 ps to obtain the transient
spectrum. The excited 3MLCT state could be determined from the obtained XAFS
spectra utilizing an ionic approximation. The results present a direct visualization of
the metal-to-ligand charge transfer by an investigation of the ionization potential shift.
The octahedral crystal field splitting 10Dq could be determined from the XAFS spec-
tra (see Sec. 7.2.1) and used to calculate the first experimental estimate of the bond
length change upon photoexcitation using an octahedral approximation. Additional
time scans, in which the laser pulse is temporally shifted with respect to the X-ray
pulse, were performed to characterize the temporal resolution of the experiment and
to provide information on the second-order decay kinetics of the triplet state.

The measurements presented in the following were mainly obtained during a beam-
time in August 2013. The author appreciates the strong support by Philip Roedig,
Alexander Britz and Tadesse Assefa during measurements.

7.1. Ground State XAFS

For the present XAFS studies the sample was dissolved in dimethyl sulfoxide at a
2mM concentration and the monochromator crystal pair was selected as Si(111), thus
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providing an energy resolution of ∆E/E = 1.3 · 10−4 at 12 keV. The X-ray beam size
was defined by a platinum pinhole of 150µm and the jet diameter was chosen to be
200µm. The jet velocity was measured with 7± 1m/s.
The L3 and L2-edge absorption spectra of Ir(ppy)3 were then measured in the X-ray
fluorescence yield mode at room-temperature accumulating the fluorescence yield in
the single photon counting regime for 3 · 106 shots for each energy step. The incident
number of X-ray photons per shot was estimated with ∼ 4.1 · 105, which results in
∼ 1.2 · 1012 incident X-ray photons per data point. In each energy scan the region
around the absorption edges was typically probed with fine step sizes of 0.5 eV. After
the absorption edges the step size was gradually increased up to 5 eV after the first
fine-structure modulation in order to obtain a sufficient energy range for edge-jump
normalization. Furthermore, the sample solution was completely exchanged in order to
avoid spectral changes induced by sample degradation due to radiation damage after
each scani.
The ground state spectra were normalized to the absorption edge-jump ∆µ0 with a
set of spline functionsi and several glitches in the spectra were removed (see App.A).
The resulting spectra are shown in Fig. 7.1.
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Figure 7.1.: Normalized ground state XAFS spectra of the Ir(ppy)3 molecule dissolved
in dimethyl sulfoxide with a concentration of 2mM.
Left: L3-edge spectrum in which the spectral resonances are denoted as
B3, C3 and D3.
Right: L2-edge spectrum. The features denoted as B2, C2 and D2.

As described in great detail in Sec. 2.1.1, the spectral resonances in the near-edge struc-
ture region of the absorption spectra primarily arise in consequence of dipole allowed
transitions of photoelectrons to empty bound states (∆l = ± 1 and ∆j = ± 1, 0)37ii.
For the present L-edge spectroscopy the features can therefore be qualitatively assigned
to transitions of excited core electrons from 2p3/2 (L3) and 2p1/2 (L2) orbitals to empty
or partially filled s and d orbitals. In both spectra the spectral resonances are denoted

iStandard experiment description. Compare to reference6.
iThe software used for normalization of XAFS spectra is the demeter package95,96.
iiThe following description including the qualitative assignment of the photoelectron transitions and

spectral resonances follows and is based on the literature9,37. Several other publications, which
characterize ruthenium93,102 or rhemium94 complexes in L-edge experiments are available. The
classified photoelectron transitions are also in reference to the literature25, which describes L-edge
measurements of a platinum sample.
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7.2. Excited State XAFS

by B, C, and D, while the subscript 3 and 2 indicates the L3- and L2-edge features,
respectively.
The electronic structure of Ir(ppy)3 in the ground state is characterized as a low-spin
5d6 configuration in which the t2g set is completely filled with electrons while the eg
set is left empty (see Sec. 3.2). Therefore, the resonance B can be assigned to the ab-
sorption of excited 2p3/2 core electrons in 5d3/2 and 5d5/2 orbitals (eg) at the L3-edge.
Furthermore, the B feature at the L2-edge can be classified as the absorption of excited
2p1/2 core electrons in 5d3/2 (eg) orbitals.
The C features, which accompany the B resonances and fairly seem to overlap with
them, can be probably assigned to either the absorption of photoelectrons in higher
lying 6s1/2 orbitals37 or multiple-scattering resonances9. The D features, which are
at sufficiently high energies above the first inflection point on the edge resonances
(∼45 eV), mark the first fine-structure modulations9.

7.2. Excited State XAFS

The L-edge spectroscopy of Ir(ppy)3 was extended into the pump-probe configuration
as described in Sec. 2.3. The liquid jet is exposed to short laser pulses at a wavelength
of 343 nm to trigger the photocycle of the metal-to-ligand charge transfer described in
Sec.3.4. The photoinduced electronic and structural changes of the sample are sub-
sequently detected by the following X-ray pulses yielding the so-called pump-probe
spectrum.
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Figure 7.2.: Left: L3-edge ground state XAFS spectrum of the Ir(ppy)3 molecule
(2mM) dissolved in dimethyl sulfoxide (red curve) with the measured
normalized transient difference spectrum ∆T (E, t) (blue curve). Right:
Magnified transient difference spectrum ∆T (E, t) with denoted main fea-
tures where a new transition A′

3 appears.

The transient difference spectrum ∆T (E, t) is created as the difference between the
measured pump-probe spectrum and the ground state spectrum AGS(E). The ob-
tained spectrum serves as a photoexcited fingerprint and can provide qualitative hints
of the photoinduced changes. The transient difference spectra within this thesis were
obtained by measuring the pumped and unpumped signals at time delays of 100 ps and
7.69µs between laser pump and X-ray probe pulse, respectively. The applied gating

85



7. Time-Resolved Pump and Probe X-ray Absorption Fine Structure Spectroscopy Experiments

scheme is described in Sec. 5.7.1. The transient spectra obtained at the L3 and L2-edge
are shown in Fig. 7.2 and Fig. 7.3, respectively.
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Figure 7.3.: Left: L2-edge ground state XAFS spectrum of the Ir(ppy)3 molecule
(2mM) dissolved in dimethyl sulfoxide (red curve) with the measured
transient difference spectrum (blue curve). Right: Magnified transient
difference spectrum ∆T (E, t).

The first prominent observation between the transient spectra is the appearance of an
additional absorption peak at the left flank of the edge resonance in the L3 spectrum,
which is not observed in the L2 spectrum. This additional absorption is further de-
noted as A′ feature and reflects the absorption of photoelectrons in the photoinduced
vacancy of the t2g set9,37.

Moreover, in both spectra the spectral resonances B and C qualitatively lose intensity
around their maxima and gain intensity at their high-energy side, revealing that these
spectral features experience a blue shift in energy, caused by the photoinduced tempo-
ral oxidation of the iridium atomiii. Feature D most likely experiences also a blue shift
in both spectra. As described in Sec. 2.3, the measured intensities in an X-ray pump
and probe configuration depend on the dynamic fraction of the excited state species.
Therefore, the measured transient difference spectrum ∆T (E, t) is defined as9,10,33

∆T (E, t) = f(t) · (AES(E, t)−AGS(E)), (7.1)

where f(t) is the photoexcitation yield characterizing the excited state fraction while
AES(E, t) and AGS(E) are the excited state spectrum and the ground state spectrum,
respectively. The excited state spectrum can then be derived by

AES(E, t) =
∆T (E, t)

f(t)
+AGS(E). (7.2)

In order to obtain the excitation yield, the complex is treated in an ionic approxi-
mation at the L3-edge. The following method was also applied in a previous work33.
Thereby, the ground state and the excited state are treated according to their - ion-
ically approximated - electronic configuration of the metal valence orbitals (5d). In

iiiCommon line of argumentation of a blue shift. Compare to reference33. The ongoing description
and determination of the excited state spectrum utilizing an ionic approximation follows now and
is based on reference33.
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7.2. Excited State XAFS

more detail, the photoinduced vacancy in the t2g set defines the electronic structure of
the excited state as a 5d5 configuration while the ground state is represented by a 5d6

configuration (see Sec. 3.4)iv.
As described, the edge resonance at the L3-edge originates from the absorption of ex-
cited 2p core electrons in the metal valence orbitals (5d). Therefore, the integrated

ground state absorption Aedge
GS obtained at the edge resonance corresponds to 4/10 of

the hypothetical integrated edge absorption Aedge
d-empty, which would arise from com-

pletely empty metal valence orbitals. In turn, the integrated edge absorption in the
excited state Aedge

ES is related to 5/10 of the integrated edge absorption with empty
metal valence orbitals:

Aedge
GS =

4

10
Aedge

d-empty, (7.3)

Aedge
ES =

5

10
Aedge

d-empty. (7.4)

Inserting Eq. (7.3) in Eq. (7.4) further yields the condition of the ionic approximation33

Aedge
ES =

5

4
Aedge

GS . (7.5)

According to Eq. (7.2), the photoexcitation yield is assumed to be 13%. The reader is
referred to App. E for a detailed calculation.
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Figure 7.4.: Plotted L3-edge XAFS spectrum of Ir(ppy)3 dissolved in dimethyl sulfoxide
in the ground state (red curve) and the excited state (green curve). The
difference spectrum is illustrated in blue.

The obtained excited spectrum together with its corresponding ground state spectrum
at the L3-edge is shown Fig. 7.4. The features of the excited state are further indicated
with a prime. The edge resonance clearly consists of at least two spectral resonances

ivCompare also to the reference9 where the Ru(bpy)3 complex is described which exhibits a similar
photocycle.

87



7. Time-Resolved Pump and Probe X-ray Absorption Fine Structure Spectroscopy Experiments

and experiences a chemical shift.
The L2 absorption spectra for the ground state and the excited state are shown in
Fig. 7.5. The excited state features are again denoted with a prime. As expected, the
L2-edge spectroscopy reveals a chemical shift as previously shown at the L3-edge.
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Figure 7.5.: Plotted L2-edge XAFS spectrum of Ir(ppy)3 dissolved in dimethyl sulfoxide
in the ground state (red curve) and the excited state (green curve). The
difference spectrum is illustrated in blue.

7.2.1. Spectral Resonance Fitting and Analysis

The transitions of photoelectrons are sensitive to spin-orbit effects and can therefore
provide information on the molecular symmetry37. Considering the absorption spec-
tra of the excited triplet state at the L3 and L2-edge shown in Fig. 7.4 and Fig. 7.5,
respectively, it is the most prominent observation that an additional transition occurs
at the L3-edge, which is not observed at the L2-edge. Although the site symmetry of
the Ir(ppy)3 complex is primary given as a slightly distorted octahedron (C3)

21 and
the excited triplet state further experiences an axial distortion (C1)

21, the additional
transition, which is only occurring at the L3-edge in the excited state, can be explained
with an octahedral symmetry.

The transition of excited core electrons from 2p3/2 and 2p1/2 orbitals to orbitals of
d symmetry in an octahedral complex are shown in Fig. 7.6. Additionally, spin-orbit
effects are included, which further split the t2g set. In an octahedral symmetry the
photoinduced vacancy in the t2g set can only be probed by excitations of core electrons
from 2p3/2 orbitals37, which leads us to assume that the imposed distortions on the
octahedral symmetry are of minor relevance. In fact, the magnitudes of the crystal
field splittings are rather large, as will be shown in the analysis. Therefore, Ir(ppy)3
is treated as a pseudo-octahedralv complex in the following.

vThe reference102 uses the notation of a pseudo-octahedral environment.
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Figure 7.6.: Illustrated transitions of photoelectrons between 2p and 5d orbitals in an
octahedral symmetry. The spin-orbit interaction ξd is included and further
splits the t2g set. Figure is redrawn and based on reference51.

In order to perform a quantitative analysis the energy positions of the spectral res-
onances are determined in the following. A quantitative analysis is for example also
illustrated in reference9 or in a previous work33, where the spectral resonances are char-
acterized by so-called Voigt profiles which describe the convolution of a Gaussian and
a Lorentzian function90,91. The Lorentzian profiles consider the lifetime broadening
while a Gaussian shaped energy resolution is assumed to account for the monochro-
mator broadening.
In the following analysis both the core-hole lifetime and Gaussian broadening are most
likely fixed to their expected magnitudes. The expected Gaussian widths (FWHM) are
≈ 1.45 eV and 1.65 eV for the L3 and L2-edge, respectively. Furthermore, the core-hole
lifetime of iridium for the L3-edge is 5.25 eV and for the L2-edge 5.7 eV92.
The ionization steps (IP) are further described by a cumulative distribution function
as step function whose width is fixed to the convoluted magnitude of the core-hole
lifetime and the Gaussian broadening.

The spectra including fitted resonances and absorption edges are shown in Fig. 7.8
(L3) and Fig. 7.10 (L2). Furthermore, the fit results of the L3-edge and L2-edge spec-
troscopy are summarized in Tab. 7.1.
Firstly, the L3-edge spectra are examined in more detail. Apparently, for both the
ground and excited state the B resonances can not be described with a single Voigt
profile. The Lorentzian of the B3 resonance in the ground state is slightly larger than
the literature value, indicating that there might be additional transitions involvedvi.
The transition A′

3 occurring in the excited state spectrum at the L3-edge reflects the

viThis is for example described and visualized in reference9 in case of the Ru(bpy) complex on the
basis of multiplet104,105 calculations to simulate XAFS spectra.
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Table 7.1.: Determined energy positions and Lorentzian widths (FWHM) of the spec-
tral resonances. The Gaussian broadening by the monochromator is fixed
to the theoretical bandwidth of ≈ 1.45 eV and 1.65 eV (FWHM) for the
L3 and L2-edge, respectively. The uncertainties are estimated to 0.1 eV for
each resonance or step function position at the L3-edge. The uncertainties
at the L2-edge are 0.2 eV due to the decreased S/N ratio caused by the
relative smaller X-ray fluorescence yield. Table structure is adapted from
reference33.

Ground state Excited state
F Position [eV] Width [eV] F Position [eV] Width [eV] Shift [eV]

L3 A3 11214.36 - A′
3 11215.54 5.25 1.18

B3m 11219.93 5.70 B′
3m 11221.42 5.25 1.49

B3 11223.72 5.25 B′
3 11225.40 5.25 1.68

S3 11226.65 5.25 S′3 11228.55 5.25 1.91
C3 11228.71 5.25 C′

3 11230.68 5.25 1.97

L2 B2m 12830.26 5.70 B′
2m 12831.67 5.70 1.41

B2 12833.67 5.70 B′
2 12835.29 5.70 1.62

S2 12837.05 5.70 S′2 12838.91 5.70 1.86
C2 12838.90 5.70 C′

2 12840.87 5.70 1.97
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Figure 7.7.: Plotted excited state resonances together with their experienced shift upon
photoexcitation. The linear regression line at the L3-edge is used to ex-
trapolate the shift of resonance A′

3 in the excited state.

absorption of photoelectrons in the vacancy of the t2g set and is therefore directly
linked to the t2g and eg manifold (see Fig. 7.6)9,37,102. Hence, the energy difference
∆E between the feature A′

3 and the main position of the B′
3 resonance provides infor-

mation on the crystal field splitting 10Dq3,9,37,102. Regarding Fig. 7.6 and assuming a
mainly octahedral environment the relationship37

∆E = 10Dq− ξd, (7.6)

where ξd denotes the spin-orbit interaction, is given. The spin-orbit coupling interac-
tion was reported as 0.55 eV in reference21. The fitted ∆E of 5.88 ± 0.2 eV and the
spin-orbit coupling constant provide a crystal field splitting 10Dq of 6.43± 0.20 eV in
the excited state with Eq. (7.6). Since the A feature is not appearing in the ground
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Figure 7.8.: L3-edge spectra of Ir(ppy)3 with fitted resonances. Top: Ground state
spectrum. Bottom: Excited state spectrum.

state, the position can be extrapolated. Therefore, the positions of the excited state
features are plotted together with their experienced shift upon photoexcitation. The
outcome is shown in Fig. 7.7 and illustrates a graduate shift of the resonance positions
to higher energies. A least-squares method is used to fit a linear regression and deter-
mines a shift of 1.18±0.27 eV for the A′

3 feature in the excited state. Considering now
the virtual A3 resonance position yields an energy difference ∆E of 5.57 ± 0.37 eV in
the ground state, which translates to a crystal field splitting 10Dq of 6.12 ± 0.37 eV
with Eq. (7.6).
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Figure 7.9.: L3-edge transient difference spectrum (blue) together with the difference
of the composed fitted spectral resonances of excited state and ground
state (red).

The quality of the spectral resonance fitting procedure is shown in Fig. 7.9vii. The
difference of the composed spectral resonances between excited state and ground state
reflects the main features of the transient difference spectrum very nicely. The chemical
shift of the edge resonance is fairly well reproduced, which sustains the characteriza-
tion of the crystal field splitting in the excited state. However, the blue shift of the
resonance C was very difficult to reconstruct, indicating a more complex spectral back-
ground than single Voigt profile fitting. Furthermore, a kind of experimental feature in
the transient, occurring as sharp needles in the blue shift of the C resonance, disturbs
the fitting. These modulations are considerably smaller than the core-hole lifetime and
have been measured and reproduced several times. The origin remains unclear.
As mentioned in Sec. 3.2, the crystal field splitting 10Dq in an octahedral complex is
inversely proportional to the fifth power of the bond length. Therefore, the change
in the octahedral crystal field splitting 10Dq can be utilized to derive a bond length
change of the first coordination shell9,103:

10DqES

10DqGS
=

(
RGS

1S

RES
1S

)5

, (7.7)

where RGS
1S and RES

1S represent the average bond length of the nearest neighbors for the
ground and excited state, respectively. The structural change after 100 ps of photoex-
citation can thus be calculated by9

∆R1S = RGS
1S

[(
10DqGS

10DqES

)1/5

− 1

]
. (7.8)

Inserting the average Ir-N and Ir-C bond length of RGS
1S = 2.063 Å18 yields a struc-

tural change of ∆R1S = −0.020 ± 0.027 Å. In conclusion, the bond length of the first

viiInspired by the literature3,9.
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coordination shell decreases by ≈ 1%, which can be identified by the slightly larger
octahedral crystal field splitting 10Dq in the excited triplet state (see Sec. 3.2). The
bond length uncertainty is the direct consequence of the determined conservative error
of the Voigt-profile fitting. Considering only the half of the estimated error of 0.1 eV
for the L3-edge resonances, the uncertainty of the bond length will further decrease to
0.013 Å. Hence, the determined bond length change can considered as an indicator of
a decreasing bond length of the first coordination shell in the excited state.
Theoretical investigations of the lowest triplet state reported an average Ir-N and Ir-C
bond length contraction by ≈ 0.43%17. Since neither the complex is purely octa-
hedral nor are theoretical calculations typically matching precisely the ground state
structures, the now determined bond length change of the first coordination shell in
the triplet state represents a fairly nice agreement.
The measured crystal field splittings of ∼ 6.1 eV and 6.4 eV are rather large. Com-
paring these field splittings to the ones of the Ru(bpy) complex, which are most likely
around ≈ 3.8 eV37, the imposed splitting for the iridium complex should be increased
by 30-40% (see Sec. 3.2) while treating the ligands equal. Hence, the expected mag-
nitude of the field splittings 10Dq would be around 5.2 eV. Considering further the
higher oxidation state of the iridium complex and the spectrochemical series shown in
App. F, which characterizes the (ppy)− anion as a stronger ligand than bpy, the now
determined crystal field splittings of Ir(ppy)3 seem fairly reasonable.
The determined position of the ionization potential blue-shifts by 1.9 ± 0.1 eV in the
excited state and reflects the metal-to-ligand charge transfer character since the re-
moval of electron density from the metal valence orbitals leads to stronger bound core
electrons9. This ionization potential shift agrees well with the shift reported9 for the
Ru(bpy)3 complex upon photoexcitation (1.8 eV).
Feature C lies at ≈ 2.1 eV above the ionization potential in both ground and excited
state. Hence, in comparison to the literature9,102, the C features are most likely clas-
sified as multiple-scattering resonances.
Unfortunately, the signal-to-noise decreases dramatically after the C features, there-
fore no scientific sustainable energy position could be obtained for the D features in
the excited state. Nevertheless, these resonances most likely blue shift with respect to
the determined ionization potential (IP), which sustains the decrease of bond length
of the first coordination shell in the triplet stateviii.
A detailed analysis of the L2-edge spectroscopy reveals identical qualitative and quanti-
tative results. Both the ground and excited state B resonances cannot not be described
with a single Voigt profile. The resonances are shifted gradually and the ionization
potential shift is similar to the one obtained at the L3-edge.

viiiThis line of argumentation is illustrated in the literature9 on the basis of reference97.

93



7. Time-Resolved Pump and Probe X-ray Absorption Fine Structure Spectroscopy Experiments

Photon Energy E [eV]

12820 12840 12860 12880 12900 12920
-0.5

0

0.5

1

1.5

2

2.5

-0.5

0

0.5

1

1.5

2

2.5

3

Ground State

B - Resonance

C - Resonance

IP - S

Residual

Excited State

B’ - Resonance

C’ - Resonance

IP - S’

Residual

N
o
rm

a
li
z
e
d

A
b
so

rp
ti
o
n

N
o
rm

a
li
z
e
d

A
b
so

rp
ti
o
n

Figure 7.10.: L2-edge spectra of Ir(ppy)3 with fitted resonances. Top: Ground state
spectrum. Bottom: Excited state spectrum.

7.3. Time-Resolved XAFS

This section describes time scans where the laser pump pulse is temporally shifted
with respect to the X-ray pulse. Time scans were performed to characterize the X-ray
bunch length in 40 bunch mode and to investigate the excited state decay kinetics of
Ir(ppy)3 dissolved in dimethyl sulfoxide.
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7.3.1. Temporal Resolution - X-ray Bunch Length

Time-resolved X-ray absorption spectroscopy can be utilized to characterize the X-ray
bunch length by measuring the temporal evolution of the transient signal for a fixed
X-ray energy. This is for example described in reference45 in case of a setup at the
ALSix or in a previous work7 where the temporal shape of the X-ray was measured
together with Moritz Schlie for the first time at PETRA III utilizing a pump-probe sig-
nal. Within this thesis, the temporal resolution was measured during two beamtimes
in May 2013 and August 2013 from a Ir(ppy)3 sample to provide further information
on the X-ray bunch length and to sustain the previously determined magnitude of
38.22 ± 2.98 ps (rms) at PETRA III.

The temporal resolution of the experiment was characterized by measuring the evo-
lution of the transient signal ∆T as a function of the time delay t between laser and
X-ray pulse at 11215 eV near feature A′

3 (L3-edge), as it governs the energy region with
the highest signal-to-noise ratio due to the maximum relative change in absorption.
Each data point (pumped and unpumped signal) was taken consecutively four times
for 1.3 · 106 shots to obtain an estimate of the standard deviation.
For this measurements the synchronized laser pulse was shifted temporally with pi-
cosecond steps by the embedded synthesizer in the phase-locked loop. This measure-
ment could be done from a Ir(ppy)3 sample since the formation of the excited triplet
state takes place in the femtosecond time region and is therefore considerably faster
than the X-ray bunch length.

The analysis and description follow now quite similar reference7 and are further based
on reference45. The measurement results and analysis from the two beamtimes are
shown in Fig. 7.11. It can be identified that the transient signal ∆T is equal to zero
for X-ray pulses which arrive at the sample before the laser pulses. The transient
signal then starts to evolve during the temporal convolution of laser and X-ray beam.
More specific, the time delay at which both pulses are ideally overlapping yields half
of the maximum signal and marks the zero time delay, while the optimum signal in
turn depends on the temporal resolution of the experimentx.

Assuming Gaussian shaped pulses and a Gaussian shaped synchronization contribu-
tion, the convolution is given by7

fTotal(t) = fX-ray(t) ∗ flaser(t) ∗ fsync(t), (7.9)

where fX-ray(t) is the temporal shape of the X-ray, flaser(t) the temporal shape of the
laser and fsync(t) is the contribution of the synchronization unit. The convolution
of independent Gaussians also yields a Gaussian, thus the standard deviation and
temporal resolution can be obtained by7:

σTotal =
√

σ2
X-ray + σ2

laser + σ2
sync. (7.10)

Therefore, each curve is fitted with a cumulative distribution function, whose standard
deviation represents σTotal. The temporal resolutions obtained from the two beamtimes

ixALS stands for the Advanced Light Source at Lawrence Berkeley National Laboratories, California.
xCompare also to reference45.
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Figure 7.11.: Measured temporal evolution of the transient XAFS signal of Ir(ppy)3
dissolved in dimethyl sulfoxide (2mM) at 11215 eV near feature A′

3 (L3-
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distribution function for the convolution of X-ray and laser pulse (red)
and the corresponding derivative (blue), which represents the temporal
shape of the X-ray (Gaussian).
Left: X-ray bunch length measured in May 2013 providing an overall
resolution of ∼33 ps (rms).
Right: X-ray bunch length of the beamtime in August 2013 was charac-
terized as ∼39 ps (rms).

are:

σMay = 32.47 ± 3.79 ps,

σAugust = 39.19 ± 2.58 ps.

In Sec. 6.3 the synchronization contribution (jitter) has been estimated to be around
∆trms ≤ 1 ps, while the laser pulse duration is a few hundred femtoseconds only. There-
fore, the measured temporal resolutions correspond to the X-ray bunch length of PE-
TRA III. Nevertheless, both resolutions denote a better temporal resolution than the
usual design value of 44 ps (rms)xi.

xiCompare to previous work7.
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7.3. Time-Resolved XAFS

7.3.2. Excited State Lifetime - Second-Order Decay Kinetics

The excited state dynamics were investigated by measuring the temporal decay of the
transient signal ∆T near feature A′

3 at the L3-edge (11215 eV). Due to the expected long
lifetime of the excited 3MLCT triplet state, the laser pulses were shifted with respect to
the X-ray pulses in 12 ns steps. The first data point now marks the temporal position
at where the maximum signal was obtained (≈ 100 ps). Each data point (pumped and
unpumped signal) was taken four times consecutively for 1.3 · 106 shots to obtain an
estimate of the standard deviation. The unpumped signals were always taken with the
gating scheme described in Sec. 5.7.1.
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Figure 7.12.: Decay of the transient XAFS signal of Ir(ppy)3 dissolved in dimethyl
sulfoxide measured at 11215 eV near feature A′

3 (L3-edge). The solid
curve represents the fit curve, while the dashed curves correspond to the
two decay channels. A long-living decay channel with τ1 ≈ 226 ns and a
fast channel with τ2 ≈ 34 ns was extracted from the data.

The measured transient decay of the triplet state is shown in Fig. 7.12. The temporal
decay cannot be described with a single exponential decay function, thus the transient
signal is fitted with a bi-exponential decay function:

∆T (t) = A1 · e−t/τ1 +A2 · e−t/τ2 . (7.11)

A least-squares fitting yields two nearly identical strong decay channel in amplitude
with lifetimes of τ1 ≈ 226 ns and τ2 ≈ 34 ns. The determined lifetime of 226 ns is
considerably shorter than the one reported in the literature (∼ µs)13,19,20.
However, the experiment was carried out with a concentration of 2mM of Ir(ppy)3
dissolved in dimethyl sulfoxide, leading to several mechanism which could affect the
lifetime. The analysis follows now quite similar reference33, which is based on the
literature101.
For example quenching effects where collisions between excited triplet state molecules
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7. Time-Resolved Pump and Probe X-ray Absorption Fine Structure Spectroscopy Experiments

and ground state molecules reduce the lifetime at higher concentrations98xii:

Ir(IV)(ppy)−1
2 (ppy)−2︸ ︷︷ ︸

3MLCT

+Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

→ 2 Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

.

In addition, since intense ultrashort-pulse laser excitations were used in these exper-
iments, triplet-triplet annihilation can further shorten the excited state lifetime99xiii.
In this process an interaction of two nearby triplet state molecules (3MLCT) leads to
the transition of one molecule to the higher excited singlet state (1MLCT) while the
other molecule is transferred to the singlet ground state99. The formed 1MLCT state
further relaxes back non-radiatively to the initial triplet state resulting in an overall
annihilation of one excited triplet state99.

2
[
Ir(IV)(ppy)−1

2 (ppy)−2
]

︸ ︷︷ ︸
3MLCT

→ Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

+Ir(IV)(ppy)
−4/3
3︸ ︷︷ ︸

1MLCT

→ Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

+Ir(IV)(ppy)−1
2 (ppy)−2︸ ︷︷ ︸

3MLCT

In order to mathematically describe and combine the different decay pathways, the
literature33,101 introduced the rate equation of mixed first- and second-order decays
as:

− dA(t)

dt
= k1 ·A(t) + k2 ·A(t) ·B(t) + k3 ·A2(t), (7.12)

where A(t) and B(t) are the concentrations of the excited 3MLCT state and ground
state, respectively. Furthermore, k1 is the rate constant representing the inverse of the
lifetime τ0, k2 is the rate constant accounting for the ground state quenching and k3
is the second-order rate constant of the triplet-triplet annihilation process. The model
was already applied in the following form to fit signals ∆T (t) with33

∆T (t) = α ·A(t) = α · (k1 + k2B0)A0

(k1 + k2B0 + (k3 − k2)A0) · e(k1+k2·B(t))t −A0 (k3 − k2)
, (7.13)

where α represents a scaling factor to link the excited state concentration A(t) to the
transient amplitude, B0 denotes the ground state concentration before laser excitation
and A0 is the initial concentration of the excited state directly after photoexcitation.

The quenching rate constant k2 and the lifetime τ0 of Ir(ppy)3 dissolved in dimethyl sul-
foxide were determined in an independent laser spectroscopy experiment (see App.C)
to τ0 ≈ 1.184µs and k2 ≈ 2.25 ·108 (M ·s)−1. Furthermore, the initial excited 3MLCT
fraction was determined to be 13% in a 2mM solution as described in App. E, meaning
that 87% of the Ir(ppy)3 molecules are in the ground state.
Inserting these values into Eq. (7.13) and by utilizing the least-squares method yields
a successful curve fitting with k3 ≈ 6.20 · 1010 (M · s)−1, which is shown in Fig. 7.13.
The determined rate constant k2 agrees well with the rate constants reported for other
solvents, e.g. the polar solvent acetonitrile with k2 ≈ 5.75 · 1010 (M · s)−1 and the

xiiCompare to the transition of the Ru(bpy) complex shown in reference33,101.
xiiiAlso described in reference100.
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Figure 7.13.: Decay of the transient XAFS signal of Ir(ppy)3 dissolved in dimethyl
sulfoxide measured at 11215 eV near feature A′

3 (L3-edge). The solid
curve represents the fitting curve using the model from Eq. (7.13).

nonpolar solvent toluene with k2 ≈ 1.05 · 106 (M · s)−1 98. Additionally, the now de-
termined rate constant k3 for triplet-triplet annihilation is comparable but slightly
lower than those reported for other solvents99. Hence, the triplet-triplet annihilation
process is most probably the main reason of the shorter lifetime observed in the X-ray
experiments compared to classical nanosecond laser spectroscopy.

The excited state lifetime was also measured at 12830 eV near feature B′
2 with the

same scan settings as used for the L3-edge measurements. The results are shown in
Fig. 7.14 and show a successfully fitted curve with a triplet-triplet annihilation rate
constant of k3 ≈ 4.34 · 106 (M · s)−1. Conclusively, both determined triplet-triplet
annihilation constants for the L3 and L2-edge are similar and the deviations can be ex-
plained by the relatively high noise level occurring in the L2-edge measurement, which
is noticeable in the wider spread of the data points in Fig. 7.14 compared to Fig. 7.13.

In conclusion, it is shown that the detected photoinduced electronic changes, which are
related to the features A and B, are most likely similar and referenced to the 3MLCT
triplet state.
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Figure 7.14.: Decay of the transient XAFS signal of Ir(ppy)3 dissolved in dimethyl
sulfoxide measured at 12830 eV near feature B′

2 (L2-edge). The solid
curve represents the fit curve using the model from Eq. (7.13).

7.4. Influence of Laser Fluence - Excitation Threshold

In order to get an estimate about possible nonlinear effects upon ultrashort pulse laser
excitation and to obtain an excitation threshold, the transient difference signal ∆T
was measured as a function of the laser pump fluence [J/cm2] at a fixed X-ray energy
E and a fixed time delay t.

The transient signal of Ir(ppy)3 dissolved in dimethyl sulfoxide (2mM) was measured
near feature A′

3 at the L3-edge spectrum (11215 eV) at a time delay of 100 ps in order
to link the previous measurements to the fluence scan. Similar to the scans before,
each data point (pumped and unpumped signal) was taken consecutively four times
for 1.3 ·106 shots to obtain an estimate of the standard deviation. To prevent regenera-
tive amplifier drifts upon different diode current settings and beam profile distortions,
the laser output power was fixed to the maximum achievable output power. The
pulse energy was further changed with a diffractive variable beam attenuator after the
harmonic generator. The laser beam profile, which was used during all experiments,
is shown in App.D and was characterized with the on-axis microscope described in
Sec. 5.4. The laser spot size was determined to be 217µm (FWHM).

The outcome of the fluence scan is shown in Fig. 7.15. Up to a fluence of about
7.5mJ/cm2 the transient signal increases in a more or less linear fashion. After a
fluence level of 11.5mJ/cm2 the signal starts to saturate. The fluence used in the pre-
vious experiments is marked with a dashed red line at 9.9mJ/cm2. With a laser pulse
duration of ca. 170 fs the fluence corresponds to a power density of < 52GW/cm2. At
these low power densities we expect the solvent effects to be negligible. Moreover, the
increase of the transient signal up to the experimental region suggests that the desired
3MLCT state is the dominant photoproduct inside sample solution, thus we expect the
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Figure 7.15.: Measured transient XAFS signal of Ir(ppy)3 dissolved in dimethyl sulfox-
ide (2mM) measured near feature A′

3 at 11215 eV (L3-edge) as a function
of the incident fluence. The fluence used in the XAFS experiments is
indicated with a dashed red line.

generation of other photoproducts to be low. Extrapolating the polynomial function
will result in an excitation threshold around 16± 1%.
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8. Summary and Outlook

This thesis presents the development and establishment of a pump and probe X-ray
absorption spectroscopy experiment with picosecond time resolution at beamline P11
(PETRA III) in Hamburg. For this reason, the user-friendly software development and
hardware commissioning/development depicted an elemental part of this work. Above
sixty thousand lines of python code had to be written for experiment and beamline
operation.
Moreover, an ultrashort pulse laser system including laser safety concept was selected,
installed, optimized and commissioned at beamline P11 for user operation. The PE-
TRA III master reference was characterized with a timing jitter of ∆trms ≈ 452 fs.
The synchronization of the laser system to the master reference was determined to be
long-term stable with a timing jitter of ∆trms ≤ 1 ps.
An optical feedback system for the UV/VIS beam was implemented at beamline P11
and can be used either with quadrant detectors or ethernet based CCD cameras. This
powerful tool can be further used to fine-tune spatial overlaps between X-ray and laser
beam during pump and probe experiments.
Additionally, the first feedback mechanism for X-ray beam position control by using an
aluminium coated diamond foil as quadrant detector has been established at PETRA
III. The spatial X-ray stability at beamline P11 was characterized in great detail. The
outcome revealed serious stability problems of the X-ray beam position. The origin
of the X-ray beam position deviations was linked to angular vibrations of the two
crystals inside the monochromator chamber. As a consequence the data acquisition
of the XAFS setup was basically limited to the single photon counting regime due
to the fact that a beam defining pinhole had to be over-illuminated at the cost of
photon flux to obtain a quasi-stable X-ray beam. Nevertheless, the X-ray beam ba-
sically oscillates at a frequency of 46Hz around the defined position with variations
of ≈1µrad (rms) in the vertical direction as shown in the framework of this thesis.
These intensity changes were still present in the quasi-stable X-ray beam and further
reduced the repetition rate of the data acquisition from the originally planned 520 kHz
to 130 kHz. In particular the repetition rate of the laser system had to be reduced
to account for the revolution frequency of the synchrotron to measure both the static
unpumped and the time-resolved pumped signals with the same X-ray bunch. This
finally reduced the noise contributions in the XAFS spectra to a working standard.
However, the step scan operation of the monochromator still led to constant beam
position displacements, e.g. the position sometimes even jumps after the movement
of the second crystal while approaching for a new energy. This problem could be
solved by establishing an X-ray feedback system, which allows to keep the X-ray beam
position stable on a reasonable level. Without closed loop control of the X-ray beam
position reproducable time-resolved X-ray absorption spectroscopy measurements were
not possible.
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8. Summary and Outlook

Hence, many efforts went into adapting the present setup to the X-ray beam instabili-
ties caused by the monochromator. From this point of view the monochromator is not
suitable for any energy scanning experiment, e.g. X-ray absorption spectroscopy, and
a replacement has to be considered in the future.
As an overall consequence, the obtained signal-to-noise ratios - even with a photoex-
citation yield of ≈ 13% - were rather small in the fine-structure region and the laser
induced structural changes could not be fully sustained by an investigation of the fine-
structure modulations.
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Figure 8.1.: Left: Measured S/N ratios as a function of the X-ray energy E assuming
a shot-noise limited experiment. The dashed line indicates the S/N ratio
around 11215 eV, which was estimated to S/N≈ 25.52. Right: Ground
state and calculated excited state spectrum of Ir(ppy)3 at the L3-edge.
The modulation in the absorption cross section relative to the absorption
edge-jump is approximately 73% in the energy region around 11215 eV.

Assuming a shot-noise limited experiment, the related calculated S/N ratios of the
L3-edge spectrum are shown in Fig. 8.1. The maximum S/N ratio was measured in the
energy region around 11215 eV with approximately 25.5, which was formerly denoted
as feature A. Thereby, the absorption coefficient modulation relative to the edge-jump
is around 73%. The L-edge experiments in this thesis had to be performed at roughly
5-7% of the available photon flux due to the spatial X-ray beam instabilities as pre-
viously described. The second KB mirror system was successfully commissioned at
beamline P11 in January 2014 and can further improve the experiment by providing
the full photon flux with beam sizes of a few micron only. The X-ray absorption
spectroscopy setup was flexibly designed on a six-axle kinematic positioning system
(hexapod), which allows to transport the experiment fairly easy behind the second
KB mirror system. Considering now the full photon flux of approximately 2.0 · 1013
photons per second and an increase of the repetition rate of the data acquisition to
520 kHz, future S/N ratios can be considerably improved by a factor of ∼9.
Such photon flux densities require the application of a data acquisition scheme, which
is able to distinguish between single and multi-photon events. The corresponding elec-
tronics, a so-called gated integrator, can be provided by the ”Joint Electronics Team”
(European XFEL) and was sucessfully tested on several occasions in a huge collab-
oration at beamline P11. These devices integrate the analog signal of the avalanche
photodiode (fluorescence signal) over a preset time gate and thus deliver a magnitude
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that is proportional to the detected fluorescence photons45i.
The instrumental part led to the first successful external user experiments in time-
resolved X-ray absorption spectroscopy in October 2013 and January 2014.

The utilizability of the developed time-resolved X-ray absorption experiment to de-
tect charge transfers in transition metal complexes has been successfully shown in the
framework of this thesis.
The first static and time-resolved X-ray absorption spectroscopy experiments of the
green phosphorescence emitter complex Ir(ppy)3 dissolved in dimethyl sulfoxide were
conducted. In particular static and time-resolved L3- and L2-edge absorption spectra
of iridium were measured to investigate the structural and electronic changes upon
photoexcitation. Thereby, the metal-to-ligand charge transfer band of Ir(ppy)3 was
photoexcited with femtosecond laser pulses at a wavelength of 343 nm and afterwards
probed with X-ray pulses at a time delay of 100 ps. The excited 3MLCT state was
derived with an ionic approximation from the measured transient difference spectrum.
The results obtained confirm and present a direct visualization of the metal-to-ligand
charge transfer with a measured ionization potential shift of 1.9± 0.1 eV, caused by the
temporal oxidation of the central iridium atom. The octahedral crystal field splittings
10Dq were determined from the XAFS spectra as:

10DqGS = 6.12± 0.37 eV,

10DqES = 6.43± 0.20 eV,

for the ground and excited state, respectively. The octahedral crystal field splittings
were further used to calculate the, to our knowledge, first experimental estimate of
the bond length change upon photoexcitation in an octahedral approximation. It was
revealed that the bond length of the first coordination shell of the iridium atom de-
creases in the triplet state by roughly 1%. The site symmetry of this transition metal
complex was found to be pseudo-octahedral.
Additional time scans, in which the laser pulse is temporally shifted with respect to
the X-ray pulse, were performed to determine the X-ray bunch length in 40 bunch
mode and revealed a temporal resolution between 33 ps and 39 ps rms. Both measured
values actually denote a shorter bunch length than the usually designed value of 44 ps
rms and sustain the magnitude that has been measured in a previous work7.
Furthermore, the first and second-order decay kinetics of the triplet state were in-
vestigated in a combination of X-ray and laser based experiments and revealed rate
constants in case of dimethyl sulfoxide as solvent, to be kq = 2.25 · 108 (M · s)−1 and
kTTA = 6.20·1010 (M·s)−1 for the ground state quenching and the annihilation process,
respectively.
From a scientific point of view it is highly desirable to investigate other phosphorescent
iridium complexes such as Ir(piq)3 or FIrpic. The determination of the crystal field
splittings and their comparison to Ir(ppy)3 can provide further information to our un-
derstanding of the metal-ligand interaction. In addition, the obtained XAFS spectra
of Ir(ppy)3 can be theoretically investigated utilizing the multiplet model presented
in reference104,105. This could further allow to refine and sustain the obtained crystal
field splittings.

iA detailed description of the data analysis is provided in reference45.
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A. Example of a Deglitching Process

During X-ray absorption measurements so-called glitches can occur. They are identi-
fied as spikes in the absorption data and occur in consequence of incident beam and
sample inhomogeneities106. Glitches crucially disturb a data analysis, for example
the resonance fitting with Voigt profiles91, and have to be deglitched properly. For a
detailed description of the shape of those glitches the reader is referred to the litera-
ture106.

A typical deglitching process in shown Fig.A.1. As an example the L3-edge spec-
trum of Ir(ppy)3 is shown, where several monochromator glitches can be identified
(red curve). All glitches occuring in the data sets within this thesis have been removed
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Figure A.1.: Measured X-ray fluorescence at the L3-edge of iridium. The data has
been properly deglitched using a linear interpolation of the fluorescence
events between adjacent data points. The relative change in the transient
absorption spectrum was kept constant during deglitching.

with a linear interpolation of the fluorescence data between adjacent energies and the
relative difference between the pumped and unpumped signals has been kept constant
during the deglitching process. The outcome is shown in Fig.A.1.
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B. Optical Spectroscopy - Molar
Extinction Coefficients

The following description is completely taken from a previous work6. The analysis
follows also reference6.
The working principle of a UV-VIS spectrometer is based on the illumination of a sam-
ple solution with a broadband light source. Typically, the sample solution is placed
in a cuvette of a given thickness d. During experiment the magnitudes of the incident
intensity I0 and the transmitted intensity It are consecutively measured for each wave-
length. For this reason, gratings are used in order to extract the different wavelengths
out of the broadband light source. The absorption coefficient α can be determined via
Lambert-Beer6

It(λ) = I0(λ) · e−α(λ)·d, (B.1)

and is related to the absorbance A, which is defined as6:

A(λ) = − ln

(
It(λ)

I0(λ)

)
= α(λ) · d. (B.2)

The absorption coefficient α(λ) is further related to the molar extinction coefficient
ε(λ) via6

α(λ) = ε(λ) · c. (B.3)

Hence, the molar extinction coefficient is given in a proportional concentration depen-
dence to the absorbance A. In order to calculate extinction coefficients ε of Ir(ppy)3 in
dimethyl sulfoxide, several absorption spectra at different sample concentrations have
to be measured for a given sample thickness. Typically the extinction coefficient is
expressed in terms of (M · cm)−1.

Several UV-VIS absorption spectra of Ir(ppy)3 at different concentrations were mea-
sured with a commercial UV-VIS spectrometer (Shimadzu UV6700). The spectrome-
ter is working with a cuvette system at a cuvette thickness of 1 cm6.
The measured spectra for 10 different concentrations and a blank measurement for
baseline/solvent correction are shown in Fig. B.1. The linear dependence of the ab-
sorbance as a function of concentration is clearly visible and essential for a further
data analysis. For a selected wavelength, e.g. 343 nm as used in the XAFS exper-
iment for photoexcitation, the measured data can then be fitted with the linear re-
gression A = ε · c · d6. The determined extinction coefficient for λex = 343 nm is
ε ≈ 15200M−1cm−1 (see Fig. B.2).
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Figure B.1.: Steady-state UV-VIS measurements for 10 different concentrations of
Ir(ppy)3 dissolved in dimethyl sulfoxide and an additional blank mea-
surement with solvent only (black curve)107. The linear dependence of
the absorbance is clearly visible and essential for a further data analysis.
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Figure B.2.: Plotted values of the absorbance A (blue) for a given wavelength of λex =
343 nm as a function of sample concentration. A linear regression line
A = ε · c · d (red) is fitted to determine the extinction coefficent.
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C. Optical Lifetime Measurements -
First-Order Decay Kinetics

This appendix presents an investigation of the luminescence quenching mechanism of
Ir(ppy)3 dissolved in dimethyl sulfoxide at room-temperature. As described in Sec. 3.4,
after photoexcitation the 1MLCT state is formed which subsequently crosses (≈ 100 fs)
to the 3MLCT triplet state20. The excited state then decays to the ground state by
emitting phosphorescence20.
Commonly the phosphorescence lifetime is shortened at higher concentrations due
to efficient self-quenching98, which is also referred to as ground state quenching101.
Thereby, collisions between excited triplet state molecules and ground state molecules
reduce the lifetime at higher concentrations98. In an ionic approximation the transition
can be described by (see also Sec.3.4)i

Ir(IV)(ppy)−1
2 (ppy)−2︸ ︷︷ ︸

3MLCT

+Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

→ 2 Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

.

Furthermore, triplet-triplet annihilation can be triggered upon intense short-pulse laser
excitations and further shorten the excited state lifetime99ii.

2
[
Ir(IV)(ppy)−1

2 (ppy)−2
]

︸ ︷︷ ︸
3MLCT

→ Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

+Ir(IV)(ppy)
−4/3
3︸ ︷︷ ︸

1MLCT

→ Ir(III)(ppy)−1
3︸ ︷︷ ︸

Ground state

+Ir(IV)(ppy)−1
2 (ppy)−2︸ ︷︷ ︸

3MLCT

In this process an interaction of two nearby triplet state molecules (3MLCT) leads to
the transition of one molecule to the higher excited singlet state (1MLCT) while the
other molecule is transferred to the singlet ground state99. The formed 1MLCT state
further relaxes back non-radiatively to the initial triplet state resulting in an overall
annihilation of one excited triplet state99.

A schematic drawing of the optical setup is shown in Fig. C.1. In this experiment an
actively Q-switched Nd:YAG based system featuring 1.5 ns long laser pulses at 355 nm
wavelength is utilized to excite the sample, which is stored in a cuvette. The applica-
tion of rather long laser pulses in these experiments is based on the motivation to retain
the incident power density at rather low values to avoid triplet-triplet annihilation or

iCompare to the transition of the Ru(bpy) complex shown in reference33,101.
iiAlso described in reference100.
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Figure C.1.: Simplified layout of the experimental setup utilized to characterize the
quenching rate constant of Ir(ppy)3 in dimethylsulfoxide. L: Lens, MO:
Microscope objective.

other nonlinear effects. The laser beam is focused by a lens (f= 250mm) onto the sam-
ple at an outer edge of the cuvette to reduce self-absorption of the phosphorescence.
The latter is collected by a microscope objective and guided onto a fast photodiode.
The signal is later on amplified by a 40 dB amplifier at 200MHz bandwidth and then
fed into a fast digital oscilloscope to measure the lifetime (600MHz).
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Figure C.2.: Measured luminescence decays for different concentrations of Ir(ppy)3 dis-
solved in dimethyl sulfoxide.

To characterize the ground state quenching rate, the phosphorescence lifetime was
measured for different concentrations of Ir(ppy)3 dissolved in dimethyl sulfoxide. The
analysis and line of argumentation is based on reference98,101. The measured phospho-
rescence lifetimes for four different concentrations are shown in Fig. C.2. An incident
fluence of 0.1mJ/cm2 was used for each measurement. Moreover, the fluence of interest
is indeed lower since the phosphorescence was collected from excited sample molecules
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located near the center of the cuvette with respect to the incident laser beam. Con-
sidering the pulse duration of roughly 1.5 ns, the incident fluence translates to a power
density of < 63 kW/cm2.
Each phosphorescence signal was fitted successfully with a single exponential decay
function utilizing the least-squares method. Although the fit quality is relatively poor
due to the weak amplified signal, a quenching mechanism is clearly visible and illus-
trated in a Stern-Volmer plot in Fig. C.3. The Stern-Volmer series shows a linear
behavior of the reciprocal phosphorescence lifetime as a function of the sample con-
centration, which strongly suggests that the underlying mechanism is indeed ground
state quenching101.
According to the literature98, the quenching mechanism can be expressed with the
equation

1

τ
=

1

τ0
+ kq, (C.1)

where τ0 denotes the lifetime at infinite dilution and kq stands for the quenching rate
constant. A least-squares fit yields a lifetime τ0 = 1.184 ± 0.029µs and a quenching
rate constant of kq = (2.25± 0.62) · 108M−1s−1.
The depicted linear behavior of the reciprocal lifetime as a function of concentration
as well as the magnitude of the quenching rate constant kq are in agreement with
the quenching rate reported for the polar solvent acetonitrile, which is reported as
kq = 5.75 · 1010M−1s−1 98. Furthermore, the magnitude of the quenching rate implies
a diffusion-controlled process98.
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Figure C.3.: The determined decays rates are summarized in a Stern-Volmer plot to
determine the self-quenching rate kq as well as the lifetime τ0.
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D. Calculation of the Excitation Yield
Maximum

This section presents a simple approach to derive the theoretical excitation yield max-
imum within a time-resolved pump and probe experiment. Similar calculations can be
also found in great detail in a previous work6.
For this purpose the laser focus was monitored in the plain of the liquid jet by the
on-axis microscope (see Sec. 5.4) and a cerium doped YAG crystal as scintillator. The
visualized laser focus within the experiments can be seen in Fig.D.1.

FWHMyag
h = 284µm

FWHMv = 217µm

Horizontal Position [µm]

-150 -100 -50 0 50 100 150

V
e
rt
ic
a
l
P
o
si
ti
o
n

[µ
m
]

150

100

50

0

-50

-100

-150

N
o
rm

.
N
o
rm

.

H
o
r
iz
o
n
t
a
l

V
e
r
t
ic
a
l

3002001000-100-200-300

3002001000-100-200-300

Position [µm]

Data

Fit

Data

Fit

Figure D.1.: Left: Monitored laser focus in the plain of the liquid jet visualized by
the on-axis microscope and a cerium doped YAG crystal as scintillator.
Right: Plotted profiles for the horizontal (top) and vertical direction
(bottom) with fitted Gaussians.

The laser beam is broadened in the horizontal direction on the YAG crystal (see
Fig.D.2), which can be utilized to estimate the angle of incidence

α = arcsin

(
FWHMyag

h

FWHM

)
, (D.1)
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D. Calculation of the Excitation Yield Maximum

α
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FWHMyag
h

Laser Beam
FWHM = sin(α) ·FWHMyag

h

Figure D.2.: Illustration of the present laser beam geometry with respect to the YAG
crystal. The laser beam profile is broadened in the horizontal direction
while the vertical profile remains unaffected.

delivering an angle of incidence of α ≈ 50◦. In the following the time-dependence of
the excited state relaxation is not considered due to the long-living triplet state of the
iridium complex. With the recapitulated expression Eq. (2.32)

f(0) =
q ·Nph

0

cNAVex

(
1− e−cNA(1−f(0))σoptd

)
. (D.2)

and the following expressionsi

σopt =
2303 · ε
NA

, Cross Section108

Eph =
h · cl
λ

, Photon Energy

Nph
0 =

EPulse

Eph
, Number of Photons

where NA is the Avogadro constant, c is the sample concentration, cl is the speed of
light and ε the extinction coefficient for the pump wavelength λ, the excitation yield
curve can be calculated with the parameters listed in Tab.D.1. The numerical out-

Table D.1.: Listed parameters for the numerical calculation of the maximum excitation
yield according to Eq. (D.2).

Parameter Magnitude

λ 343 nm
ε 15200M−1cm−1

rjet 100µm
FWHM 217µm

c 2mmol/l
q 1

come is shown in Fig.D.3 and shows a quasi-linear progression of the excitation yield
as a function of the incident laser fluence. The fluence used during the experiments

iCompare to reference6
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Figure D.3.: Calculated numerical excitation yield for the experiment using Eq.D.2.

is marked with a dashed red line. At this fluence level multi-photon absorption can
be neglected. With a pulse duration of about τ ≈ 170 fs, the fluence translates to a
power density of < 58GW/cm2.
Nevertheless, in this calculation solvent absorption or the generation of other photo-
products than the desired one (q=1), are not considered. Furthermore, the small Fres-
nel reflection from the liquid jet upon laser illumination as well as stimulated emission
are not taken into account. Therefore, the calculated excitation yield of f(0) ≈ 34%
represents an upper threshold for the photoexcitation yield for the experiments per-
formed within this thesisii:

fMax ≥ fexp. (D.3)

iiCompare also to reference34.
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E. Calculation of the Excitation Yield

In order to obtain the excitation yield, the Ir(ppy)3 complex is treated in an ionic
approximation at the L3-edge. The following method was also applied in a previous
work33. Thereby, the ground state and the excited state are treated according to their
- ionically approximated - electronic configuration of the metal valence orbitals (5d).
In more detail, the photoinduced vacancy in the t2g set defines the electronic structure
of the excited state as a 5d5 configuration while the ground state is represented by a 5d6

configuration (see Sec. 3.4)i. As characterized in Sec. 7.1, the edge resonance originates
from the absorption of excited 2p core electrons in the metal valence orbitals (5d).

Therefore, the integrated ground state absorption Aedge
GS obtained at the edge resonance

corresponds to 4/10 of the hypothetical integrated edge absorption Aedge
d-empty, which

would arise from completely empty metal valence orbitals. In turn, the integrated
edge absorption in the excited state Aedge

ES is related to 5/10 of the integrated edge
absorption with empty metal valence orbitals:

Aedge
GS =

4

10
Aedge

d-empty, (E.1)

Aedge
ES =

5

10
Aedge

d-empty. (E.2)

Inserting Eq. (E.1) in Eq. (E.2) further yields the condition of the ionic approximation33

Aedge
ES =

5

4
Aedge

GS . (E.3)

The measured and normalized ground state spectrum AGS(E) of Ir(ppy)3 as well as
the transient spectrum ∆T (E, t) at the L3-edge are shown in Fig. E.1. As described in
Sec. 2.3, the measured intensities at time delay t in a laser pump and X-ray probe con-
figuration depend on the fraction of the excited state species. Therefore, the measured
transient difference spectrum ∆T (E, t) is defined as9,10,33

∆T (E, t) = f(t) · (AES(E, t)−AGS(E)), (E.4)

where f(t) denotes the photoexcitation yield and AES(E, t) and AGS(E) are the ex-
cited state spectrum and the ground state spectrum, respectively. The excited state
spectrum can then be derived by

AES(E, t) =
∆T (E, t)

f(t)
+AGS(E). (E.5)

In the following, the spectral resonances A’ and B, which characterize the absorption of
photoelectrons in the metal valence orbitals (see Sec. 7.1 and Sec. 7.2), are considered
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Figure E.1.: Left: Measured ground state spectrum AGS (red) of Ir(ppy)3 together
with the measured transient spectrum (blue) at the L3-edge. The cropped
edge is shown as dashed lines and is further utilized for excited state
calculation.
Right: Magnified transient spectrum ∆T measured after ≈ 100 ps of
photoexcitation, also denoted as pump-probe spectrum. The maximum
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Figure E.2.: Calculated edge resonances according to Eq. (E.5) for different assumed
excitation yields.

to calculate the excitation yield f(t) and thus the excited state spectrum AES(E, t).
At first, the spectral resonance B of the ground state is extracted from the spectrum
utilizing a Voigt profile90,91, which is illustrated in Fig. E.1 as dashed curve. The in-

iCompare also to the reference9 where the Ru(bpy)3 complex is described which exhibits a similar
photocycle.
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tegral of the ground state resonance delivers Aedge
GS = 25.81 eV.

Afterwards, excited state spectra are generated according to Eq. (E.5) for different as-
sumed photoexcitation yields. The corresponding spectral resonances, constituting a
superposition of feature A’ and B, are subsequently extracted in a similar procedure as
for the ground state spectrum. The outcome is shown in Fig. E.2, showing the spectral
resonances of interest for excitation yields ranging from 9% to 20%.

According to the ionic approximation, the relationship

Aedge
ES =

5

4
Aedge

GS .

where Aedge
ES and Aedge

GS are the integrals of the excited state and ground state reso-
nance, respectively, must be fullfilled. The calculated integrals of the excited state
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Figure E.3.: Left: Plotted integral values of the excited state resonances Aedge
ES as a

function of the photoexcitation yield.

Right: Plotted absolute difference ∆A =
∣∣∣Aedge

ES − 5/4Aedge
GS

∣∣∣ shows a

minimum around f ≈ 13%.

resonances as a function of the excitation yield f are shown in Fig. E.3 and illus-
trate a linear progression. Moreover, the plotted values of the absolute difference

∆A =
∣∣∣Aedge

ES − 5/4Aedge
GS

∣∣∣ exhibits a minimum around f(t) ≈ 13%.

Based on this ionic approximation the excitation yield in the experiments is deter-
mined to ≈ 13%. Since the L2-edge spectroscopy was performed at the same laser
fluence level, this excitation yield is used for all experiments performed in the frame-
work of this thesis.
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F. Spectrochemical Series

The spectrochemical series and the corresponding description reported in the litera-
ture13 is shown below.

J− < Br− < S2− < Cl ≈ S
¯
CN− < N−

3 < (C2H5O)2PS
−
2 < NO−

3 < F−

< (C2H5)2NCS
−
2 < (NH)2CO

¯
(urea) < OH− < C2O

2−
4 < H2O

¯
< N

¯
CS− < NH3

< C5H5N < NH2 − CH2 − CH2 − NH2 ≈ SO2−
3 < NH2OH < bpy

< phen < NO−
2 < PPh3 < CH−

3 ≈ C6H
−
5 < ppy− < carbene− < CN− < CO

The series describes the ordering of the ligands based on their potential to induce
crystal field splittings 10Dq. In more detail, the series is starting with so-called weak
ligands inducing small crystal field splittings and evolves further to so-called strong
ligands, which in turn induce strong splittings. The ordering of the ligands can vary
slightly due to their different binding properties in different complexes and the liter-
ature further emphasizes that ”the positions of (ppy)− and carbenes− are only given
tentatively”.
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127



F. Spectrochemical Series

128



Bibliography
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