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Abstract

This thesis shows the preparation of nanostructured systems with a high de-
gree of morphological uniformity and regularity employing exclusively self-
assembly processes, and documents the investigation of these systems by
means of atomic force microscopy (AFM), grazing incidence small angle x-
ray scattering (GISAXS), and nuclear resonant scattering of synchrotron ra-
diation (NRS). Whenever possible, the x-ray scattering methods are applied
in-situ and simultaneously in order to monitor and correlate the evolution of
structural and magnetic properties of the nanostructured systems.

The following systems are discussed, where highly-ordered magnetic nano-
structures are grown on α-Al2O3 substrates with topographical surface pat-
terning and on diblock copolymer templates with chemical surface pattern-
ing:

– Nanofaceted surfaces of α-Al2O3

– Magnetic nanostructures on nanofaceted α-Al2O3 substrates

– Thin films of microphase separated diblock copolymers

– Magnetic nanostructures on diblock copolymer thin film templates

The fact that the underlying self-assembly processes can be steered by ex-
ternal factors is utilized to optimize the degree of structural order in the
nanostructured systems. The highly-ordered systems are well-suited for in-
vestigations with x-ray scattering methods, since due to their uniformity the
inherently averaged scattered signal of a sample yields meaningful informa-
tion on the properties of the contained nanostructures:

By means of an in-situ GISAXS experiment at temperatures above 1000 ◦C,
details on the facet formation on α-Al2O3 surfaces are determined. A novel
method, merging in-situ GISAXS and NRS, shows the evolution of magnetic
states in a system with correlated structural and magnetic inhomogeneity
with lateral resolution. The temperature-dependence of the shape of Fe nano-
dots growing on diblock copolymer templates is revealed by in-situ GISAXS
during sputter deposition of Fe. Combining in-situ GISAXS and NRS, the
magnetization stabilization process is observed in hexagonal arrays of Fe
nanodots during growth.



Zusammenfassung

Diese Dissertation zeigt die Herstellung von nanostrukturierten Systemen
mit einem hohen Grad an morphologischer Uniformität und Regularität unter
ausschließlicher Verwendung von Selbstorganisationsprozessen und deren Un-
tersuchung mittels Rasterkraftmikroskopie (AFM), Kleinwinkelstreuung von
Röntgenstrahlung unter streifendem Einfall (GISAXS) und kernresonanter
Streuung von Synchrotronstrahlung (NRS). Wenn möglich, werden die Rönt-
genstreumethoden in-situ und simultan angewandt, um die Entwicklung
struktureller und magnetischer Eigenschaften der nanostrukturierten Sys-
teme während der Selbstorganisation zu verfolgen und zu korrelieren.

Folgende Systeme werden diskutiert, wobei geordnete magnetische Nano-
strukturen auf α-Al2O3 Substraten mit topographischer Oberflächenstruk-
turierung und auf Diblock-Copolymer-Dünnfilmen mit chemischer Ober-
flächenstrukturierung gewachsen werden:

– Nanofacettierte Oberflächen von α-Al2O3

– Dünne Filme von mikrophasenseparierten Diblock-Copolymeren

– Magnetische Nanostrukturen auf nanofacettiertem α-Al2O3

– Magnetische Nanostrukturen auf Diblock-Copolymer-Dünnfilmen

Die Steuerbarkeit der zugrunde liegenden Selbstorganisationsprozesse durch
externe Faktoren wird zur Optimierung des strukturellen Ordnungsgrades der
nanostrukturierten Systeme genutzt. Die hochgeordneten Systeme eignen
sich besonders zur Untersuchung mit Röntgenstreumethoden, da aufgrund
ihrer Uniformität das inhärent gemittelte Streusignal einer Probe aussage-
kräftige Informationen über die Eigenschaften der in ihr enthaltenen Nano-
strukturen liefert:

Mit einem in-situ GISAXS Experiment während der Oberflächenrekonstruk-
tion von α-Al2O3 bei über 1000 ◦C werden Details zur Facettenbildung er-
mittelt. Eine neue Methode, die in-situ GISAXS und NRS vereint, zeigt
ortsaufgelöst die Entwicklung der magnetischen Zustände in einem Fe Film
mit korrelierter struktureller und magnetischer Heterogenität während des
Filmwachstums. Die Temperaturabhängigkeit der Form von auf Diblock-
Copolymer-Dünnfilmen wachsenden Fe Nanodots wird mit einem in-situ
GISAXS Experiment während der Sputterdeposition von Fe aufgedeckt. In
hexagonalen Anordnungen von Fe Nanodots wird die Stabilisierung der Mag-
netisierung während des Wachstums mittels der Kombination von in-situ
GISAXS und NRS beobachtet.



For Gregor.
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Introduction

Nanometer-sized three-dimensional structures and nanopatterned materials
are both of high academic interest and of wide technological applicability.
Fundamental questions are to be answered about how and why physical prop-
erties and interactions on the nanoscale are different from bulk behavior.
Technological applications comprise numerous diversifications of magnetic
data storage, sensor devices, and functional surfaces.

Various methods have been developed to manufacture structures on the nano-
scale: Top-down methods of nanopatterning such as photolithography [1], e-
beam lithography [2], focused ion beam lithography [3], nanoimprint lithog-
raphy [4], and scanning probe microscope lithography [5] are used to produce
nanopatterns with feature sizes down to below 5 nm and pitches of 20 nm.
Employing these techniques, patterns of nanoscale structures can be pre-
pared with a very low number of defects. However, nanopatterning large
areas is extremely time-consuming with these methods. Moreover, the nec-
essary equipment and infrastructure are complex and expensive.

As alternatives, numerous bottom-up nanopatterning methods based on self-
assembly processes of block copolymers [6], colloidal particles [7], or biomole-
cules [8] have been conceived and are being developed. These methods are
parallel, in the sense that all nanostructures form simultaneously due to in-
trinsic properties and resulting interactions of the self-assembling system [9].
Therefore, large-area patterning with structures is much faster when employ-
ing self-assembly (but less perfect structure patterns are achieved compared
to using the top-down nanolithography methods listed above). The sizes
of resulting structures scale with the sizes of the constituents of the self-
assembling system - for block copolymers for example the polymer molecule
size is readily controlled in the polymerization process. Thus, structures
of even less than 10 nm are not necessarily more difficult to produce than
significantly larger structures.
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From a technological point of view, bottom-up methods for nanopatterning
are especially of interest for large-scale structuring applications, where a
certain degree of imperfectness can be tolerated, such as nanoelectronics,
display technology, micro-electromechanics, chemical and biological sensing
[10], drug delivery and filtration [11–14], or media for catalytic reactions [15].

From an academical point of view the process of self-assembly itself presents
an interesting research subject: While for lithography the pattern is encoded
externally in a software file controlling the lithography tool, for self-assembly
the resulting pattern is encoded in the physical and chemical properties and
in the interactions of the material components and can be influenced via ex-
ternal parameters such as temperature, pressure, magnetic or electric field [9].
Moreover, and in clear contrast to lithographical methods, nanostructure fab-
rication by self-assembly processes allows for in-situ observation, opening the
possibility to study for example optical, magnetic, or conductive properties,
phase transitions or collective behavior in dependence of nanostructure size
and shape or of a pattern order parameter.

This work presents ways of nanopatterning samples with a high degree of
structural order using exclusively self-assembly processes, and discusses the
in-situ investigation of the development of structural and magnetic properties
of the samples by means of synchrotron-based x-ray scattering techniques.

Two preparation routines for metallic nanostructure arrays are considered,
as sketched in Figs. 1 and 2. Both are based on nanofaceted α-Al2O3 sub-
strates produced by high-temperature annealing of M-plane α-Al2O3. Fol-
lowing the first routine, metal atoms are sputter deposited directly on the
the nanofaceted substrate. By choosing a non-normal incidence angle for the
sputtered atoms, either separated nanowires or continuous films with period-
ically varying thickness are prepared. In the second routine, the nanofaceted
α-Al2O3 substrate is coated with a diblock copolymer thin film. Exposure
to an appropriate solvent vapor induces microphase separation of the di-
block copolymer film into nanometer-sized chemical domains. As the nano-
faceted α-Al2O3 substrate provides a pronounced preferential direction, this
self-assembly process results in a highly regular chemical surface patterning
of the diblock copolymer film. Metal atoms sputter deposited onto such a
diblock copolymer template can grow into nanostructures reproducing the
template pattern due to disparate effective wetting behavior of the metal
atoms on the chemically distinct surface domains of the template. Thus, the
sizes, shapes, and lateral arrangement of the template surface domains are
transferred to an array of uniform three-dimensional metal nanostructures.
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(a) (b) (c)

Figure 1: Sketch of the proposed bottom-up routine for metal nanostructure fabrication
using faceted α-Al2O3 substrates. a) α-Al2O3 substrate, facetted by high-temperature
annealing. b) Fabrication of isolated nanostripes by sputter deposition at from a polar
angle ω � 90◦. c) Fabrication of a continuous film with facetted surface and periodically
varying thickness by sputter deposition from a polar angle ω < 90◦.

(a) (b) (c)

Figure 2: Sketch of the proposed bottom-up routine for metal nanostructure fabrication
using diblock copolymer thin films on faceted α-Al2O3 substrates as templates. a) α-
Al2O3 substrate, facetted by high-temperature annealing. b) Diblock copolymer film
on substrate, microphase-separated by solvent vapor annealing, with chemical surface
structure. c) Metal nanostructure pattern on diblock copolymer film, reproducing shape
and lateral arrangement of the chemically distinct surface domains of the template.

xiii



Using self-assembly processes for nanostructure fabrication offers the im-
portant advantage of enabling the in-situ observation of the nanostructure
properties during their growth: There is no structuring apparatus obstruct-
ing access to the sample, and the self-assembly takes places in the entire
sample simultaneously providing sufficient sample volume for investigation.
The in-situ investigations presented in this work are focused on the devel-
opment of structural and magnetic sample properties during nanostructure
self-assembly. Synchrotron radiation provides a suitable, non-invasive probe
for such in-situ studies. The facet formation on α-Al2O3 surfaces can be
monitored by Grazing Incidence Small Angle Scattering (GISAXS) during
high-temperature annealing. By combining Nuclear Resonant Scattering of
Synchrotron Radiation (NRS) and GISAXS, complementary information on
the evolution of structural and magnetic properties of a sample can be ob-
tained at the same time. This is exemplified by the investigation of 57Fe nano-
dot arrays growing on diblock copolymer templates. Moreover, NRS and
GISAXS have been merged into one single in-situ experiment yielding spa-
tially resolved magnetic information of a sample with periodically heteroge-
neous structure, as demonstrated by a study on a 57Fe film on a nanofaceted
α-Al2O3 substrate.

This thesis is to show how the outcome of self-assembly processes can be
steered by control over few external parameters (such as substrate anneal-
ing temperature, diblock copolymer film thickness, or template tempera-
ture during metal deposition) in order to fabricate highly regular magnetic
nanostructure arrays. This thesis further aspires to contribute to in-situ
approaches for gathering comprehensive and correlated information on the
development of nanoscale structure and magnetism in self-assembling sys-
tems.
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Part I

Fundamentals



1 Crystal Surface Reconstruction

Nanofaceted α-Al2O3 substrates are the basis for the majority of sample sys-
tems described in this work, and the formation of surface facets in α-Al2O3 is
investigated as a topic of its own (see chapter 7). It is therefore relevant to
understand crystal surface reconstruction as the underlying mechanism for
surface faceting in α-Al2O3 .

Crystalline solids are characterized by anisotropy. Their anisotropy in sur-
face free energy density for different crystal planes can drive them to assume
non-trivial equilibrium shapes: The equilibrium shape is that of minimum
free energy, not of minimum surface area. For equilibration, i.e. minimiza-
tion of the total free energy, it can therefore be necessary to increase the
surface area by facet formation, thereby replacing a planar surface of high
surface free energy density with facets of low surface free energy density.
The length scales of such periodic surface structures are in the nanometer
range, while the macroscopic orientation of the surface is preserved during
the equilibration process [16]. Their periodic nanoscale topography draws at-
tention to such surfaces for potential uses in non-lithographic nanostructure
fabrication and in-situ investigation.

1.1 The equilibrium crystal shape

Every solid or liquid body has an equilibrium shape, in which its total free
energy at constant volume and temperature is lowest. A liquid body with-
out contact to a substrate has an isotropic surface free energy density and
therefore a spherical equilibrium shape. A solid crystal on the other hand
has a highly anisotropic surface free energy density and thus its equilibrium
shape is far from trivial.
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1.1.1 Basic thermodynamic considerations

Consider a system of N identical particles in which a crystalline solid and a
fluid phase coexist. The particle number densities of solid and fluid phase
are ncs and nfl, respectively. The volume V of the system is fixed, it is at
constant temperature T and pressure P . Assume that the solid is crystalline
with defined crystal axes, while the fluid is isotropic. The volume Vcs of the
solid phase is Vcs = (N − nflV )/(ncs − nfl). The entire system has a total
free energy of

F = F b
cs + F b

fl + F s

= γbcs(ncs) · Vcs + γbfl(nfl) · (V − Vcs) +
∫
∂Vcs

γs (sss(rrr)) dS (1.1)

where γb are the free energy densities of the bulk phases and γs is the free
energy per unit area dS of the surface of the solid phase. sss = sss(rrr) is the
orientation of the surface element dS with respect to the crystal axes of the
solid. Among the three summands of the total free energy, only the surface
contribution depends on the shape of the solid phase. This shape dependence
of the surface free energy arises from the structural anisotropy of the solid –
as opposed to the structural isotropy of the surrounding fluid – and results
in non-trivial shapes of the solid (in case of coexisting isotropic phases the
resulting shapes are trivial spheres, as observed e.g. for vapor bubbles in
liquids). Given a constant volume Vcs, the equilibrium crystal shape of the
solid is the one shape G(ggg), for which the surface free energy F s is minimized
at constant volume [17].

1.1.2 The Wulff construction

G(g) 

γs(s) 

s 
g 

Figure 1.1: Wulff construction
of an equilibrium crystal shape.

The equilibrium crystal shape G(ggg) can be de-
rived geometrically via the Wulff construction,
as demonstrated in Fig. 1.1 [18,19]: Begin with
a polar plot of the surface free energy density
γs(sss) (gray curve). A normal (dashed lines)
to every orientation sss is constructed at its in-
tersection with the surface free energy density
curve γs. The normals to the orientations sss
are tangents to the equilibrium crystal shape,
so that G(ggg) (black curve) is the inner envelope
of these normals.
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1.2 Spontaneous faceting of crystal surfaces

1.2.1 The surface free energy for a model crystal

y

x

|y|

|x|

θ

Figure 1.2

A simple example for the determination of the
surface free energy in two spatial dimensions
shall be given [17]. Consider a plain square
lattice at T = 0 K with a surface cut between
two arbitrary points, as shown in Fig. 1.2. The
solid line represents a surface unit produced
by cutting, the dotted lines indicate the bonds
which are severed by the surface unit.

The number of free bonds at this surface unit
is |x| + |y|, with an energy of εb each. Thus,
the surface free energy density is

γs(sss(rrr)) = (|x|+ |y|)√
x2 + y2 εb = (| cos θ|+ | sin θ|)εb (1.2)

Due to the absolute values | cos θ| and | sin θ| there are cusps in γs in the
direction of the crystal axes, as seen in Fig. 1.1. Through the Wulff con-
struction, these cusps in the surface free energy density γs correspond to
extended planes in the equilibrium crystal shape G(ggg).

Real crystals grow under conditions far from equilibrium, and therefore also
occur in shapes which strongly deviate from their equilibrium crystal shape.
If allowed, e.g. by annealing, such a crystal will approach its equilibrium
shape of minimum surface free energy.

Figure 1.3

Based on the previous deliberations, consider a
crystalline solid of fixed volume as before, and
with all of its surfaces but the top one being
fixed as well. Due to these constraints, the
top surface can only rearrange into a hill-and-
valley or faceted structure in order to approach

the equilibrium crystal shape and thus reduce its surface free energy F s (see
Fig. 1.3, the dotted line represents the initial surface). If the given surface of
the crystal is not simultaneously a surface of the equilibrium crystal shape,
then such a faceted surface structure is always energetically more favorable

4



than a planar surface [19]. The surface free energy of the faceted surface is

F s(sss) =
∫ γs(sss)
sss · nnn

dS (1.3)

As another consequence of the assumed constraints, the average of the surface
orientation vectors sss(rrr) is the normal vector nnn of the initial planar surface.

1
S

∫
sss(rrr) dS = nnn (1.4)

The orientation of the facets can be determined by minimizing the surface free
energy Eqn.(1.3) under the constraint of Eqn.(1.4). However, information on
the linear scale of the faceted equilibrium surface and thus the description of
a possible periodicity of surface facets is beyond the scope of this model. In-
trinsic surface stress and capillary effects have to be taken into consideration
to account for the formation of periodic surface structures [20].

1.2.2 Periodicity of faceted crystal surfaces

According to the theoretical description devised by Marchenko [21, 22] the
surface free energy density γsfacet of a periodically faceted surface has three
contributions: one from the planar surfaces S1 and S2 of the facets, one from
both the concave and convex edges at the intersections of the facets, and one
from intrinsic surface stress [20]:

γsfacet = sin (θS2)γsS1 + sin (θS1)γsS2
sin (θS1 + θS2) + η

L
− CT 2

Y L
ln
(
L

a

)
(1.5)

where θS1 and θS2 are the angles enclosed by the initial planar surface and
the facet surfaces S1 and S2, respectively. η denotes the energy of convex
and concave edges, C is a geometric factor related to the elastic anisotropy
of the crystal and the symmetry of the intrinsic surface stress tensor T .
Furthermore, Y is the Young’s modulus, a is the lattice parameter, and L is
the period of the facets. An equilibrium period L0 is reached after extensive
annealing, when:

∂γsfacet
∂L

= 0 ⇒ L0 = a exp
(
ηY

CT 2

)
+ 1 (1.6)

A correlation length ζ can be introduced to assess the degree of periodicity:

ζ = L2

σL
(1.7)

where σL is the standard deviation of the facet period L [23, 24].
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1.2.3 Spontaneous faceting of M-plane α-Al2O3

S

R

P

A

V = [1011]

V = [1010]

Figure 1.4: Equilibrium
crystal shape of α-Al2O3.
From [25]

α-Al2O3 [26, 27] is used in this work to prepare
substrates with nanofaceted surfaces. The equi-
librium crystal shape of α-Al2O3 as derived via
the Wulff construction is composed of the crys-
tallographic planes C{0001}, R{11̄02}, S{101̄1},
P{112̄3}, A{112̄0}, and M{101̄0}. The associated
surface free energy density increases from the first to
the last of the listed planes [23]. Figure 1.4 shows
the equilibrium crystal shape of α-Al2O3 from two
directions of view VVV . In this representation, the area
of the different faces corresponding to the crystallo-
graphic planes is inversely proportional to the re-
spective surface energy density. The M-plane has
too high surface energy density to be expressed in the
equilibrium shape [23,25]. Cutting an α-Al2O3 single
crystal along the M-plane thus results in an unsta-
ble surface. Extended annealing allows the crystal
to minimize its surface free energy (Eqn.(1.5)) by re-
arranging its unstable high-energy M-plane surface
into facets of the more stable low-energy R-plane and
S-plane surface orientations [23], as was observed
via GISAXS in an in-situ annealing experiment (see
chapter 7). The process of equilibration of an α-
Al2O3 M-plane surface proceeds through five stages,
as described below. The driving force in every stage
is the reduction of surface free energy [28].

1. Surface smoothing

Mass transport by surface diffusion starts well below the melting temperature
of 2053 ◦C. Heffelfinger and Carter observed a surface smoothing reducing the
rms roughness from 2.1 nm to 0.2 nm after short annealing times of about one
hour at 1400◦C [28] already. However, surface smoothing is not necessarily
observed, if the initial polished surface already has very low roughness.
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2. Formation and growth of individual facets

tip

center

tail

Figure 1.5: Profiles of a facet
from center to tip [28].

In M-plane α-Al2O3 initial facets nucleate in
a heterogeneous manner, i.e. without spatial
and temporal correlation to each other. The
individual facet has one simple and one com-
plex surface. The simple surface is formed first
and conforms to the {11̄02} R-plane orienta-
tion, which is at an angle of φR = 32.4◦ with
the {101̄0} M-plane orientation of the initial
surface. The complex surface does not conform
exactly to any specific crystal orientation of α-
Al2O3, but is closest to the {101̄1} S-plane. All
facets are parallel to the [112̄0] direction. In re-
lation to the initial surface, a facet consists of a
“hill” and a corresponding “valley”. The height
profile of each facet varies along its length (see
Fig. 1.5): The height of the hill decreases and
the valley becomes much less pronounced to-
wards the tips of the facet. This indicates mass
transport along the facet: The valley provides
material for the growth of the hill in both ver-
tical direction and lateral directions [28].

3. Formation of facet groups

Facets cause surface distortions on both of their sides, which increase as the
facet grows. These distortions can in turn serve as nucleation sites for suc-
cessional facets, when the orientation of the distortions becomes more similar
to the {11̄02} R-plane orientation than to the {101̄0} M-plane orientation of
the initial surface. Thus, groups of facets are formed. The distortions are
more pronounced on the side of the simple facet surface (left facet surface in
the profiles shown in Fig. 1.5); most successional facets are found to nucleate
on this side of an existing facet. The formation of neighboring facets limits
the growth of each facet in width. In length, facets can grow until they hit
another facet. In this phase, the sample surface features unfaceted areas,
single facets, and facet groups.
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4. Coalescence of facet groups

500 nm

Figure 1.6: Facet junctions
formed upon coalescence of facet
groups.

The edges of facets in two different facet groups
are generally not aligned. Therefore, when
two groups of growing facets meet, the facets
form junctions, as can be seen in the AFM
micrograph in Fig. 1.6 (the nanofaceted α-
Al2O3 substrates prepared and investigated for
this work are discussed in detail in chapter 7).
At the end of the coalescence phase the en-
tire sample surface is faceted. The process of
faceting up to the completion of the coales-
cence phase has been found to take 4 hours
at 1400◦C [28].

5. Facet coarsening

In the first few hours of annealing, the facet period L increases to a constant
value (coarsening), while the number density of junctions njcn decreases to
a constant value. Coarsening is thought to be accomplished by motion of
junctions along the facets [28]. When two junctions meet and merge, a facet
is eliminated. The remaining adjacent facets effectively become wider and
deeper. However, the number density of junctions njcn does not become zero:
Junctions must contain other orientations than the preferred {11̄02} R-plane
and {101̄1} S-plane orientations. Since according to Eqn.(1.4) the average of
all surface orientations must be the orientation of the initial planar surface,
the remaining junctions could be necessary to account for any misorientation
of the initial surface [28]. In the α-Al2O3 samples investigated for this work,
the the average facet period was found to range from L ≈ 50 . . . 200 nm, with
a standard deviation of σL ≈ 0.25 L (see section 7.2).

Figure 1.7: Equilibration in M-plane α-Al2O3 upon annealing.
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2 Diblock Copolymers

Polymers are widely used in industrial applications and contemporary every
day life can hardly be imagined without them. This section is only a brief
introduction to the field of polymer science - its purpose is to give an idea
what polymers are and how their use as templates for producing metallic
nanostructures is motivated.
Groundbreaking work leading forward to the modern concept of polymers
and to the understanding of their nature was accomplished by Staudinger
(macromolecular theory and chain structure of polymer molecules, 1920 [29]
- Nobel Prize in 1953), by Flory (thermodynamics, reaction kinetics, and so-
lution theory of polymers, 1953 [30] - Nobel Prize in 1974), and by de Gennes
(dynamics of polymers in concentrated solutions and melts, scaling concepts
in polymer physics, 1972 [31,32] - Nobel Prize in 1991). Mark (x-ray diffrac-
tion on polymers, 1926 [33]), Carothers (polymer synthesis, first synthetic
rubber (neoprene) and synthetic silk (nylon), 1930 [34, 35]), and Heeger,
MacDiarmid, Shirakawa (electrically conducting and semiconducting poly-
mers, 1977 [36] - Nobel Prize in 2000), among many others, contributed
significantly to advancing polymer science to its current state-of-the-art.

Especially diblock copolymers have been the subject of intense research inter-
est. Several reasons can be listed for this: diblock copolymers are produced
on industrial scales with high quality and in innumerable variants of molecule
composition, size, and architecture. They are able to self-assemble via mi-
crophase separation (see section 2.3) and this process can be initiated and
controlled by various methods. Size and shape of the resulting nanodomains
can be determined by the choice of polymer molecule size and composition.
Diblock copolymer nanodomains are uniform in size and shape and can be
driven to arrange in patterns with long-range order. With these properties
diblock copolymers also lend themselves to exploring their applicability as
templates in new methods of metallic nanostructure fabrication.
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2.1 Basic concepts of polymer science

2.1.1 General properties of polymers

The polymer molecule

Polymer molecules are molecules of high molecular mass, which are com-
posed of low-mass sub-units (monomer residues) in multiple repetition [37].
Characteristically, polymer molecule structures are based on a main chain
(backbone) with side groups pending from it. A monomer residue then com-
prises one segment of the main chain with the dependent side group(s). By
steering the processes of polymer synthesis, polymers can be produced in
a variety of molecular architectures, ranging from linear, branched, or star-
shaped, to looped or multiply interconnected. The majority of polymers are
organic compounds, i.e. covalent compounds of carbon with mainly hydro-
gen, oxygen, chlorine, fluorine, phosphor, and/or sulfur. There are also some
inorganic polymers such as polysilicates or polysulfates [37,38].

Due to their high molecular mass polymer molecules are classified as macro-
molecules. Polymer production processes always result in a mixture of mole-
cules of different chain lengths, i.e. different molecular masses. Hence, the
properties of a polymer sample reflect the properties of the average polymer
molecule, and it is useful to define an average mass of the polymer molecules
present in the polymer sample. There are two common alternatives how to
define that average mass:

– the number average molecular mass Mn, defined as Mn =
∑

niMi∑
ni

– the weight average molecular mass Mw, defined as Mw =
∑

niM
2
i∑

niMi

where ni is the number of polymer molecules of species i, with a specific
size/mass Mi. For an ideal polymer sample consisting of identical molecules
Mn = Mw, for all other Mn < Mw. Therefore, the ratio Mw/Mn ≥ 1 serves
as a measure for the polydispersity, i.e. the spread of molecular masses, of
the polymer molecules in one sample. The repetition of monomer residues
is the characteristic structural feature of a polymer molecule. Its size can
therefore not only be defined by its mass but equivalently also by its chain
length, i.e. the number of monomer residues it contains – its degree of poly-
merization N [38]. In homopolymers, all monomer residues are identical in
chemical composition. Copolymers on the other hand are composed of chem-
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ically distinct species of monomer residues. Depending on the sequence of
the different monomer residues, copolymers are further classified as random
or block copolymers. Random copolymers usually have physical properties
which are intermediate between those of the respective homopolymers.

Figure 2.1: Linear polymer
molecules: a) homopolymer, b)
random coplymer, c) diblock
copolymer, d) triblock copoly-
mer.

a)

b)

c)

d)

The majority of pairs of polymers is not miscible - and one can make ver-
satile use of their phase separation behavior. Mixtures of polymers will be
considered according to the regular solution model in section 2.2. Block
copolymers can be synthesized from immiscible types of monomer residues.
They tend to phase separate, but the covalent bonds linking the blocks do
not allow for a macroscopic phase separation as in homopolymer mixtures.
Instead, in block copolymers a microphase separation takes place and – via
self-assembly – leads to a variety of phase morphologies. The concepts in-
troduced for polymer mixtures will be employed to explain the microphase
separation of block copolymers in section 2.3).

The glass transition

Polymers primarily occur in one of the following states of aggregation:

– liquid: polymer melts, polymer solutions

– glass: most common state of aggregation for polymers

– semi-crystal: polymers generally fail to crystallize completely, usually
very small crystallites are found in an amorphous matrix

– liquid crystal: rigid polymer molecules are able to line up and thus
form liquid crystals

The glass transition is a second order phase transition which occurs in amor-
phous polymers and in the amorphous fraction of crystalline polymers at the
glass transition temperature Tg. On the macroscopic scale, the bulk polymer
transits from a brittle, glassy state to a ductile, rubbery state upon exceed-
ing the glass transition temperature. Since beyond Tg rotations around sin-
gle bonds in the polymer molecules become significantly easier, the physical
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properties which change during glass transition are those depending on the
molecules’ degrees of freedom in rotation, such as the coefficient of thermal
expansion, the heat capacity, or the refractive index. The glass transition
temperature Tg of a polymer is determined by those molecular characteris-
tics which condition the intra- and intermolecular mobility of the polymer
molecules:

– the presence of side groups pending from the main chain

– covalent or hydrogen bonds between polymer molecules

– the rigidity of the main chain

– molecular mass (for degrees of polymerization below N = 200)

– type of tacticity (i.e. sequence of locations of the residues with respect
to each other and to the backbone)

During heating from T < Tg to T > Tm a polymer passes through the glass
transition of its amorphous fraction at Tg and then – in case of a crystalline
polymer – undergoes melting of its crystalline fraction at Tm. The molecular
characteristics listed above affect the glass transition temperature and the
crystalline melting temperature similarly in their effect on the mobility of
the molecules. This is reflected in the relation

Tg = (0.66± 0.04)Tm (2.1)

found empirically for most polymers [38].

2.1.2 A simple statistical model of polymer molecules

Despite their widely varying properties, all polymers exhibit universal be-
havior – which facilitates their description tremendously. Much of their be-
havior is related to the dimensions of polymer molecules, which in turn are
determined by the degree of polymerization N . Polymer molecule dimen-
sions and resulting behavior can be described very accurately using a simple
model: the ideal self-avoiding random walk, representing a free-jointed poly-
mer chain [39].

An ideal polymer chain

In a first approach, a linear polymer molecule can be modeled by a free-
jointed chain of N links. The length and orientation of each chain link is
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described by a vector aaa, with the orientation of each link being independent
of the orientation of the adjoining links. Thus, tracing the model polymer
molecule from one end to the other means in fact to follow a self-avoiding
random walk with N steps of length a. Given that the sum of all steps aaai is
the vector rrr pointing from one end of the chain to the other,

rrr =
N∑
i

aiaiai (2.2)

the mean end-to-end distance 〈rrr2〉 of such a free-jointed chain is the mean
sum of all steps

〈
rrr2
〉

=
〈(∑

i

aiaiai

)2〉
=
〈∑

i

∑
j

aiaiai · ajajaj
〉

= Na2 +
〈∑
i 6=j

aiaiai · ajajaj
〉

(2.3)

In a free-jointed chain there is no correlation between the orientations of the
individual links, so that the average of the cross terms in Eqn.(2.3) vanishes.
Thus, in this random walk model the mean square end-to-end distance of the
polymer molecule is 〈

rrr2
〉

= Na2 ⇔ 〈rrr〉 =
√
Na (2.4)

For large degrees of polymerization N the possible end-to-end distances obey
a Gaussian probability distribution function P (rrr) with

P (rrr) =
(2

3πNa
2
)− 2

3
· exp

(
−3

2
rrr2

Na2

)
(2.5)

The conformational entropy S(rrr) of the model polymer chain, i.e. its entropy
due to the possible relative locations of its links, can then be expressed as a
function of its end-to-end distance:

S(rrr) = kB ln (P (rrr)) = −3
2kB

rrr2

Na2 + const. (2.6)

Increasing the end-to-end distance of a polymer molecule by stretching it
hence reduces its conformational entropy (there are more coiled random walk
conformations than outstretched conformations), thereby increasing its free
energy F (rrr) [39]:

F (rrr) = −TS(rrr) = 3
2kBT

rrr2

Na2 + const. (2.7)
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Real polymer chains

In real polymer chains the orientations of the individual links are not un-
correlated but determined by the precise angles of the respective chemical
bonds. Interestingly, even if such a correlation is included into the model
introduced above, it retains its random walk characteristics with only the
step width a being replaced by an effective value. Given that links can ro-
tate freely around the bonds only at an angle θ, the mean square end-to-end
distance of the chain becomes

〈
rrr2
〉

= Na2 +
〈∑
i 6=j

aaai · aaaj
〉

= Na2 + a2 cosm (θ) (2.8)

where m = i− j; i > j. Since cos (θ) < 1, the second term is very small for
links which are far away from link i: these correlations have a limited range.
The chain can be re-divided into new subunits larger than the correlation
range to regain the random walk model. Let the vectors aaa′ specify length
and orientation of the newly defined subunits, each of which contains k links.
Then a′ is the size of the effective monomer (or: statistical segment length)
in this refined model of the polymer chain. The mean end-to-end distance of
the chain is that of a random walk with N/k steps of width a′:〈

rrr2
〉

= N

k
〈a′a′a′〉 (2.9)

The corresponding distribution Q(rrr,N) of end-to-end distances in the Gaus-
sian limit (i.e. N � 1) is

Q(rrr,N) =
(

2πNa
2

3

)−3/2

exp
(
− 3rrr2

2Na2

)
(2.10)

Accordingly, the conformational entropy S(rrr) of a freely jointed chain is

S(rrr) = kB ln (Q(rrr)) = −3kBrrr2

2Na2 + const. (2.11)

with the extent of chain stretching being expressed in the length of rrr. The
principle demonstrated by this example is found everywhere in polymer
physics: properties and behavior on the molecular level are universal to
all polymers. The distinct chemical features of a specific polymer can be
subsumed in statistical parameters like the effective monomer size [32, 39].
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2.2 Polymer mixtures

Understanding the behavior of homopolymer mixtures is the first step to un-
derstanding the behavior of diblock copolymers – especially the self-assembly
by microphase separation observed in these.

2.2.1 The free energy and the Flory-Huggins inter-
action parameter

The free energy of mixing is a central term in describing mixing or separa-
tion behavior. For homopolymer mixtures, it is derived within the regular
solution model (valid for minor deviations from the ideal solution) [40] by
first considering a system Ω of two species of monomers A and B, which can
be found in a state of two unmixed liquids (state 0) or as a liquid mixture
(state 1). The difference in free energy of the two possible state is the free
energy of mixing Fmix. It expresses the change in the balance of energy and
entropy when changing from one state to the other:

F1 − F0 = Fmix = Umix − TSmix = (U1 − U0)− T (S1 − S0) (2.12)

Knowing the dependence of Fmix on temperature T and on the composition
of the mixture (volume fractions fA and fB) is sufficient to characterize the
phase behavior of the system. In order to find the relevant expression for
Fmix, the energy of mixing Umix and the entropy of mixing Smix have to
be deduced. For deriving the entropy of mixing, the following definitions
and assumptions concerning structure and composition of the system are
required:

– mean field assumption: every monomer molecule can be assigned to a
site with z nearest neighbors, and the occupation of a site with species
A or B is independent of how the neighboring sites are occupied

– incompressibility assumption: all monomer molecules are of the same
size and the total liquid volume is constant

– definition of composition: the volume fractions for the two species are
fA,B = VA,B/(VA + VB), with fA + fB = 1.

The Boltzmann formula for the entropy per site – summing over all possible
states i, each with probability p – becomes very simple in this system. There
are only two possible states to consider: Each site is occupied by either
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species A or species B, and the corresponding probabilities are equal to the
respective volume fraction. Thus the entropy of mixing per site is:

Smix = −kB
∑
i

pi ln (pi) = −kB(fA ln (fA) + fB ln (fB)) (2.13)

Deriving the energy of mixing requires assumptions concerning the interac-
tions among the monomer molecules in the system:

– monomer molecules interact with their nearest neighbors only

– the interaction energies (εAA, εBB, εAB) depend on the
interacting species

According to the mean field assumption, each site has zfA nearest neighbors
of species A and zfB nearest neighbors of species B. Thus, the interaction
energies per site for the two states of the system are:

U0 = z

2(fAεAA + fBεBB) (2.14a)

U1 = z

2(f 2
AεAA + 2fAfBεAB + f 2

BεBB) (2.14b)

Consequently, the energy of mixing is

Umix = U1 − U0 = z

2
(
(f 2
A − fA)εAA + 2fAfBεAB(f 2

B − fB)εBB
)

= z

2fAfB(εAB − εAA − εBB)
(2.15)

From the energy of mixing an interaction parameter χ can be defined:

χ = z

2kBT
(2εAB − εAA − εBB) (2.16)

so that
Umix
kBT

= χfAfB (2.17)

The Flory-Huggins interaction parameter χ expresses the strength of the
interaction between monomer species A and B in relation to the strength
of their respective intra-species interactions. Then, with Eqns.(2.17) and
(2.13), the free energy of mixing per site in units of kBT is [30, 39]

Fmix
kBT

= χfAfB︸ ︷︷ ︸
energy of mixing

+ fA ln (fA) + fB ln (fB)︸ ︷︷ ︸
entropy of mixing

(2.18)

16



2.2.2 Stability of mixtures

χ = 0.0

χ = 1.0

χ = 2.0

χ = 2.5

Volume fraction
0 0.5 1

F m
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/k
B
T

0

-1

Figure 2.2

The significance of the interaction pa-
rameter χ becomes apparent when
plotting the free energy of mixing
Fmix/kBT as a function of the composi-
tion, described by the volume fraction
f (f = fA, fB = 1−f), for several val-
ues of χ (see Fig. 2.2). The shape of
the curve Fmix(f)/kBT changes quali-
tatively with the value of the interac-
tion parameter: for χ < 2 there is a
single minimum at f = 0.5, for χ > 2
there are one maximum at f = 0.5 and
two minima.

For interpreting the physical difference between these cases, two further en-
ergy terms have to be taken into account: the total free energy FΩ of the
system Ω in mixed state and the total free energy FΩ1Ω2 of the system sep-
arated into two subsystems Ω1 and Ω2. Both FΩ and FΩ1Ω2 can be read
from the plot of Fmix/kBT as function of the volume fraction f , as shown in
Fig. 2.3. For χ < 2, the free energy of the separated system, FΩ1Ω2, is al-
ways larger than the free energy of the non-separated system, FΩ. Therefore,
a monomer mixture with χ ≤ 2 is stable and will not phase separate. For
χ > 2, there are compositions for which FΩ1Ω2 is less than FΩ. Such monomer
mixtures can separate into subsystems, or phases, Ω1, Ω2 with compositions
fΩ1 and fΩ2.

Fmix/kBT

Volume fraction

FΩ1Ω2

FΩ

Fmix/kBT

Volume fraction

FΩ1Ω2

FΩ

fΩ1 fΩ2fΩfΩ1 fΩ2fΩ

χ < 2.0 χ > 2.0

Figure 2.3: The free energy of mixing Fmix/kBT as a function of the volume fraction f .
Graphical determination of FΩ and FΩ1Ω2.
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In order to describe mixtures of polymers, i.e. with the monomer residues
being joined to chain-like polymer molecules, Eqn.(2.18) has to be adapted
accordingly. Given that a polymer molecule consists of N monomer residues,
the interaction parameter χ per site (i.e. per monomer residue) and thus the
energy of mixing Umix have to be multiplied by N . The entropy of mixing
Smix remains unchanged, so that

Fmix
kBT

= fA ln (fA) + fB ln (fB) + χNfAfB (2.19a)

Fmix
NkBT

= fA
N

ln (fA) + fB
N

ln (fB) + χfAfB (2.19b)

Eqn.(2.19a) defines the free energy of mixing Fmix per molecule, and Eqn.
(2.19b) defines the free energy of mixing Fmix per monomer residue for a
polymer mixture. The latter is commonly known as the Flory-Huggins free
energy [39]. By substituting the interaction parameter χ with χN , other
results of the previous section can be transferred to polymer molecules as
well. Consider the stability of mixtures: For monomer mixtures, the critical
interaction parameter is χc = 2. Thus, with χ replaced by χN , the critical
interaction parameter for polymer mixtures is χc = 2/N , resulting in

– homogeneous mixture for χ < 2/N

– phase separation for χ > 2/N

Typical values of χ for polymer pairs range from 0.01 to 0.1. Since χc ∝
1/N , the critical value is already exceeded for comparatively low degrees of
polymerization of N = 20 ... 200. Hence, the vast majority of polymers will
not form single-phase mixtures with each other, but rather phase separate
[39].

2.3 Self-assembly in diblock copolymers

Self-assembly in diblock copolymers means a phase separation process on
the nanoscale: A diblock copolymer molecule consists of two subchains with
chemically distinct monomer residues, with the subchains being connected
by a covalent bond. Since most polymers do not form stable mixtures (see
section 2.2.2), also the subchains of most diblock copolymer molecules tend
to separate from each other. Consequently, in diblock copolymers with in-
compatible constituents there are two counteracting phenomena:
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– short-range attractive interaction imposed by the covalent bonds at-
taching the blocks of a molecule to each other

– long-range repulsive interactions given by the immiscibility of incom-
patible blocks

In homopolymer mixtures of incompatible components the interfacial energy
is minimized by macroscopic phase separation. However, in diblock copoly-
mers macrophase separation is inhibited by the covalent bonds connecting
the blocks. The competition of attractive and repulsive interactions is settled
by the diblock copolymer undergoing microphase separation into nanoscale
phase domains.

2.3.1 Microphase separation

A diblock copolymer with blocks A and B is characterized by

– the overall degree of polymerizationN of the diblock copolymer molecules

– the composition, given by the volume fraction f

– the constraint given by the architecture of the molecules

– the Flory-Huggins interaction parameter χ

The overall degree of polymerization and the architectural constraint are
given by the polymerization process. These factors determine the transla-
tional and conformational entropy. The Flory-Huggins interaction parameter
χ (see section 2.2.1) depends on the choice of the distinct diblock copolymer
blocks A and B. It is inversely proportional to temperature: χ = αT−1 + β,
where α and β are material specific constants for given architectural con-
straints and volume fractions. Since the volume fractions of the two blocks
and the architectural constraints of the copolymer molecules are contained
in the Flory-Huggins interaction parameter, it is sufficient to consider the
morphological phase state of a diblock copolymer in dependence of the two
factors χ and N . When entropic contributions dominate, i.e. for high tem-
peratures and/or short chains, χ and/or N are small, so that χN = O(1).
When energetic contributions dominate, i.e. for low temperatures and/or
long chains, χ and/or N are large, so that χN = O(100).
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Diblock copolymers in the strong segregation limit

The local composition f(r) behaves quite differently in the two limits of
weak segregation with χN � 1 and strong segregation with χN � 10: In
the weak segregation limit (WSL), f varies only slightly with the distance r
from an arbitrary molecule (see the blue curve in Fig. 2.4); fluctuations in
composition appear with a periodDWSL

0 which is proportional to the gyration
radius Rg of the diblock copolymer molecules: DWSL

0 ∝ Rg ∝ a
√
N . In the

strong segregation limit (SSL), the composition profile f(r) exhibits domains
containing almost exclusively one block of the diblock copolymer molecules
with sharp interfaces between those regions of different local volume fraction
(see the red curve in Fig. 2.4).

f(r)

r

WSL
SSL

1

Figure 2.4: The local volume fraction f(r) in
the weak and strong segregation limit.

Obviously, in the weak segregation
limit (WSL) there is no composi-
tionally ordered structure, while in
the strong segregation limit (SSL)
the diblock copolymer is separated
into microdomains with sharp in-
terfaces, containing only one of
the blocks each [41]. There is
a transition between ordered and
disordered phases (order-disorder-
transition, ODT) at χN = O(10)
for f = 0.5 [42].

A variety of different domain morphologies can be observed in composition-
ally ordered (i.e. microphase separated) diblock copolymers in the strong
segregation limit (see Fig. 2.5), depending on the volume fractions of the
blocks A and B and on the degree of segregation χN :

– for no compositional asymmetry:
lamellae L (stable)

– for low compositional asymmetry:
perforated lamellae PL (metastable)
gyriod G (stable)
ordered bicontinuos double diamond DD (unstable)

– for intermediate compositional asymmetry:
hexagonal cylinders C (stable)

– for high compositional asymmetry:
body-centered cubic spheres S (stable)
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Figure 2.5: Top: Sketches of domain morphologies in microphase separated diblock copoly-
mers with compositional asymmetry increasing from left to right [43]. Bottom: Phase
diagram for stable morphological phases of diblock copolymers, after [44].

Among the efforts to describe the phase behavior of diblock copolymers in
the strong segregation limit, some theoretical works are standing out [41]:
Helfand and Wasserman [45] worked out a self-consistent field theory, which
allows for quantitative predictions about free energies, chain conformations,
and composition profiles. They conclude that the most important factors in
the free energy in the strong segregation limit are the contact enthalpy at
block interfaces, the entropy loss due to chain stretching and the confinement
entropy from the covalent bond in each diblock copolymer molecules being
localized at a block interface. Moreover, they devised numerical procedures
for calculating the phase diagram for the compositionally ordered phases in
the strong segregation limit, and noticed that the boundary compositions
were temperature independent. From their theory, a characteristic interface
width of w ∝ a/

√
χ and a domain size of D ∝ aN δχµ with δ ≈ 9/14 and

µ ≈ 1/7 for N → ∞ are deduced. Semenov [46] found analytical tech-
niques for an estimation of the free energy (for N → ∞) by analogy to
classical mechanics. This theory is considerably less complex than Helfand’s
and Wasserman’s approach, but only valid for strong chain stretching. It
implies that the diblock copolymer molecules are not evenly stretched, and
that chain ends are preferably found in the domain interior. According to
Semenov’s theory, the domain size is D ∝ aN δχµ with δ = 2/3 and µ = 1/6.
It allows for estimates of the phase boundary compositions as well and also
predicts that they are independent of temperature. Discrepancies between
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Semenov’s and Helfand’s and Wasserman’s results can be attributed to the
fact that their numerical procedures were only executed up to D/(a

√
N) ≈ 3;

for D/(a
√
N)→∞ these discrepancies would have vanished [41]. Ohta and

Kawasaki [47,48] proposed an alternative, strongly simplified field-theoretical
approach. They considered diblock copolymers with symmetric and asym-
metric composition and yielded results quite similar to those of Semenov,
Helfand and Wasserman. However, for the sake of simplicity they did not
include effects resulting from non-uniform chain end placement. Anderson
and Thomas [49] developed the first theory to include the so-called ordered
bicontinuous double diamond phase (see DD phase in Fig. 2.5). The others
had not considered this phase, since it had not been experimentally observed
by the time. Matsen and Bates [44] unified theories for the strong and the
weak segregation limit. They calculated the complete phase diagram for
all degrees of segregation, including quantitative coordinates for the phase
boundaries.

Symmetric diblock copolymers

The simplest way to consider a microphase separated state is by studying a
compositionally symmetric diblock copolymer, with the same volume fraction
f and same length a of monomer residues for both subchains. A symmet-
ric diblock copolymer will express lamellar nanodomains - layerlike domains
of each monomer species in alternation (see L phase in Fig. 2.5) - AB in-
terfaces have to form at the domain boundaries and chains have to stretch.
The equilibrium period D0 of the lamellae is determined by interface energy
and chain configuration entropy: Interface energy decreases with increasing
lamellae width i.e. diminishing interface. Entropy increases with decreasing
lamellae width, i.e. less stretched subchains having more possible positional
configurations of their monomer residues. For a phenomenologial deduc-
tion [39,47], consider a sample unit volume a3 containing n = 1/Na3 diblock
copolymer molecules in strong segregation limit. The energy increase per
unit volume and chain due to the formation of interfaces between A domains
and B domains at a period of D is

γ

nD
= γNa3

D
= kBT

√
χ
Na3

D
(2.20)

where γ = kBT
√
χ/a2 is the surface energy density. The entropy decrease

due to the necessary chain stretching (see Eqn.(2.11)) is
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kB lnQ = −3kBrrr2

Na2 = −3kBD2

Na2 (2.21)

where Q is the distribution of end-to-end distances for a freely jointed chain
in Gaussian limit (N � 1), Eqn.(2.10) and r = D/2. Summing Eqns. (2.20)
and (2.21) results in the free energy associated with microphase separation:

Fsep
kBT

= √χNa
D

+ 3
8
D2

Na2 (2.22)

Minimizing this sum with respect to the period D, yields the equilibrium
bulk lamellae period

D0 =
(

3
4

)1/3
χ1/6N2/3a (2.23)

Asymmetric diblock copolymers

For compositionally asymmetric diblock copolymers in the phase separated
state nanodomain morphologies involving strongly curved interfaces are more
favorable [43]: by curving the interfaces the degrees of chain stretching in
the two blocks can be equalized. The area-average of the mean interface
curvature increases with the composition becoming more asymmetric. It is
expected to dictate the sequence of domain morphologies with increasing
compositional asymmetry as follows: L → PL → G → DD → C → S →
disordered. In fact, however, the domain morphologies PL and DD are
not experimentally observed. It turns out, that the standard deviation of
the mean curvature σH determines the stability of possible morphological
phases, and thereby decides which phases are actually adopted by the di-
block copolymer. The value of σH results from the interplay of two factors:
On the one hand, due to interface tension block copolymers are preferably
forming domains of minimum interface area and constant mean curvature,
i.e. ideally σH = 0. On the other hand, in order to avoid strong chain
stretching and packing frustration block copolymers tend to form domains
of uniform thickness, i.e. σH > 0. As an example, consider a morphology
of type C, hexagonally packed cylinders of block A in a matrix of block B.
A cross-section through a cylindrical domain is generally not circular, but
has hexagonal symmetry [50] with a deviation ∆ from a constant mean cur-
vature. The minority component A favors ∆ = 0 for reasons of minimizing
interface tension. The majority component B favors ∆ > 0 for reasons of
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avoiding packing frustration by uniform domain thickness. The preferences
of both components have to be balanced. In the so-called classical phases
L, C, and S this can easily be accomplished by just slightly increasing ∆
to ∆ & 0, because in these phases molecules can inherently pack with little
frustration. However, in strong segregation the molecule chains are strongly
stretched, which increases packing frustration and requires larger deviations
from a constant mean curvature to accommodate the molecules. The so-
called complex phases PL, G, and DD inherently present higher packing
frustration than the classical phases, resulting in larger σH . Reversely, σH is
an indicator for the ability of a block copolymer in a given ordered morphol-
ogy to satisfy conditions of minimum interface area and minimum packing
frustration: The larger σH , the less favorable is the morphology. Therefore,
the phases PL and DD are not stable and the phase G exists only for lower
degrees of segregation.

2.3.2 Thin films of diblock copolymers

In bulk diblock copolymers the chemical domains resulting from microphase
separation are arranged in randomly oriented grains. In contrast, thin films
of diblock copolymers exhibit a high degree of uniform orientation of the
chemical domains with respect to the interfaces of the film. The chemical
phase morphology of diblock copolymer films is determined by boundary con-
ditions at the film interfaces and by the relation between diblock copolymer
domain period and film thickness. There are two different interface bound-
ary conditions for diblock copolymers: Symmetric wetting conditions, where
the same block is preferred for both the air interface / free surface and the
substrate interface. Anti-symmetric wetting conditions, where one of the
blocks is preferred for the substrate interface and the other block is preferred
for the free surface. In addition, the domain orientation changes as a func-
tion of the film thickness: Surface-parallel orientations are found, when the
film thickness d is commensurate with the equilibrium period D0. Surface-
perpendicular domain orientations are observed, when the film thickness is
incommensurate with the equilibrium period – especially for d < D0 [51]1. A
surface-perpendicular domain orientation results in a chemical patterning of
the free film surface, which will exhibit a pronounced regularity governed by
the domain period D given by the size of the diblock copolymer molecules.
Thus, suitable templates for fabricating nanostructure arrays can be prepared
from diblock copolymer thin films.

1See also references therein.
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Thin films of symmetric diblock copolymers

Consider first a compositionally symmetric AB diblock copolymer film with
f = 0.5 and γA 6= γB. The presence of a substrate supporting the film or of a
free surface requires the block with lowest respective surface energy density
to be located at the corresponding film interface. Moreover, surface-parallel
lamellae have the lowest AB interface area for any given domain period D0.

In films of thickness d ≥ D0 this leads to surface-parallel lamellar morpholo-
gies s-L‖ and a-L‖ for symmetric and antisymmetric wetting conditions, re-
spectively, as shown in Fig. 2.6. In this way, both the interface boundary
conditions are fulfilled and the bulk equilibrium period D0 resulting from
the spontaneous ordering is maintained. The symmetric morphology s-L‖ is
stable at d = nD0 for symmetric wetting conditions, and the antisymmetric
morphology a-L‖ is stable at d = (n + 1

2)D0 for antisymmetric wetting con-
ditions (n ≥ 1) [52]. For film thicknesses d ≤ D0, however, a surface-parallel
morphology is unfavorable, because it would require domains with D < D0,
i.e. to compress the polymer chains. It can therefore be more favorable for
the domains to be oriented in a surface-perpendicular way, so that the equi-
librium period D0 can be maintained laterally within the film. Consequently,
additional stable surface-perpendicular lamellae and hybrid structures have
been predicted and observed [51, 53, 54]: The anti-symmetric hybrid struc-
ture a-H, antisymmetric surface-parallel half lamellae a-hL‖, symmetric hy-
brid structure s-H, and symmetric surface-perpendicular lamellae s-L⊥ are
depicted in Fig. 2.7. These result in chemically patterned free film surfaces
which are highly interesting for further applications.

s-L|| a-L||

Figure 2.6: Morphologies for d ≥ D0. Adapted from [52].

a-hL|| s-L⊥⊥⊥⊥s-Ha-H

Figure 2.7: Morphologies for d ≤ D0. Adapted from [52].
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Figure 2.8: Phase diagram of morphologies for compositionally symmetric (f = 0.5) sup-
ported diblock copolymer thin films. d/D0 is the ratio of film thickness d to equilibrium
domain period D0. R is a parameter describing the wetting conditions: wetting conditions
are anti-symmetric for R < 0, symmetric for R > 0. The gray area is the phase field for
metastability of the symmetric hybrid structure s-H. Adapted from [52].

Fasolka and coworkers [51, 52] have developed a theoretical phase diagram
of these morphologies for supported thin films of diblock copolymers with
f = 0.5 in dependence of the film thickness d and the wetting conditions
(described by the parameter R); it is shown in Fig. 2.8. The left half of
the diagram comprises anti-symmetric wetting conditions (R < 1), the right
half comprises symmetric wetting conditions (R > 1). It becomes apparent,
that the two hybrid structures a-H and s-H can be regarded as intermediate
states: When wetting conditions are reversed, a-H is intermediate in between
the anti-symmetric and the symmetric surface-parallel lamellae morpholo-
gies a-L‖ and s-L‖. Then s-H is intermediate in between the anti-symmetric
surface-parallel half lamellae a-hL‖ and the symmetric surface-perpendicular
lamellae s-L⊥. When the film thickness is changed, for distinct wetting condi-
tions a-H can be the transition state between anti-symmetric surface-parallel
full lamellae a-L‖ and surface-parallel half lamellae a-hL‖, and s-H can be the
transition state between symmetric surface-parallel full lamellae s-L‖ and per-
pendicular lamellae s-L⊥. Notably, under anti-symmetric wetting conditions,
the surface-perpendicular phase (a-H) is only stable for film thicknesses above
d = 0.5D0, while under symmetric wetting conditions, surface-perpendicular
phases (s-H and s-L⊥) are only stable for film thicknesses below d = 0.5D0.
Surface parallel lamellae morphologies are stable at d = 0.5D0 under anti-
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symmetric wetting conditions, and stable at d = D0 under symmetric wetting
conditions (see Fig. 2.8).

The fact that a free surface is not a rigid confinement is often disregarded
in theory, but has noteworthy consequences in practice. Assume a diblock
copolymer film on a substrate under symmetric wetting conditions, with film
thickness nD0 < d < (n+ 1)D0. There is a mismatch between the thickness
at which the film can adopt a stable morphology and its actual thickness.
Upon annealing however, the film will express regions of different thickness,
each conforming with the equilibrium domain period, i.e. either d = nD0
or d = (n + 1)D0). The area ratio of regions of different thickness will
be such, that the initial thickness is retained on average. In a flat film,
these regions form as holes or islands, respectively; in a wedge-shaped film
they form as terraces of height difference D0 [52]. In a confined film, the
mismatch between equilibrium bulk period D0 and actual film thickness d
must be compensated by a deviating period D as compared to D0 [55–57] or
by domain reorientation from surface-parallel to surface-perpendicular [53].

Thin films of asymmetric diblock copolymers

Thin films of diblock copolymers with asymmetric composition f 6= 0.5 have
been studied more rarely in theory, since their curved interfaces introduce
more complexity into descriptions of their morphological behavior. Huinink
and coworkers [58] have executed dynamic density functional theory calcu-
lations for a diblock copolymer with composition f = 1/3 in a film con-
fined between two identical rigid surfaces. The morphology of the confined
film was calculated for different film thicknesses and surface interactions. In
bulk, a diblock copolymer with f = 1/3 is expected to express hexagonally
packed cylinders of the minority block in a matrix of the majority block. For
a confined thin film of this diblock copolymer, several different phases are
predicted: surface-parallel cylinders C‖, surface-perpendicular cylinders C⊥,
surface-parallel lamellae L‖, and surface-parallel perforated lamellae PL‖.
It turns out, that besides film thickness also (effective) surface selectivity
plays a crucial role in determining the stable morphology under the given
conditions: If the confining surfaces are selective, i.e. if one of the blocks
preferentially wets the confining surfaces (comparable to symmetric wetting
conditions for a thin film supported on a substrate), surface-parallel mor-
phologies are more favorable. Selectivity is caused by a difference in surface
energy densities ∆γ of the two blocks, but can also occur for ∆γ = 0: In
asymmetric diblock copolymers the shorter block is entropically preferred
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for wetting the confining surface – the reasons have not yet been clarified.
For (effectively) selective confining surfaces, surface-perpendicular cylinders
are predicted to be stable only for distinct film thicknesses, when the energy
increase due to domain reorientation is less than the entropic penalty due to
the extreme chain stretching or compression which would be required to fit
an integer number of domains into the given film thickness. This appears to
be an effect of confinement by rigid surfaces: The C⊥ phase for selective con-
fining surfaces was not observed experimentally, where the film usually has
at least one free surface which can restructure to make the local film thick-
ness conform with the bulk equilibrium period D0. If the confining surfaces
are (effectively) non-selective, i.e. none of the blocks is preferably wetting
the confining surfaces, surface-perpendicular cylinders are stable for all film
thicknesses. Effective non-selectivity for asymmetric diblock copolymers is
achieved, when an energetic preference for the larger block is canceled out
by the entropic preference for the smaller block.

Diblock copolymer thin films in practice

In practice, diblock copolymer thin films are prepared by casting from a
solution, e.g. by spin coating (see section 5.2). Generally, this procedure
leaves the diblock copolymer film in a non-equilibrium state. Microphase
separation to a certain degree may take place during film deposition, but
the chemical nanodomains are not found in a well-ordered morphology or
even in a long-range order of lateral positioning. In order to bring about
this high degree of ordering, the diblock copolymer film has to be annealed
either thermally or by exposure to solvent vapor. Section 5.3 describes the
process of solvent vapor annealing and names the important parameters for
obtaining optimum results in ordering the diblock copolymer domains.
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3 Magnetic Nanostructures

Both the nanofaceted α-Al2O3 substrates and the microphase-separated di-
block copolymer films described in sections 1.2.3 and 2.3.2 will serve as
templates for the fabrication of self-assembled metallic, especially magnetic,
nanostructures in this work. For the explanation of basic terms and phenom-
ena in magnetism the reader is kindly referred to standard textbooks [59–62].
This chapter briefly outlines specific magnetic properties of nanostructures,
especially nanoparticles and thin films. The magnetic properties of one ex-
emplary system - a Fe thin film of uniaxially uniaxially corrugated shape
- are discussed in more detail. An experiment on such a system will be
presented in section 8.2, proposing to merge Grazing Incidence Small Angle
X-ray Scattering and Nuclear Resonant Scattering in GINSAXS (Grazing
Incidence Nuclear Small Angle X-Ray Scattering).

3.1 The single-domain state in nanostructures

In nanostructures - as in macroscopic objects - domains of different magne-
tization orientations are formed to minimize stray field energy. The exact
domain pattern in a sample depends on its size, shape, magnetic anisotropy,
and magnetization history [63, 64]. Retaining domain walls becomes ener-
getically unfavorable, if the size d of the magnetic object is reduced into the
sub-µm regime [62]. There is a critical size dc, i.e. surface-to-volume rela-
tion, at which the stray field or demagnetization energy (which scales with
d3) saved by the presence of domain walls is exceeded by the energy cost
for retaining domain walls (which scales with d2). Then the total energy is
minimized, if the object contains only one single magnetic domain and no
domain walls [61]. Both calculations and experimental studies show that the
critical diameter for a spherical or cylindrical nanoparticle is on the order
of 102 nm [61, 65, 66]. The magnetic nanodots described in chapter 10 can
therefore be assumed to be single-domain nanoparticles.
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3.2 Magnetic anisotropy in nanostructures

If for a sample there is an orientation in space along which a lower exter-
nal magnetic field strength H is required to achieve saturation magnetiza-
tion Ms than along the other orientations, the sample is said to exhibit
magnetic anisotropy and the aforementioned orientation is called the easy
axis of magnetization. Easy and hard axes of magnetization can for exam-
ple be given by the crystal structure or texture orientation, by the shape
of the magnetic body, or by asymmetric conditions at surfaces and inter-
faces. Anisotropy constants Ki can be defined to quantify the strength of
the respective anisotropy contribution. The contributions EKi

to the energy
density associated with magnetic anisotropies are expressed in terms of the
orientation of the magnetization with respect to the easy axis of magnetiza-
tion. This holds for macroscopic magnetic samples as well as for magnetic
nanostructures. However, volume-, surface-, and shape-related anisotropy
energies scale differently with the object size. Therefore, the (relative) mag-
nitudes of the possible contributions to the total magnetic anisotropy en-
ergy differ from macroscopic bodies to nanostructures and also among nano-
structures of different geometries.

The magnetic anisotropy dictates how the net magnetizationMMM of a magnetic
body behaves in an external magnetic fieldHHH. In general, the magnetization
always lies within the plane spanned by the external field HHH and the easy
axis of magnetization. In the absence of any anisotropy, the magnetization
MMM is always parallel to a given external magnetic field HHH.

θ 
x 

y 

M θH 

H 

easy 

axis 

Consider a nanostructure with uniaxial anisotropy,
i.e. one easy axis of magnetization, in an exter-
nal magnetic field: The strength of the anisotropy
is quantified by an effective anisotropy constant K.
The easy axis of magnetization is parallel to the unit
vector eeex of the coordinate axis x and the external
magnetic field vector HHH encloses a fixed angle θH
with the easy axis of magnetization. For simplicity,
let all vectors lie in the x-y-plane. The energy den-
sity of the structure with uniaxial anisotropy in the
external magnetic field is
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E = EK + EH = K sin2 (θ)− µ0HHHMMM

= K sin2 (θ)− µ0HM cos (θH − θ)
= K sin2 (θ)− µ0HxM cos (θ)− µ0HyM sin (θ) (3.1)

It is minimized when the angle between the magnetization and the easy axis
is θ = θ0, fulfilling

dE

dθ
= 2K sin θ cos θ + µ0HxM sin θ − µ0HyM cos θ = 0 (3.2)

or equivalently

Hy

sin θ −
Hx

cos θ = κ with κ = 2K
µ0M

(3.3)

Depending on the magnitude of H, Eqn. (3.3) has two or four real solu-
tions [62]. In case of two solutions, 1

K
E(θ) has one minimum, so that the

magnetization has one equilibrium orientation θ0. In case of four solutions,
1
K
E(θ) has two minima, so that the magnetization has two possible equilib-

rium orientations θ0. Resulting M(H) behavior for different orientations of
the external magnetic field with respect to the easy axis of magnetization is
shown in Fig. 3.1.

If the external magnetic field is parallel to the easy axis of magnetization
(Hx = H, Hy = 0, θH = 0◦), Eqn. (3.3) becomes κ cos θ + H = 0. There
are two real solutions for |H/κ| ≤ 1 and one real solution for |H/κ| > 1.
When reducing H, the magnetization is retained in the beginning. When
reducing H further and then increasing in the opposite direction, MMM is re-
tained untilH = κ and dE

dθ
changes its sign: Then the magnetization suddenly

switches into the direction of HHH. The resulting M(H) behavior is hysteretic,
i.e. irreversible.

If the external magnetic field is perpendicular to the easy axis of magnetiza-
tion, (Hx = 0, Hy = H, θH = 90◦), Eqn. (3.3) becomes κ sin θ −H = 0.
For a linear material, the y-component of the magnetization depends lin-
early on H = Hy. When H = κ, then M = Ms and remains constant. The
resulting M(H) behavior is completely reversible.

If the external magnetic field is at an arbitrary angle with respect to the easy
axis of magnetization, the resulting M(H) behavior of the nanostructure is
partly hysteretic, partly reversible.
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Figure 3.1: Magnetization curves of single-domain nanostructures exhibiting uniaxial mag-
netic anisotropy, with the external magnetic field being parallel, perpendicular, or at 45◦
to the easy axis of magnetization.

3.3 Superparamagnetism in nanoparticles

Within this work, superparamagnetism is explicitly observed in 57Fe dot-
shaped nanoparticles growing on diblock copolymer templates (see section
10.3.3). Therefore, a basic description of this behavior of magnetic nanopar-
ticles shall be given here.

The anisotropy energy density EK is a function of the angle θ enclosed by the
magnetizationMMM and the easy axis of magnetization, as depicted in Fig. 3.2.
Consider a single-domain nanoparticle with uniaxial anisotropy and volume
V . Let ∆EK be the difference between minimum and maximum value of
EK(θ) for this particle. Then the product V∆EK is the magnetic anisotropy
energy of this nanoparticle: an activation energy equal to V∆EK is required
to flip its magnetization orientation from θH = π to θH = 2π.

EK 

ΔEK 

0 
π 2π 

θH 

Figure 3.2: The anisotropy energy density
EK(θ). Reversing the magnetization orienta-
tion requires to overcome the energy barrier
V∆EK . From [62].

For V∆EK � kBT thermal ex-
citations are negligible on experi-
mentally relevant timescales. The
magnetization of the particle is sta-
ble and the M(H) dependence be-
haves as described in section 3.2.
However, if V∆EK < kBT , ther-
mal excitations cause the magneti-
zation of the nanoparticle to fluctu-
ate between different minimum en-
ergy states.
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An ensemble of such nanoparticles then behaves like an ensemble of para-
magnetic atoms and shows no hysteretic M(H) behavior. In the presence of
an external magnetic field, the magnetization of the nanoparticle ensemble
depends linearly on the magnetic induction and is completely reversible. In
the absence of an external magnetic field, the net magnetization of the ensem-
ble is approximately zero. The fluctuation frequency of the magnetization
is

ν = ν0 exp
(
−V∆EK

kBT

)
(3.4)

Decreasing the temperature decreases the fluctuation frequency, so that the
magnetization orientation of the nanoparticles becomes stable for temper-
atures below Tb = V∆EK

kB
, the blocking temperature. Increasing the nano-

particle volume decreases the fluctuation frequency, too [61]. Fluctuation
frequencies of ν ≈ 3 · 10−8 (one fluctuation in ten years) at room tem-
perature, allowing for technological applications e.g. in data storage, are
achieved for nanoparticles containing at least about 5500 atoms. This cor-
responds to a nanoparticle size of roughly 5 nm and a storage density of
around 10 Tbit/inch2 [62]. While the number density of bits in commercially
available magnetic data storage devices is about 0.1 Tbit/inch2, a number
density of 10 Tbit/inch2 has been accomplished in nanostructure patterns
fabricated from self-assembled diblock copolymers [67].

3.4 An example: Self-assembled Fe thin films
on corrugated oxide surfaces

One example of magnetism in nanostructures shall be discussed in more de-
tail: Sugawara, Shiratsuchi, Fukunaga and their respective coworkers have
investigated the growth and the magnetic properties of Fe thin films on uni-
axially corrugated (i.e. stepped and faceted) surfaces and found correlations
between shape, microstructure, and magnetism of the films [68–74]. Their
results on uniaxially corrugated Fe thin films described below can serve as
references for the in-situ GINSAXS experiment performed on a Fe thin film
growing on nanofaceted α-Al2O3 (see section 8.2).
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3.4.1 Growth of Fe nanowires and thin films on corru-
gated oxide surfaces

The growth mechanism and resulting morphology of Fe deposited on sub-
strate surfaces with nanoscale topographic corrugations (facets or steps) is
influenced by the substrate temperature, the dimensions of substrate surface
corrugations, and the polar incidence angle of Fe atoms on the substrate [68].
Depending on the polar incidence angle, different areas of the substrate sur-
face are exposed to the beam of Fe atoms, and the deposition process results
in separated nanostripes or in a continuous corrugated thin film, respectively,
as sketched in Fig. 3.3.

Generally, Fe is found to grow via particle nucleation and coalescence on
oxide surfaces. The resulting morphology is smoother for lower substrate
temperatures and more granular for higher substrate temperatures (compare
Fig. 3.4 (a) and (b)) [68,69,71,75]. Near room temperature, diffusion lengths
are short and small particles (diameter < 2 nm) are formed, which are densely
packed on the oxide substrate surface.

Figure 3.3: Left: Separated Fe nanostripes are grown at oblique incidence of the Fe atoms
with respect to the macroscopic substrate surface. Right: For larger incidence angles of
the Fe atoms a continuous film is grown, which reproduces the uniaxial corrugation of the
substrate surface.
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Upon further deposition, the Fe particles grow and touch (without coalescing
to bigger spherical particles due to the low diffusivity) and gaps in between
particles are filled. Fe grows on the corrugated surface in a polycrystalline
manner with particles of isotropic shape and without any texture orienta-
tion, as can be seen in the transmission electron microscopy data of Fe films
on uniaxially corrugated substrates shown in Fig. 3.4 [68]. Moreover, the
substrate corrugation propagates through the entire Fe film, as shown in
Fig. 3.5 [74].

(a) grown at room temperature (b) grown at 190 ◦C

Figure 3.4: Bright field transmission electron micrographs of continuous Fe particle film
grown at room temperature and at 190 ◦C substrate temperature, respectively, on a faceted
NaCl surface coated with SiOx. The particles are densely packed and isotropically shaped.
A higher substrate temperature during deposition results in a film composed of larger Fe
particles. From [68]. The scale is identical for both images.

(a) substrate side (b) growth front side

Figure 3.5: Scanning electron micrographs of a SiOx /Fe(20nm)/SiOx trilayer floated off
its faceted NaCl substrate. The corrugations induced by the faceted substrate are present
on both sides of the trilayer, confirming that the corrugations propagates through the
entire stack. From [74].
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3.4.2 Magnetism of Fe thin films on corrugated oxide
surfaces

A continuous Fe film which reproduces the uniaxial corrugation of the sub-
strate can be prepared under suitable deposition conditions, as described
above. Due to the uniaxially corrugated film shape, the magnetism of such
Fe films can differ markedly from that of planar films. Especially, this film
shape induces an additional uniaxial in-plane magnetic anisotropy, which is
not present in planar films [73,76].

Dependence of the magnetic phase on the film thickness

The GINSAXS experiment presented in section 8.2 investigates the evolution
of magnetic states of a uniaxially corrugated Fe film in-situ during deposition
of the film. As a reference, the results of former ex-situ studies on the thick-
ness dependence of the magnetic phase of Fe films shall be outlined briefly.
The following results hold for Fe film on both planar and uniaxially corru-
gated substrates [69–71]. Fig. 3.6 shows the M(H) curves for Fe thin films
grown on corrugated substrates. In all cases, the external magnetic field was
applied parallel to the orientation of the corrugation edges.
For a thickness of 1.0 nm the iron film is in a superparamagnetic state.
Measurements of the magnetization as a function of an externally applied
magnetic field at room temperature show that the saturation magnetization
is not reached for an external field strength of 4.5 kOe and that the films
exhibit neither remanence nor coercivity. The shape of the M(H) curves
is characteristic of paramagnetic behavior, i.e. given by a Langevin func-
tion. Characteristic blocking phenomena can be deduced from comparing
measurements of the magnetization as a function of temperature during field
cooling and zero-field cooling.
At 2.0 nm film thickness superparamagnetic and ferromagnetic phase coexist
within the film. Characteristic differences in the temperature dependence of
the magnetization during field cooling and zero-field cooling (blocking) ev-
idence the presence of a superparamagnetic fraction. M(H) curves exhibit
remanent magnetization and coercivity, thus evidencing the presence of a
ferromagnetic fraction. However, the saturation magnetization can still not
be reached.
Films thicker than 3.0 nm are purely ferromagnetic. Characteristic hysteresis
curves are found in measurements of the magnetization as a function of an
externally applied magnetic field.
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Figure 3.6: The relative magnetization M(H)/Ms of Fe thin films on stepped α-
Al2O3 (0001) as a function of an external magnetic field H applied parallel to the substrate
step edges. The magnetization stabilization from the superparamagnetic phase to the fer-
romagnetic phase proceeds via a coexistence phase. tF e is the nominal film thickness in
units of monolayers; 5 ML = 1 nm. From [70].

In the superparamagnetic phase magnetic inter-particle interactions deter-
mine the magnetic behavior of the sample. These interactions are relevant
due to the small sizes and distances of the particles forming the Fe film grown
near room temperature. Several indications for the presence and significant
influence of magnetic interparticle interactions in Fe films of 1.0 nm thickness
on planar substrates were found (see [69] and references therein). One of them
is the fact that the magnetization of the Fe particle film lies in-plane. A film
of non-interacting isotropic particles would exhibit no magnetic anisotropy.
The ratio of ferromagnetic to superparamagnetic fraction in the intermediate
phase depends on whether or not the substrate is corrugated and on the sub-
strate temperature during Fe deposition [71, 72]. Two effects were observed
for Fe films of 2 nm thickness grown at room temperature: The ferromagnetic
fraction is larger in uniaxially corrugated films on corrugated substrates than
in planar films. For uniaxially corrugated Fe films, the ferromagnetic fraction
decreases monotonously with increasing temperature during growth. These
findings can be explained in terms of an in-plane magnetic anisotropy: An
in-plane magnetic anisotropy would magnetically stabilize a thin Fe film, i.e.
increase the ferromagnetic fraction. A uniaxially corrugated substrate sur-
face causes a correspondingly uniaxially corrugated shape of the film, thereby
inducing a uniaxial in-plane magnetic anisotropy with the easy axis of mag-
netization parallel to the substrate corrugation edges (see next section), and
thus augmenting the ferromagnetic fraction as compared to a planar film of
the same thickness. On the other hand, film growth at higher temperatures
leads to monotonously increasing roughness of the film surfaces, washing out
the uniaxially corrugated film shape with ideally parallel film/substrate and
film/vacuum interfaces. This reduces the uniaxial magnetic anisotropy en-
ergy (see also Fig. 3.8) and thereby reduces the ferromagnetic fraction in
comparison to films grown at lower temperatures.
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Magnetic anisotropy in uniaxially corrugated Fe films

Thin Fe films grown by normal-incidence deposition on a planar surface ex-
hibit no in-plane magnetic anisotropy [70]. Fe films on grown on uniaxially
corrugated surfaces, however, were found to have a uniaxial in-plane mag-
netic anisotropy with the easy axis of magnetization parallel to the corru-
gation edges and the hard axis of magnetization perpendicular to the cor-
rugation edges, as becomes apparent by comparing the hysteresis curves in
Fig. 3.7 [70]: Subfigure (a) shows magneto-optical Kerr effect measurements
of M(H) curves of a planar Fe film in the ferromagnetic phase with the
external magnetic field applied parallel and perpendicular to the substrate
crystallographic orientation corresponding to the orientation of the corru-
gation edges in the corrugated sample. The curves are identical, there is
no in-plane magnetic anisotropy. Subfigure (b) shows analogous measure-
ments for an uniaxially corrugated film on a corrugated substrate, exhibiting
pronounced in-plane magnetic anisotropy. The M(H) curve for the applied
magnetic field parallel to the corrugation edges is hysteretic, characterizing
an easy axis of magnetization, while the curve for the applied magnetic field
perpendicular to the corrugation edges is almost reversible, characterizing a
hard axis of magnetization.
The uniaxial in-plane magnetic anisotropy is already observed for samples
in the intermediate phase (Fe film thickness of 2.0 nm), where superparam-
agnetism and ferromagnetism coexist. For a film thickness of 2.0 nm it is
one order of magnitude larger than the magnetocrystalline anisotropy energy
for bulk α-Fe. The uniaxial magnetic anisotropy energy decreases with in-
creasing particle size, i.e. film roughness or graininess, at higher deposition
temperatures (see Fig. 3.8) [68, 73]. These findings on the correlation be-
tween the particle size / film roughness and the uniaxial in-plane magnetic
anisotropy energy are consistent with the argumentation concerning the size
of the superparamagnetic fraction in the intermediate state [71,72].

There are several possible origins of this uniaxial in-plane magnetic anisotropy:
The most common contributions to the total anisotropy of a sample are
magneto-crystalline, magneto-elastic, and shape anisotropy. The contribu-
tion of magneto-crystalline anisotropy to any magnetic anisotropy of the films
is negligible in case of the polycrystalline, non-textured growth of Fe at room
temperature [68]. A magneto-elastic contribution is ruled out for uniaxially
corrugated thin films, too [76]. Due to the exponential decrease of the uni-
axial in-plane magnetic anisotropy energy with increasing Fe film thickness,
surface anisotropy is excluded as the reason for the observed uniaxial in-plane
magnetic anisotropy [70,73].
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Figure 3.7: Comparison of the in-plane magnetic anisotropy (a) in a flat Fe film on a
planar α-Al2O3 (0001) substrate and (b) in a uniaxially corrugated Fe film on a stepped
α-Al2O3 (0001) substrate: Measurement of the magnetization as a function of the external
magnetic field strength, with the external magnetic field applied perpendicular to the
orientation of the step edges in miscut α-Al2O3 (0001). The curves were shifted along the
magnetization axis for clarity. tF e is the Fe film thickness in monolayers; α is the miscut
angle of the substrate. From [70].

Figure 3.8: The ratio of remanent magnetization Mr to saturation magnetization Ms and
the coercivity Hc of uniaxially corrugated Fe films on stepped α-Al2O3 (0001) as functions
of the orientation of an external magnetic field with respect to the step edges. The
films were grown at the indicated substrate temperatures. The uniaxially corrugated film
grown at 323 K exhibits pronounced uniaxial in-plane magnetic anisotropy as evidenced
by the two-fold symmetry of the polar plots. The uniaxial in-plane magnetic anisotropy
is diminished with increasing deposition temperature. From [73].
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Thus, the uniaxially corrugated shape of the Fe film is most likely to cause
the uniaxial in-plane magnetic anisotropy. At first sight, the large aspect
ratio of the stripe-like film regions on the step or facet surfaces may appear
as the origin of the pronounced anisotropy. However, this is not consistent
with a strong correlation between the uniaxial in-plane magnetic anisotropy
energy and the Fe film thickness [70]. Moreover, the increasing graininess of
the film with increasing deposition temperature is not expected to change
the aspect ratio of the stripe-like regions enough as to explain the drastic
effects depicted in Fig. 3.8.

The mechanism by which the film shape causes magnetic anisotropy in the
case of uniaxially corrugated films is somewhat more subtle [70, 73, 76] (see
also Fig. 3.9): Consider an absolutely planar film, infinitely extended in the
lateral directions. For any in-plane orientation of the magnetization, the
magnetization is parallel to the film interfaces at every point. Therefore,
there is no divergence of the magnetization at the film interfaces, thus no de-
magnetizing field. Consider now a film with uniaxial in-plane corrugation: If
the magnetization is in-plane and parallel to the edges of these corrugations,
it is also parallel to the interfaces of the film at every point. Therefore, there
is no divergence of the magnetization at the film interfaces and no demagne-
tizing field. If, however, the magnetization is in-plane and perpendicular to
the corrugation edges, the magnetization is not parallel to the film interfaces
anymore. It diverges at the film interfaces, resulting in a demagnetizing
field. The energy associated with this demagnetizing field is the origin of
the uniaxial in-plane magnetic anisotropy. The anisotropy contribution due
to the uniaxially corrugated film shape is independent of the film material.
However, this film shape is too complex for an analytical calculation of the
demagnetizing field [76].

This mechanism can only be the origin of uniaxial in-plane magnetic aniso-
tropy, if the film surface is smooth and parallel to the substrate surface,
reproducing its well-oriented corrugations. This is the case for low substrate
temperatures during deposition where a smooth film is produced, not for
high substrate temperatures where a rough film is produced. The demagne-
tizing field decreases with increasing film roughness, and so does the uniaxial
anisotropy energy. Thus the assumption of a demagnetizing field is consistent
with the observed dependence of the uniaxial in-plane magnetic anisotropy
energy on the substrate temperature during film deposition [73].
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Figure 3.9: Cross-section sketches of a planar film (left) and a uniaxially corrugated film
(right): The films are assumed to be infinitely extended in the lateral dimensions. The
corrugated film is seen along the edges of the corrugations. The individual subfigures
consider different orientations of the magnetizationMMM in both films. If the magnetization
is not parallel to the film interfacesMMM , it diverges at the interfaces, resulting in a demag-
netizing field HdHdHd. This can be pictured by magnetic charges (+, -) being present at the
interfaces and acting as sources and drains of the demagnetizing field. In both the planar
and the corrugated film there is a demagnetization field in case of the magnetization being
oriented out of the film plane (top). For the magnetization being within the film plane,
there is no demagnetzation field in the planar film (left, middle and bottom). However,
for the corrugated film, it depends on the orientation of the magnetization with respect
to the corrugation edges, whether or not a demagnetizing field is present (compare right,
middle and bottom). The energy associated with the demagnetizing field is the origin of
the unidirectional in-plane magnetic anisotropy in corrugated films.
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4 Synchrotron Radiation

Synchrotron radiation possesses two qualities, which are essential for the
studies described in this work, and which are not provided by radiation from
an x-ray tube: On the one hand, the high spectral brilliance of synchrotron
radiation makes scattering experiments on nanostructures, i.e. on samples
with very small volumes of the structures of interest, feasible. On the other
hand, the method of Nuclear Resonant Scattering (NRS) fundamentally re-
lies on the time structure of synchrotron radiation (see section 6.3).
Synchrotron radiation was first observed as a byproduct in storage rings
built for particle physics experiments. After its usefulness for spectroscopy
and diffraction experiments had been recognized, designated synchrotron ra-
diation sources were developed based on storage ring designs.
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critical energyFigure 4.1: Generic layout of a third-generation synchrotron radiation source. From [77].
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4.1 Production of synchrotron radiation

The very basic working principle of a synchrotron radiation source is the fol-
lowing: A beam of electrons (or positrons) is produced, pre-accelerated and
pulsed. These electron pulses are injected into the toroidal vacuum chamber
enclosing the designated trajectory of the particles (this vacuum chamber
is not explicitly depicted in Fig. 4.1). A magnetic guide field generated by
dipole bending magnets distributed along the circumference of the vacuum
chamber forces the electrons onto a closed path within the vacuum chamber
- thus the electron pulse is stored. The guide field also focuses the electrons
onto their designated trajectory in radial direction and in direction perpen-
dicular to the plane of the storage ring. Each time the electron trajectory is
bent by the guide field, the electrons are accelerated orthogonally to their ini-
tial direction of motion, causing them to emit electromagnetic radiation and
lose some of their energy. This energy loss is compensated for when the elec-
trons pass the RF-cavity. Here, they are re-accelerated by a radio-frequency
electric field, which also serves to gather the electrons into bunches [78]. In
order to synchronize the oscillation of the re-acceleration field with the or-
biting motion of the electron bunches, the cavity frequency fRF must be an
integer multiple of the electron orbiting frequency fe: fRF = mfe. m is then
the number of so-called buckets, i.e. possible locations of electron bunches
along the designated trajectory. Quadrupole magnets serve to improve the
focusing by the guide field. Hexapole magnets are used for dispersion correc-
tion, since not all electrons in one bunch have exactly the same energy and
thus are deflected differently by the dipole bending magnets.

The stored electrons move at velocities close to the velocity of light, so that
relativistic effects determine their radiation characteristics (see Fig. 4.2). In
the rest frame of the electron its radiation pattern is that of a non-relativistic
dipole. In the rest frame of an observer, however, the radiation pattern of
the moving electron resembles a very narrow cone (opening angle of 2/γ,
γ = E/m0c

2) directed along the tangential component of the electron motion.

a) b)

Figure 4.2: The radiation pat-
tern of an electron at relativis-
tic velocity a) in the rest frame
of the electron and b) in the rest
frame of an observer. From [77]
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Synchrotron radiation can be extracted at the bending magnets or at the
so-called insertion devices – wigglers or undulators, which are placed in the
unbent, straight sections of the electron trajectory. While the field of a dipole
bending magnet is fixed to maintain its guiding properties, the field of an
insertion device can be adjusted in order to optimize the properties of the
produced radiation.

undulator period

magnet poles

electron beam
g

uλ

Figure 4.3: From [77].

Wigglers and undulators are composed
of two opposed rows of each n dipole
magnets above and below the elec-
tron trajectory. The individual dipole
magnets alternate in orientation and
thereby cause the electrons to follow
a sinusoidal path along the length of
the insertion device in the plane of the
storage ring. For a wiggler, the radia-
tion emitted from the electrons at each
left or right bend on their sinusoidal

path is superposed incoherently. The radiation from a wiggler has a compar-
atively wide angular spread and the radiation flux obtained from a wiggler
is n-times higher than the flux obtained from a single dipole bending mag-
net. For an undulator, the radiation emitted at the bends of the sinusoidal
electron path is superposed coherently, leading to a well-collimated radiation
from the undulator, with a flux n2-times as compared to that of one dipole
bending magnet. A synchrotron radiation source has an energy spectrum
ranging from infrared to hard x-rays. [77,79]

4.2 Properties of synchrotron radiation

Synchrotron radiation differs from radiation produced by other x-ray light
sources in three important aspects [77,79]:

– Spectral brilliance:
In a given energy bandwidth, the number of photons produced by a
third generation synchrotron radiation source per second, unit area of
the source, and solid angle is about ten orders of magnitude higher
than for a laboratory x-ray tube.

– Polarization:
Radiation emitted exactly in the plane of the synchrotron source is fully
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linearly polarized in this plane (usually labeled as σ-polarization). Ra-
diation emitted out of the storage ring plane has a circular polarization
component, thus in total an elliptical polarization. Unwanted polariza-
tion components can be filtered out.

– Time structure:
Due to the fact that the stored electrons gather in bunches, a synchro-
tron radiation source emits photon pulses, not as continuous radiation.
The duration and temporal separation of these pulses are given by the
length of the bunches and their spatial separation. Typically, the pulse
length is 30 ps to 100 ps, the pulse separation is 2 ns to 3 ns.

The high spectral brilliance makes experiments with very small sample vol-
umes feasible. The polarization of synchrotron radiation provides additional
information about sample systems which e.g. change the polarization of ra-
diation scattered from them, or in which the scattered intensity depends on
the polarization of the incident radiation. The time structure of synchrotron
radiation allows for NRS and pump-probe experiments.

4.3 Synchrotron radiation sources and beam-
lines

The x-ray scattering experiments discussed in this work were conducted
at experimental stations at three different synchrotron radiation sources:
DORIS III and PETRA III at DESY (Hamburg, Germany), and ESRF
(Grenoble, France). Table 4.1 lists some characteristics of theses sources
[80–82]. The order of magnitude of the spectral brilliance is given for photon
energies of 8 to 15 keV. The particle beam size varies along the storage ring
circumference; it is given for the beamlines BW4 (DORIS III), P01 (PETRA
III), and ID18 (ESRF).

The beamline BW4 at the DORIS III synchrotron radiation source (shut
down in October 2012) was dedicated to Small Angle X-Ray Scattering. Its
insertion device was a 2.7 m long wiggler, providing a flux in the range of
1009 photons per second at energies from 6 to 14 keV [80]. The standard
photon beam size after focusing was 400 mic × 400 µm. Structures with
period lengths of 3 to 300 nm could be resolved at BW4 [83].
The beamline P01 at PETRA III is dedicated to nuclear resonant scattering
and inelastic x-ray scattering experiments. The insertion device of P01 con-
sists of two 5 m long undulators and provides a maximum flux at the sample
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parameter / units DORIS III PETRA III ESRF
generation 2nd 3rd 3rd

circumference 289 2300 844
m
particle energy 4.45 6 6
GeV
particle beam current 120 100 200
mA
particle beam size 1300 × 300 141.6 × 6.6 402 × 7.9
µm × µm (hor × ver)
rms particle beam emittance 410 × 12 1 × 0.01 48 × 0.048
nmrad × nmrad (hor × ver)
spectral brilliance 1015 1021 1020

photons/(s ·mm2mrad20.1%BW)

Table 4.1: Some characteristic parameters of the synchrotron radiation sources DORIS III,
PETRA III, and ESRF, at which the experiments described in this thesis were conducted.
Data compiled from [80–82].

position of 7 × 1013 photons per second at 14.4 keV; with all components
for experiments in grazing incidence geometry installed, the flux at the sam-
ple position is in the range of 106 to 107 photons per second (saturation of
the detectors is a limiting factor here). The energy resolution ensured by a
specialized high-resolution monochromator at this energy (the nuclear reso-
nance of 57Fe ) is 1 meV. Special electronics and detectors provide sub-nm
time resolution. P01 can provide a low-divergence photon beam, using a set
of Lengeler lenses with a focal length of 25 m, which makes it a well-suited
beamline for GISAXS experiments, too. The beam can be focused from 3 mm
× 1 mm to 7 µm × 7 µm [81].
The beamline ID18 at ESRF is also dedicated to nuclear resonant experi-
ments. It provides optimized flux for photon energies at the nuclear reso-
nances between 6 keV and 30 keV. At the 57Fe nuclear resonance flux and
energy resolution can be varied from 1.4× 1010 photons/s at 6.4 meV resolu-
tion to 5.5× 1008 photons/s at 0.47 meV resolution, depending on the Bragg
reflections chosen for the Si crystals of the high resolution monochromator.
Special electronics and detectors provide sub-ns time resolution. The photon
beam can be focused to 100 µm × 100 µm using lenses and a bent Si crystal,
and focused to 10 µm × 10 µm using multilayer mirrors [82].
For more information on the components and layout of nuclear resonant scat-
tering beamlines at synchrotron radiation sources, see section 6.3.4.
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5 Sample Preparation

5.1 Surface faceting of M-plane α-Al2O3 by
high-temperature annealing

A facetted α-Al2O3 surface can be prepared by annealing M-plane α-Al2O3 at
high temperatures. The M-plane of α-Al2O3 has the highest surface energy
density of all crystal planes present in α-Al2O3. Upon annealing it will there-
fore reconstruct into facets in order to minimize its surface energy (see section
1.2.3).

Figure 5.1

The annealing procedure can readily be car-
ried out using commercially available high-
temperature furnaces, e.g. a chamber furnace
as shown in Fig. 5.1 or a horizontal tube fur-
nace as shown in Fig. 5.21. The chamber fur-
nace provides easy access to the heated vol-
ume and allows to anneal larger quantities of
wafers simultaneously. The samples are pro-
tected against dirt (especially particles flaking
off from the insulation of the heated volume
or from the oxidized surface of the heating ele-
ments) by covering with an alumina half-pipe.

1Figures 5.1 and 5.2 from producers’ homepages.
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Figure 5.2

The tube furnace has two openings and can
thus be employed in Grazing Incidence Small
Angle X-Ray Scattering (GISAXS, see section
6.2) measurements. Using this method, the
formation of surface facets can be studied in-
situ during annealing (see sections 7.1). The
samples are positioned in the center of the fur-
nace tube using a custom-made alumina sam-
ple holder.

5.2 Preparation of diblock copolymer thin
films by spin coating

angular 
velocity ω

d

radial
flow

evaporation

Figure 5.3

Spin coating is a method to produce thin poly-
mer films from solutions. An amount of poly-
mer solution is deposited on a substrate, which
is fixed on a rotatable disk. The disk is then
accelerated and rotated at high angular veloc-
ity. The solution flows radially due to centrifu-
gal forces and adhesion to the substrate. Most
of the deposited solution is cast off the disk.
As the solvent evaporates, the viscosity of the
solution increases due to the increasing rela-
tive polymer content, and the film thickness
decreases. The result of this process is a solid
film of polymer molecules on the substrate [84].

The first theoretical description by Emslie and coworkers [85] employed a
very rough model neglecting many crucial factors, such as viscosity or con-
centration gradients. More refined theories have been developed by now, e.g.
by Lawrence [86].

It is known from experiment, that the resulting film thickness d depends on
the angular velocity ω, the solution concentration c and viscosity η. Other
process parameters, such as the amount of deposited solution, the solution
deposition rate, or the total spinning time, have been found to have little or
no effect on the resulting film thickness [84]. Theoretical elaborations and
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experimental observations agree upon the general relation

d = k1√
ω

(5.1)

where k1 is a specific constant for the given system of polymer, solvent, and
substrate. k1 is proportional to the initial solution viscosity η0: k1 = k2η

β
0 ,

where β = 0.29 . . . 0.39 for most polymer solutions. Thus,

d = k2η
β
0√
ω

(5.2)

k2 describes the effect of properties such as the average solvent evaporation
rate, latent heat of evaporation and solvent heat capacity, or solvent diffu-
sivity. It is a matter of debate, whether the weight average molecular mass
Mw (see section 2.1.1) or an effective, so-called viscosity average molecular
mass Mη determines the resulting film thickness [87,88]. The minimum film
thickness (i.e. the thickness of a continuous monolayer of polymer molecules)
is determined by the respective radius of gyration of the polymer molecules.

In practice, the resulting film thickness d can readily be determined via the
solution concentration c and the angular velocity ω. Solutions of two types
of diblock copolymers (PS-b-PMMA(203/203) and PS-b-PMMA(63/142))
solved in toluene at various concentrations were frequently used in this work.
The following specific relations were found (see appendix A.3.1), where d is
measured in nm, c in mg/ml and ω in rad/s:

– d ≈ 1770 c/
√
ω for PS-b-PMMA(203/203)

– d ≈ 1530 c/
√
ω for PS-b-PMMA(63/142)

The uniformity in thickness of the resulting polymer film depends on the
solvent volatility and on the compatibility of polymer and solvent. The
most uniform films are produced using solvents of high compatibility and low
volatility [87]. One has to be aware though, that the outcome of a spin coating
process can also be influenced by extrinsic factors such as temperature, air
flow, or humidity [84].
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5.3 Solvent vapor annealing of diblock
copolymer films

Thin films of diblock copolymers are prepared by casting from a solvent,
e.g. by spin coating (see section 5.2), and are then kinetically trapped in
a non-equilibrium state. Microphase separation (see section 2.3.1) to some
degree can occur during film preparation, but the resulting chemical domain
morphology is in general not well ordered - the chemical nanodomains lack
long-range positional order and can be distorted. Equilibration requires mo-
bility of the diblock copolymer molecules to bring about the formation of
regular structures. There are two alternative ways for mobilizing the copoly-
mer molecules: thermal annealing and solvent vapor annealing. Thermal
annealing at temperatures above the glass transition temperature Tg pro-
vides the molecules with sufficient mobility for microphase separation and
long-range ordering. In contrast, in solvent vapor annealing the glass transi-
tion temperature Tg is reduced to values below room temperature by swelling
the diblock copolymer film with a solvent, making the molecules sufficiently
mobile at ambient temperatures. Thermal annealing is not very effective for
diblock copolymers of high molecular weight, which demand very long an-
nealing times of typically several days for the required chain diffusion to take
place. The effect of solvent vapor annealing concerning an improvement of
long-range lateral order in the copolymer nanodomains was observed to be
comparable to that of thermal annealing, but to be achieved in much shorter
time [89].

Solvent vapor annealing aims at producing a diblock copolymer film which
exhibits well-ordered chemical phase domains after solvent removal. There
is no standardized routine for solvent vapor annealing, and experimental
setups range from most basic to highly sophisticated. The basic process can
be subdivided into three phases:

– The diblock copolymer film is exposed to solvent vapor; solvent molecules
begin to diffuse into the polymer film and thus swell it.

– Swelling is completed; the system of diblock copolymer film and solvent
is in a steady state.

– The solvent is evaporated from the diblock copolymer film; the polymer
film de-swells.
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Swelling of the diblock copolymer film with solvent occurs, because in com-
parison to the non-swollen state mixing of solvent and diblock copolymer is
entropically preferable and dilution of the unfavorable AB contacts by favor-
able polymer-solvent contacts is energetically preferable. The swollen diblock
copolymer film can be considered as a concentrated solution and character-
ized by the diblock copolymer content. The thickness of the swollen film in-
creases with increasing solvent content, i.e. with decreasing polymer content.
The swelling stops, when the solvent volume fraction in the film reaches its
equilibrium value, so that the osmotic pressure is relaxed to zero [90]. When
the swelling is completed, the system is in a steady state with constant film
thickness, which is directly related to the polymer concentration (or solvent
content, respectively) of the swollen film. If the degree of swelling is suf-
ficient, the diblock copolymers are mobilized effectively and can reorganize
into equilibrium chemical domain morphologies. The structures which are
formed then can - in a first approximation - be compared to the structures
formed by block polymers in solution [91]. By rapid solvent removal, i.e. by
rapidly raising the glass transition temperature Tg to values far above room
temperature, these morphologies can be frozen in, so that they remain stable
even if the solvent is not present anymore.

(a) (b) (c)

Figure 5.4: Sketch of the microphase separation in an AB diblock copolymer film during
solvent vapor annealing. (a) After deposition the diblock copolymer molecules (block A:
red subchain, block B: yellow subchain, covalent bond: blue link) are kinetically trapped in
a chemically disordered non-equilibrium state. Depending on the combination of substrate
and diblock copolymer, one block may preferably tend to be located at the substrate. (b)
Upon exposure to a solvent vapor, solvent molecules (green) diffuse into the polymer
film and swell it. The diblock copolymer molecules are mobilized and can rearrange
into a favorable microphase separated state, in which both the number of number of AB
contacts is minimized and the wetting conditions at the film interfaces in the presence of
the solvent are satisfied. (c) A surface-perpendicular orientation of the chemical domains in
the microphase separated state is preferred in film with thicknesses below the equilibrium
period of the chemical domains. The chemically ordered state is preserved by rapid removal
of the solvent.
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5.3.1 Factors determining the resulting morphology

A multitude of factors determine the morphology of the diblock copolymer
film after the solvent annealing process. Thus, this method – though readily
implemented – features complex (inter)dependencies between various param-
eters of the sample and conditions of the procedure. Consider as an example
a system, with which this work will be concerned: a film of symmetric PS-
b-PMMA (a diblock copolymer consisting of Poly(Styrene) and Poly(Methyl
MethAcrylate) with composition f = 0.5) on a silicon substrate with natural
oxide layer. Since only surface-perpendicular orientations of the chemical
domains resulting from microphase separation (see section 2.3.2) are rele-
vant for this work, only films with a thickness smaller than the equilibrium
domain period are considered here.

Intrinsic properties of the diblock copolymer

Several intrinsic properties of diblock copolymers are of significance for their
behavior under solvent vapor exposure: Diblock copolymers with strong seg-
regation (high value of χABN , see section 2.3.1) and high molecular mass
MA+B equilibrate more slowly compared to diblock copolymer with low
χABN and MA+B, since the necessary diffusion of their long chains takes
more time. Consequently, the solvent vapor annealing procedure has to last
longer for such systems. It depends on the Flory-Huggins interaction param-
eters χAS and χBS for the two constituents of the copolymer and a solvent,
whether the solvent is suitable for annealing and whether it is selective or
non-selective with respect to the two blocks. The composition f determines,
which domain morphologies (see figure 2.5) can result from the solvent an-
nealing procedure for a given degree of segregation χABN . The values of
the glass transition temperatures TAg , TBg have to be such, that solvent va-
por annealing can lower them sufficiently: The sample can additionally be
heated, but the solvent boiling point or possible flammability have to be kept
in mind.

Recall the example system of PS-b-PMMA on SiOx. On the one hand, the
surface energy density of PS is lower than that of PMMA. Therefore, PS is
preferentially located at the film free surface. On the other hand, PMMA can
form hydrogen bonds with the oxide layer on the Si substrate and therefore
preferentially wets the substrate. These anti-symmetric wetting conditions
result in an as-cast film of PS-b-PMMA on a SiOx substrate in air exhibiting
a continuous PS layer at the free surface and a continuous PMMA layer at the
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substrate interface [51,92,93]. This situation conforms to the a-hL‖ structure
(see section 2.3.2; black component corresponds to PMMA, white component
to PS). This will be relevant for the choice of solvent, as explained below.

Choice of solvent

Exposing the as-cast PS-b-PMMA film to a PS-selective solvent does not
qualitatively alter the antisymmetric wetting conditions for the polymer film:
The PS block still prefers to be located at the surface, while the PMMA block
preferentially wets the substrate. The number of unfavorable AB contacts
is already minimized in this situation, so there is no driving force for rear-
rangement of the molecules. After solvent annealing in a PS-selective solvent,
there will still be exclusively PS subchains at the sample surface [94].

If the film is exposed to a PMMA-selective solvent, the wetting conditions
change from antisymmetric to symmetric: PMMA is then preferred at both
the free surface and the substrate interface. Contacts between the solvent and
PMMA are more favorable than contacts between the solvent and PS. There-
fore, PMMA will migrate toward the sample surface and the film morphology
is altered in consequence [94]. The resulting chemical structures correspond
to the morphologies s-L‖, s-H, or s-L⊥, depending on the sample thickness
(see section 2.3.2), which are stable at symmetric wetting conditions.

Duration of annealing

The restructuring of the film induced by the presence of a PMMA-selective
solvent happens on a timescale of hours. Depending on when the solvent
annealing is stopped by removing the solvent, different morphologies repre-
senting different stages in the restructuring process can be observed. It is
important to note that these morphologies are conserved by rapid solvent
removal: They are stabilized at ambient conditions, because removing the
solvent quickly means rapidly increasing the glass transition temperature Tg
so that the structures present in the swollen state at the time of solvent re-
moval are “frozen-in” and preserved in the dried state. During solvent vapor
annealing of a compositionally symmetric PS-b-PMMA film with d < 0.5D0,
Xuan and coworkers have observed six stages of restructuring with increas-
ing PMMA content at the free surface of the film to satisfy the attractive
interaction between solvent and PMMA, as depicted in 5.5 [94]:
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Figure 5.5: PS-b-PMMA film on SiOx restructuring upon solvent vapor annealing.
From [94].
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Figure 5.6: Morphological transition of a compositionally symmetric PS-b-PMMA diblock
copolymer thin film with d/D0 < 0.5 on SiOx upon solvent vapor annealing in a PMMA-
selective solvent. Graphic uses elements from [52].
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1. In the as-cast film PS is expressed at the featureless surface.

2. PMMA protrusions of irregular horizontal cross-section form.

3. The PMMA protrusions assume circular cross-sections and regular hexag-
onal arrangements on a short scale.

4. The PMMA protrusions coalesce to form surface-perpendicular lamellar
domains.

5. The film is entirely structured by surface-perpendicular lamellar do-
mains.

6. After extensive annealing: PMMA is expressed at the featureless sur-
face.

The conditions under which solvent vapor annealing is performed may strongly
influence the time scale on which the restructuring process takes place. The
sample prepared by Xuan and coworkers required 100 h to reach stage 5.
In the samples prepared for the present work, complete restructuring into
surface perpendicular lamellar domains was achieved within 3 h, and the do-
main regularity was significantly deteriorated already after 6 h as the samples
approached stage 6 (see section 9.1.1). Reproduction of the individual stages
of this morphological transition is not part of this work.

Referring to the phase diagram of morphologies developed by Fasolka and
coworkers, the restructuring process upon solvent annealing up to stage 5
corresponds to a transition at constant film thickness from the a-hL‖ mor-
phology via the s-H phase to the s-L‖ as indicated in Fig. 5.6. This transition
takes place, because the wetting conditions are changed from antisymmetric
(PMMA preferred at substrate interface, PS preferred at free surface of film)
to symmetric (PMMA preferred at both substrate interface and free surface),
when a PMMA-selective solvent is present.

If the restructuring process is stopped in stage 5 by rapid removal of the
solvent, regularly chemically patterned film surfaces are obtained (see chapter
9). As self-assembly processes, the microphase separation and restructuring
are intrinsically independent of the surface area of the diblock copolymer film.
Thus, diblock copolymer self-assembly is a quick and easy way to produce
large-area templates with regular nanoscale chemical surface patterning for
further nanostructure growth (see chapter 10).
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5.4 Sputter deposition

Having prepared a faceted α-Al2O3 substrate or a chemically patterned di-
block copolymer template, metallic nanostructures can be grown on these
by sputter deposition (see chapters 8 and 10). Sputtering means the erosion
of a solid target surface by bombardment with ions of high kinetic energy.
The accretion of the sputtered target atoms on a substrate is called sputter
deposition, and is a means to produce films of the target material. The first
report on a sputtering process was given by Grove in 1852 [95].
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Figure 5.7

A basic sputter setup consists of a process
chamber filled with a working gas (usually a
noble gas to avoid chemical reactions with tar-
get or substrate) at low pressure, and contain-
ing opposed anode and cathode. The target is
placed on top of the cathode, and the substrate
is placed on top the the anode. The mentioned
high-energy ions are produced in a plasma of
the working gas and are accelerated toward the
target by an applied electric field. The sput-
tered target particles are electrically neutral
atoms, which deposit all over the inside of the
process chamber. For sputter deposition and
other technological applications, low-pressure
non-thermal plasmas are used [96,97].

5.4.1 Sputter methods

DC sputtering and RF sputtering

In DC sputtering [96,97], the anode and cathode are supplied with direct cur-
rent (DC), so that a static electric field is generated between them. The elec-
tric field accelerates ions initially present in the working gas (e.g. produced
by cosmic radiation); by collision with neutral gas atoms or with the cath-
ode/target, further charged particles are produced. Ionization avalanches
then rapidly increase the number of charged particles until the plasma be-
comes self-sustaining. In a self-sustained non-thermal plasma, the fraction
of ionized gas atoms is typically about 0.01%. This degree of ionization is
limited by the increasing current between cathode and anode with increasing
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number of electrons: Increasing current decreases the charge on anode and
cathode (at constant voltage) and thereby the electric field strength, so that
charged particles are supplied with less kinetic energy required for ioniza-
tion. Since the electrons are repelled by the cathode, a positive space-charge
region forms in front of the cathode. Following the applied electric field, all
ions in this space-charge region impinge onto the target surface at normal in-
cidence. The kinetic energy of the ions upon their collision with the target is
proportional to the voltage drop over the width of the positive space-charge
region, in addition to the ions’ initial kinetic energy. Due to the low degree of
ionization in a low-pressure non-thermal plasma, the sputtering rate in DC
setups is low. It can be enhanced by applying a radiofrequency alternating
current to anode and cathode: The ions are too inertial to follow the alter-
nating direction of the electric field, while the electrons begin to oscillate.
This prolongs the trajectory of the electrons, thus increases the probability
for collisions and thereby augments the degree of ionization. Consequently,
the working gas pressure can be reduced, so that loss of target atoms due to
collisions with the working gas is decreased and the sputter yield is increased.

Magnetron sputtering

In magnetron sputtering [96,97] the cathode is combined with a magnet ar-
rangement. This produces a magnetic field which keeps electrons from the
plasma moving on a closed trajectory parallel to the target surface plane due
to the Lorentz force. The controlled electron motion reduces the number
of collisions between electrons and ions (recombination), thus increases the
mean free path length of the electrons. Thereby, the probability of colli-
sions between electrons and neutral gas atoms, and thus the ionization rate,
is augmented. This leads to an increased plasma density near the target,
resulting in a higher sputter yield. Magnetron sputtering has the highest ef-
ficiency of all sputter methods, and is therefore the method most commonly
applied in industry. However, targets for magnetron sputtering are chosen
to be comparatively thin, since the strength of the magnetron field at the
target surface decreases with increasing target thickness (i.e. distance of the
target surface from the cathode), and must consequently be replaced more
frequently.
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5.4.2 The sputter process

Sputtering happens by collisions, i.e. by momentum transfer, especially mo-
mentum reversal. The main factor in this process therefore is the kinetic
energy Ekin of the ions impinging on the target surface [96]: If Ekin is lower
than the surface binding energy EB of the target atoms, the ions are ad-
sorbed or reflected. For Ekin & EB, the impinging ions cause target atoms
to dislocate within the target surface. Sputtering occurs if Ekin ≥ 4EB.
When Ekin & 4EB, sputtering is a complex process involving several col-
lisions among target surface atoms before a target atom is released. The
sputter yield is consequently low, about 10−5 atoms/ion. For Ekin & 8EB,
sputtering is actually a two-particle collision process and the sputter yield
increases proportionally to Ekin up to a yield of 1 atom/ion. The sputter
yield does not increase anymore for very high ion energies (>50 keV), since
ions are then rather implanted into the target than releasing target atoms.

Gas kinetics

The residual gas pressure is one of the main factors in sputter deposition for
two reasons [10]:

– possible collisions between residual and sputtered atoms, quantified via
the mean free path length l for particles of diameter d

l = kBT√
2πd2p

(5.3)

– condensation of residual gas particles on the growing surface, quantified
by the number N of incorporated gas particles with mass m

N = p

√
1

2πkBmT
(5.4)

The mean free path length l exceeds the typical distances of a few centimeters
or decimeters between sputtering source and substrate already for moderate
vacua of p > 10−6 mbar [10]. However, the incorporation rate of residual
gas atoms can be high in comparison to the typical deposition rate of the
sputtered atoms, thus making ultra-high vacua a necessity for producing pure
films.
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Film growth

Sputtered atoms have a much higher mean kinetic energy of about 1 eV to
100 eV as compared to evaporated atoms with a kinetic energy of about
0.1 eV. This results in different microstructures of sputtered deposited and
vapor deposited films. Some general statements can be made about the
factors which influence the microstructure of sputter-deposited films [96]:

– Target atoms with higher kinetic energy produce more compact films.

– Increasing the deposition rate decreases the effects of surface diffusion.

– Surface diffusion is enhanced by increasing the substrate temperature.

– High working gas pressure (i.e. high number of collisions between sput-
tered atoms and working gas ions) reduces the kinetic energy of sput-
tered atoms and increases the spread of directions from which they
impinge onto the substrate.

Thornton’s zone diagram (see Fig. 5.8) [98] can be a rough guide to envisage
the resulting microstructures: For low substrate temperatures the gas pres-
sure determines, whether a porous film consisting of separated fibrous grains
(zone I) or a compact film consisting of densely packed fibrous grains (zone T)
is formed. For moderate substrate temperatures (zone II), the film is char-
acterized by close-packed columnar grains. For high substrate temperature
the film has a recrystallized large-grained structure (zone III).

m 

Figure 5.8: Zone diagram ac-
cording to Thornton [98] de-
picting the dependence of the
microstructure of a sputter de-
posited film on the working gas
pressure P and the temperature
T in units of the melting tem-
perature Tm of the film mate-
rial. From [99].
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5.5 Experimental setups, materials, and
procedures

A main aim of this work is to fabricate highly ordered nanostructure arrays
– based exclusively on self-assembly processes and not including any litho-
graphical procedures. Two main routes are followed here - both are based
on substrates of α-Al2O3 which are faceted by high temperature annealing.
Metals can be sputter deposited directly onto a faceted substrate from a di-
rection which is normal to the orientation of the facets but not normal to the
substrate surface. Depending on the angle of the sputter source with respect
to the substrate surface, this results either in separated stripes of the metal
on the facet faces facing the sputtering source or in a continuous film ex-
hibiting stripe-like regions of alternating thickness on the two different faces
of the substrate facets. This routing is schematically represented in Fig. 5.9.

Alternatively, copolymer thin films can be deposited on the faceted sub-
strates. They are subjected to solvent vapor annealing to induce microphase
separation and thus produce a topographically flat, but chemically patterned
surface. Here, the faceted substrate surface provides a preferential direction
for the arrangement of the chemical domains within the diblock copolymer
film. Nanostructure arrays are then prepared by sputter deposition onto these
templates, making use of the selective wetting properties of the sputtered ma-
terial on the polymeric surface. This routine is schematically represented in
Fig. 5.10.

Procedural details or parameters deviating from the standards described
above will be mentioned explicitly in the respective sections in part III.

α-Al2O3 substrates

M-plane α-Al2O3 wafers were purchased from Crystec GmbH, Germany, and
cut into samples of 10 x 10 mm2 or 15 x 15 mm2. Annealing was carried
out in air – in a chamber furnace for regular substrate production and in a
tube furnace for in-situ GISAXS investigation of the faceting process. Typical
temperatures ranged from 1300◦C to 1500◦C, while the duration of annealing
was varied from 2 to 48 hours. After annealing the furnace heating elements
were completely switched off - this allowed for the fastest cooling, given that
the samples could not be actively cooled in the furnaces.
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(a) (b) (c)

Figure 5.9: Sketch of the proposed bottom-up routine for metal nanostructure fabrication
using faceted α-Al2O3 substrates. a) α-Al2O3 substrate, facetted by high-temperature
annealing. b) Fabrication of isolated nanostripes by sputter deposition at from a polar
angle ω � 90◦. c) Fabrication of a continuous film with facetted surface and periodically
varying thickness by sputter deposition from a polar angle ω < 90◦.

(a) (b) (c)

Figure 5.10: Sketch of the proposed bottom-up routine for metal nanostructure fabrication
using diblock copolymer thin films on faceted α-Al2O3 substrates as templates. a) α-
Al2O3 substrate, facetted by high-temperature annealing. b) Diblock copolymer film
on substrate, microphase-separated by solvent vapor annealing, with chemical surface
structure. c) Metal nanostructure pattern on diblock copolymer film, reproducing shape
and lateral arrangement of the chemically distinct surface domains of the template.
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PS-b-PMMA diblock copolymers

Three different PS-b-PMMA copolymers are discussed in this work – two
symmetric copolymers and one asymmetric copolymer:

– PS-b-PMMA(203/203) :
MPS = 203.5 kg/mol, MPMMA = 203.5 kg/mol
Mw/Mn = 1.10
fPS = 0.50, χN = 163, D0 = 103 nm

– PS-b-PMMA(47/53) :
MPS = 47 kg/mol, MPMMA = 53 kg/mol
Mw/Mn = 1.12
fPS = 0.47, χN = 40, D0 = 41 nm

– PS-b-PMMA(63/142) :
MPS = 63 kg/mol, MPMMA = 142 kg/mol
Mw/Mn = 1.08
fPS = 0.31, χN = 83

These diblock copolymers were purchased in powder form from Polymer Stan-
dards Service, Germany ((203/203)) and from Polymer Source Inc., Canada
((47/53), (63/142)).

In the phase diagram for stable chemical domain morphologies in bulk di-
block copolymers (see section 2.3.1), these are located as shown in Fig. 5.11.
The bulk equilibrium periods D0 were calculated from Eq.(2.23), assuming
the Flory-Huggins interaction parameter χ = 0.04 [100–102], the monomer
molecular masses M0,PS = 104.15 g/mol and M0,PMMA = 100.12 g/mol, and
the statistical segment length a = 0.64 nm [51]. Note, that Eq.(2.23) was
derived for symmetric diblock copolymers of composition f = 0.5.

Figure 5.11: Location of the
employed PS-b-PMMA diblock
copolymers in the domain mor-
phology phase diagram, after
[44]. The product of the Flory-
Huggins interaction parameter
χ and the degree of polymer-
ization N is the degree of seg-
regation of the two blocks. f
denotes the volume fraction of
one block.
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Solutions of PS-b-PMMA are prepared by weighing an amount of PS-b-
PMMA and adding the corresponding amount of toluene to obtain the re-
quired solution concentration. After sealing the vessel, this mixture was
shaken for two hours and then filtered into a fresh vessel. Prepared solu-
tions were stored in tight vessels in a refrigerator. Prior to coating, the
substrates were cleaned using isopropanol and acetone: Silicon Si(110) sub-
strates with natural oxide layer were scrubbed thoroughly with isopropanol,
then immersed in acetone at 50◦C for about 20 seconds. α-Al2O3 substrates
were cleaned in an ultra-sonic bath of acetone at 50◦C for 15 minutes prior
to high-temperature annealing. All spin coating was carried out using the
same apparatus under a fume hood in a climate-controlled laboratory. The
employed spin coating apparatus allows to control the disk acceleration and
deceleration, the final angular velocity, and the duration of spinning at this
velocity. An amount of polymer solution sufficient to cover the entire sub-
strate surface with one large drop was applied to the substrate, then the
spinning was started. Typical angular velocities ranged from 2000 to 4000
rotations per minute. All substrates were spun for 30 s and the initial ac-
celeration and final deceleration always were 1000 rpm/s, since this proved
to produce films of best thickness homogeneity in preliminary tests. The
polymer film thickness was varied either by using solutions with different
concentrations or by changing the angular velocity (to produce films of dif-
ferent thicknesses from the same solution). Solutions with concentrations of
8 mg/ml, 10 mg/ml, or 12 mg/ml were most frequently used.

After spin coating the solutions the samples were generally dried for 2.5 hours
at 50 ◦C in air to remove residual toluene. Solvent vapor annealing of the
samples was carried out in a climate-controlled clean room with no direct
solar irradiation of the samples. For annealing, each sample was placed on a
metal post in an individual glass vessel, solvent was added near the bottom
of the vessel, then the vessel was closed tightly with a sealed screw cap.
1.67 µl of acetone were applied per 1 ml of vessel volume, which resulted in
a saturated acetone vapor inside the vessel. The samples were annealed for
few hours at room temperature, depending on the type of polymer. During
annealing, the interference color of the polymer film on the substrate changed
due to the increase in thickness brought about by the swelling of the film
with the solvent. After annealing, the vessels are unscrewed quickly and the
samples were removed from the vessels. It was observed that the interference
color of the polymer film changed back to its initial tone within split-seconds
as the polymer film de-swelled due to the pressure drop in the vessel dropped
upon unscrewing the cap – which indicates a rapid solvent removal from the
polymer film upon opening the vessel.
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Metal nanostructures

Both faceted α-Al2O3 substrates and chemically phase separated, well-ordered
diblock copolymer films on substrates were used as templates for fabricating
metallic nanostructures by sputter deposition. The employed custom-made
UHV sputter deposition chamber depicted in Fig. 5.12 features four pos-
sible positions for the sputtering source(s) at angles of 90◦, 45◦, 30◦, and
10◦ with respect to the sample surface. Base pressures are in the range of
10−7 mbar to 10−6 mbar; pressures of the working gas Ar are in the range of
10−3 mbar to 10−2 mbar for sputter deposition. The samples can be rotated
and heated, and a magnetic field of up to 75 mT can be applied. Furthermore,
the deposition chamber can be set up at synchrotron beamlines for in-situ
characterization of growing nanostructures by x-ray scattering techniques.
Nanostructures on diblock copolymer templates were usually prepared with
the sputtering source at 90◦ with respect to the sample surface. Nanowires
and nanopatterned continuous films on faceted α-Al2O3 were produced with
the sputtering source at shallower angles.
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Figure 5.12: The UHV sputter deposition chamber set up at the beamline P01 at the
PETRA III synchrotron.
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6 Sample Characterization

6.1 Atomic Force Microscopy

Advanced microscopy techniques allow real space imaging even of nm-sized
topographical features. For the faceted α-Al2O3 substrates, the diblock
copolymer templates, and the metal nanostructure arrays presented in this
work, atomic force microscopy was applied to visualize the nanostructured
sample surface.

Atomic force microscopy (AFM) is a method for imaging the local topogra-
phy of a sample by scanning a force-sensitive probe over the sample surface.
AFM has been developed in the mid 1980s by Binnig and coworkers on the
basis of combining the principles of scanning tunneling microscopy and stylus
profilometry [103]. The novel probe concept employed in the AFM setup was
to mount the measuring tip to an ultralight spring with low spring constant,
which would respond to extremely small forces of about 10−18 N acting on it.
In contrast to scanning tunneling microscopy, an AFM instrument measures
the forces, not the tunneling current, between a tip and a sample to recon-
struct the surface topography. Therefore, AFM allows for measuring surface
profiles not only of conductors, but of insulators as well. Also, AFM does
not damage the sample as stylus profilometry does, while exceeding the reso-
lution of stylus profilometry both laterally and vertically. Three-dimensional
objects with feature sizes larger than the apex curvature radius of the tip can
be resolved without complications: A lateral resolution of about 10 nm can
be readily achieved. On flat surfaces, even true atomic resolution has been
demonstrated [104].
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Some key components are essential to all
force microscopes [105]:

– probe: a very sharp tip fixed to a
very small flat spring (cantilever)

– precision scanning device for mov-
ing sample and tip relative to each
other

– detection system for the response of
the cantilever to forces acting on it

– feedback system for controlling the
force affecting on the cantilever

– conversion from the measured sig-
nal to the image of the sample sur-
face

There are several different modes for operating an atomic force microscope
(see for example [106] and references therein). However, the following sections
will mainly cover the so-called constant-force non-contact AFM mode, since
this mode was employed for all AFM measurements in the present work.
The basic principle of constant-force non-contact atomic force microscopy is
to bring the sharp tip fixed to a flat spring (the so-called cantilever) very
close to the sample and detect the force acting between probe and sample as
a measure of the tip-to-sample distance. The flat spring cantilever is driven
to oscillate at its resonance frequency, so that the force can be detected by
the effect it has on the behavior of the cantilever. A feedback system keeps
the force constant by regulating the tip-to-sample distance, so that the tip
traces the topographical profile of the sample at a constant distance when
scanned across its surface. The surface topography is reconstructed from the
feedback signal at every point of measurement [103]. Piezoelectric elements
are commonly used for both driving the cantilever oscillation and scanning
the sample with high precision.

6.1.1 Forces between probe and sample

Both long-range and short-range forces contribute to the interaction of probe
and sample in AFM. Chemical short-range forces dominate, when the tip is
so close to the sample that atom orbitals of tip and sample overlap, i.e. for
distances less than about 1 nm. Long-range magnetic, electrostatic and resul-
tant van-der-Waals forces determine the probe-sample interaction at larger
distances of up to 100 nm. They originate from the entire interaction volume
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of sample and tip and depend strongly on the tip shape. Additionally, capil-
lary forces due to adsorbed water layers on tip and sample can occur under
ambient conditions.

zps

Fps

non-contact
mode

Figure 6.2

In non-contact AFM, the distance zps
between tip and sample is about 10 to
100 nm. Consequently, this AFM mode
is sensitive to magnetic, electrostatic, or
van-der-Waals forces rather than to the
short-range interatomic forces [105]. The
overall force experienced by the cantilever
in this distance range is weakly attrac-
tive.

For a general potential energy Eps, subsuming all interactions between probe
and sample, the corresponding probe-sample force Fps is given by Eqn.(6.1).
The second derivative of the potential energy Eps can be interpreted as a
probe-sample force constant kps, given by Eqn.(6.2):

Fps(z) = −∂Eps(z)
∂z

(6.1) kps(z) = −∂Fps(z)
∂z

(6.2)

The magnitudes of electrostatic and van-der-Waals forces for spherical tips
with typical radii in common measurement distances to the sample are Fps ∼
10−10 N to 10−9 N [106].

6.1.2 Properties of the cantilever and detection of the
probe-sample force
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The force sensor of an atomic force microscope is a
spring, namely the cantilever to which the measur-
ing tip is mounted. For effectively sensing forces in
z-direction, the cantilever has to be soft in this direc-
tion and hard in the others. Therefore, AFM force
sensors are typically flat springs, with proportions
resembling those of a diving board. Such a rect-
angular cantilever with width w, thickness t, and
length l has a spring constant of k0 = (Y wt2)/(4l3),
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where Y is the Young’s modulus of the cantilever material. For a given force,
the cantilever with lowest spring constant will show the maximum response,
i.e. produce the largest signal. However, the cantilever with highest spring
constant will have the lowest sensitivity to noise (e.g. vibrations of the lab-
oratory building of about 100 Hz). As a compromise rule of thumb – also
taking into account what is feasible in microfabrication – the spring constant
should be larger than several hundred N/m [106,107].

zps

+A

-A

Figure 6.3

A force between tip and sample is de-
tected via the deflection of the cantilever.
There are several ways to measure the
cantilever deflection [107], the most ro-
bust and simple method is light reflection
[108]. Here, a beam of light is directed
at the backside of the cantilever and re-
flected onto a position-sensitive photode-
tector. For a lever as short as an AFM
cantilever a small deflection results in a
large change in the angle with respect to
the light beam, i.e. in a large change of
the position of the reflected light spot on
the photodetector. The amplitude, fre-
quency, and phase of the cantilever oscil-
lation can be detected and used as input
signal for the feedback system.

6.1.3 Non-contact constant-force AFM

Non-contact constant-force atomic force microscopy shall be discussed here
as the AFM operating mode employed for the measurements presented in
this work. When brought close to the sample, so that the probe-sample force
becomes relevant, the unperturbed values of spring constant k0 and resonant
frequency ω0 of the cantilever have to be replaced by respective effective
values. In the non-contact constant-force mode, the cantilever oscillation
is driven by an actuator with frequency ωd close to but not equal to the
effective resonant frequency ω∗0 of the cantilever. Changes in the probe-
sample force constant kps are detected as changes in the oscillation amplitude
of the cantilever. Using a positive feedback, the probe-to-sample distance is
regulated so that the cantilever oscillates with a constant setpoint amplitude.
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The effective resonant frequency ω∗0 of the cantilever under influence of the
probe-sample force Fps is given by Eqn.(6.3), where m is the effective mass of
the cantilever. In the presence of a probe-sample force, the effective cantilever
spring constant k∗0 is given by Eqn.(6.4):

ω∗0 =
√
k∗0
m

(6.3) k∗0 = k0 + kps = k0 + ∂Fps
∂z

(6.4)
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Figure 6.4

Thus, a change in the probe-sample
force constant kps = kps(z) due to
changing tip-sample distance along a
scan line alters the effective resonant
frequency by ∆ω. Consequently, the
oscillation amplitude at the driving
frequency ωd of the actuator changes
by ∆A, as depicted in Fig. 6.4.

The amplitude shift ∆A is registered by the photodetector and passed to the
feedback system. The feedback system outputs a correction for the tip-to-
sample distance, so that the cantilever oscillation amplitude is kept constant.
Fig. 6.5 illustrates the working principle of non-contact constant-force atomic
force microscopy.
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Figure 6.5: Sketch of the working principle of constant-force non-contact AFM
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6.1.4 Limitations and alternatives

Considerable advantages of AFM are the affordability of good microscopes,
the high-resolution imaging in real space, and the minimum damage done to
the sample. However, the exactness of measurements of lateral and vertical
dimensions is intrinsically limited by the finite sizes of the tip and the sample
surface features: If the interaction area of tip and sample is larger than the
size of the feature to be measured, then the measured height is a convolution
of the feature height and the height level of the surrounding surface. Conse-
quently, in most cases the measured height of a protruding surface feature is
smaller than its actual height. This effect is independent of the AFM operat-
ing mode. [109]. Furthermore, contrast inversion of height and phase images
can occur, but can be recognized in known sample systems [110].

AFM can only depict the local surface topography of a sample. Nanoto-
mography has been proposed for local real space 3D imaging of the sample
interior. Here, the sample is alternatingly imaged by Scanning Force Mi-
croscopy and eroded layer by layer. Afterwards, a 3D volume image of the
sample interior can be reconstructed from the 2D topography images [111].
Since the individual topography images have to be correlated, this procedure
is very complicated if the sample cannot be eroded without being removed
from the microscope. Additionally, the sample obviously becomes seriously
damaged or completely destroyed. X-Ray scattering techniques (see section
6.2) on the other hand provide element specific structural information on the
entire sample surface and volume - in reciprocal space.

6.2 Grazing-Incidence Small-Angle X-Ray
Scattering

Grazing-Incidence Small-Angle X-ray Scattering (GISAXS) is a method for
structural characterization of discontinuous surfaces and inhomogeneous thin
films. It was introduced in the late 1980s as an alternative to microscopic
methods such as Transmission Electron Microscopy (TEM) or Scanning Tun-
neling Microscopy (STM) and as an advancement of Small-Angle X-ray Scat-
tering (SAXS) [112]. TEM or STM require conductive or very thin samples,
respectively. Also, just as AFM, these techniques can only probe the sample
locally. SAXS is performed in beam transmission geometry and therefore
the scattering contribution from the substrate can easily outweigh the scat-
tering contribution of the actual objects of interest. GISAXS can overcome
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the disadvantages of these techniques: It does not pose any specific sam-
ple requirements. GISAXS makes use of a beam reflection geometry with
grazing angle of incidence, in which the penetration depth of x-rays into the
sample is small, and therefore the bulk scattering contribution is reduced.
Depending on the incident angle, the measurement can be sensitive to the
very surface or to the interior of a supported layer. Further, the sample is
not damaged by GISAXS, as long as it is resistant to hard x-rays. GISAXS
is an averaging method, providing statistical information about the sample
structure at length scales from several nm to a few µm. Moreover, the tech-
nique is well-suited for in-situ studies and is compatible with various sample
environments. However, there are some drawbacks: Data are not acquired
directly in real space but in reciprocal space, and the analysis of scattering
patterns is complicated by the occurrence of multiple photon-matter interac-
tions. Synchrotron radiation will be required for most experiments, because
the samples commonly studied with GISAXS, such as discontinuous thin
films, nanoparticles, or polymers, are small in volume or of low scattering
strength. As GISAXS is not a local probe, it cannot provide any information
on an individual structural feature of a sample [112,113].

6.2.1 Basic concepts of GISAXS

The scattering geometry

The GISAXS scattering geometry and commonly used labels for the relevant
quantities are shown in Fig. 6.6.

incident wave vector: kkki

scattered wave vector: kkkf

incident angle: αi

scattered angle
(out-of-plane): αf

scattered angle
(in-plane): 2θf

components of the
wave vector transfer qqq: qy, qz

2θf 

z 
y 

x 

ki kf 

αi 

sample 

horizon 

qy = 0 

sample detector plane 

Figure 6.6
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In GISAXS, the sample is irradiated with x-rays at an incident angle close
to the critical angle αi ≈ αc. The incident angle is fixed and the scattered
intensity is recorded using an area detector. The wave vector transfer or
scattering vector qqq is defined as the difference of scattered and incident wave
vector:

qqq = kkkf − kkki = k0

cos (2θf ) cos (αf )
sin (2θf ) cos (αf )

sin (αf )

− k0

 cos (αi)
0

− sin (αi)



= k0

cos (2θf ) cos (αf )− cos (αi)
sin (2θf ) cos (αf )
sin (αf ) + sin (αi)


(6.5)

with the wave vector norm k0 = |kkki| = |kkkf | = 2π/λ. The scattering vector
qqq is expressed in terms of its surface-parallel component qqq‖ = (qx, qy) (qx is
not detected) and its surface-perpendicular component q⊥ = qz.
The coherently scattered intensity I(qqq) is proportional to the product of the
squared absolute value of the form factor F (qqq) and the interference function
or structure factor S(qqq‖):

I(qqq) = I0 |F (qqq)|2 S(qqq‖) (6.6)

The form factor F (qqq) describes the shape of the objects of interest, e.g. sup-
ported nanoparticles or holes in a layer, and includes a weighting of the
possible photon-matter interaction channels. The structure factor or inter-
ference function S(qqq‖) is given by the relative arrangement of the objects
of interest (see section 6.2.2). If the sample exhibits structural regularity
in-plane (i.e. objects of identical diameter or a periodic arrangement of scat-
tering objects), peaks in the scattered intensity I(qqq‖) are detected at the
corresponding value of the surface-parallel wave vector transfer component
qqq‖. If the sample presents structural correlations in the vertical, out-of-plane
direction (e.g. layer thicknesses, nanoparticle heights) corresponding modula-
tions of the scattered intensity I(qqqz) are observed. I(qqqz) is comparable to the
result of an out-of-plane point-detector scan in diffuse reflectivity measure-
ments [114]. Thus, information about in-plane and out-of-plane structural
correlations can be obtained from a GISAXS pattern:

– diameter of nanostructures and the distances between them

– height of nanostructures and layer thicknesses

– distributions of these parameters
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The refractive index and penetration depth for x-rays

The scattering geometry employed in GISAXS allows for the x-rays to inter-
act with the objects of interest without having to pass through the support-
ing substrate as in SAXS. In this way GISAXS exploits the refraction and
reflection of x-rays by matter. The refractive index is

n = 1− δ + iβ (6.7)

with δ = α2
c/2 = λ2

2πρer0 and β = µλ/4π, where αc is the critical angle for total
external reflection, ρe is the number density of electrons, r0 is the Thomson
scattering length, and µ is the material-specific absorption coefficient. δ
and β are related to scattering and absorption properties of the material,
respectively [115]. For x-rays in matter n < 1. Consequently – as according
to Snell’s law, cos (αi) = n cos (αt) holds for the situation depicted in Fig. 6.7
– an x-ray beam in matter is refracted towards the vacuum/matter interface.
This allows for total external reflection of the incident x-ray beam for angles
αi ≤ αc. In this case, only an evanescent wave penetrates into the matter,
which makes x-rays a surface-sensitive probe.

αr αi 

αr 
αi 

αi < αc 

αi > αc 

αt n = 1 

n < 1 

n = 1 

n < 1 

Figure 6.7

Since the refractive index is a complex
number, the angle αt as derived from
Snell’s law is a complex number, too.
The penetration depth Λ is given via the
imaginary part of αt: Λ = (4π

λ
=(αt))−1.

As an example, for (µλ)/(4πα2
c) = 0.01:

αi � αc : Λ ≈ 1 nm
αi ≈ αc : Λ ≈ 10 nm
αi � αc : Λ > 100 nm [115]

GISAXS from tilted and faceted surfaces

The GISAXS pattern of a planar surface with uncorrelated roughness fea-
tures merely one central rod of scattered intensity along (0, 0, qz) resulting
from the fact that the sample is not infinitely extended in z-direction (crystal
truncation rod; see e.g. [116]). This central scattering rod is always perpen-
dicular to the surface off which the incident beam was scattered: If the flat
surface is rotated around the x−axis, the central scattering rod is tilted
away from the vertical direction by the same angle [113,117], as depicted in
Fig. 6.8. A faceted surface, such as the α-Al2O3 surfaces described in section
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1.2.3, essentially consists of two sets of surface fractions, alternatingly tilted
in opposite sense around the same axis. The GISAXS pattern of a faceted
surface (with the facets aligned along the x−axis) therefore consists of two
scattering rods, one to each side of the vertical, as can be seen in Fig. 6.9.
Both scattering rods are rotated away from the vertical direction by the cor-
responding tilt angle of the facet faces with respect to the horizontal sample
plane.

z
x

y
αi

qy = 0

x

αi

qy = 0

ki ki

Figure 6.8: GISAXS patterns of
a horizontal and a tilted planar
surface.

qy = 0 

ki 

Figure 6.9: The GISAXS pat-
tern of a faceted surface is char-
acterized by two tilted scatter-
ing rods.
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6.2.2 Theoretical background of GISAXS

In the following, the basic theoretical background of treating GISAXS within
the so-called distorted wave Born approximation (DWBA) will be outlined.
Only the type of sample system which is relevant for this work will be con-
sidered. A comprehensive elaboration can be found in reference [113].

ez

exey

ki kf

q

z = 0
nS

nP

nV

Figure 6.10

Consider the following sample system,
typically investigated by GISAXS and
sketched in Fig. 6.10: Nanoparticles of
refractive index nP are supported by a
homogeneous, semi-infinite substrate of
refractive index nS. The sample is sur-
rounded by vacuum with refractive index
nV = 1 and irradiated with hard x-rays
at an incident angle αi < αc.

The Born approximation (BA) is not applicable to such a situation, because it
considers only single scattering events and neglects multiple photon-matter
interaction events including reflection, refraction and scattering. The dis-
torted wave Born approximation (DWBA) was devised to take into account
the interplay of refraction, reflection, and scattering encountered for the small
scattering angles in grazing incidence geometry. The DWBA should be used
for small incident angles αi . αc and in case of high substrate reflectivity.
In the DWBA, nanoparticles on a substrate are described by their effect
of causing perturbations in a reference refractive index n0(z) of the sample
system [113,118]. The reference refractive index is defined as

n0(z) =

nV for z > 0
nS for z < 0

(6.8)

The refractive index of the entire system including nanoparticles is

n(rrr) =
(
n2

0(z) + (1− n2
P )F̃ (rrr)

)1/2
(6.9)

Here, F̃ (rrr) is the nanoparticle shape with

F̃ (rrr) =

1 inside a nanoparticle
0 outside of nanoparticles

(6.10)
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For hard x-rays, the refractive index is n ≈ 1 (with 1 − n < O(10−6)) and
polarization effects (polarization of the electron distributions by the electric
field of the radiation) are negligible [113, 118]. In this case, the propagation
equation for the amplitude A(rrr) of the electromagnetic wave is reduced to
the stationary wave equation

[
∇2 + n2(rrr)k2

0

]
A(rrr) = 0 (6.11)

In the absence of nanoparticles supported on the substrate, i.e. for n(rrr) =
n0(z), Eqn. (6.11) is satisfied by the unperturbed field amplitude A(rrr,kkk) =
A0(rrr,kkk), given by the Fresnel function

A0(rrr,kkk) = exp (ikkk‖ · rrr‖) ·

exp (iki,zz) +R exp (−ikf,z) for z > 0
T exp (ikt,zz) for z < 0

(6.12)

where rrr‖ = (x, y), kkk‖ = (kx, ky), and

ki,z = kf,z = −
√
k2

0 − |kkk‖|2 , kt,z = −
√
n2
Sk

2
0 − |kkk‖|2 (6.13)

The Fresnel coefficients for reflection and transmission are

T = 2ki,z
ki,z + kt,z

, R = ki,z − kt,z
ki,z + kt,z

(6.14)

The DWBA form factor

Consider now supported nanoparticles on the substrate surface. Transmission
through the substrate is assumed to be negligible and the field amplitude
A(rrr,kkk) is evaluated only for z > 0. In this case, there are four channels of
photon-matter interaction [113,118] as sketched in Fig. 6.11:

ez

ex

j = 1 j = 3j = 2 j = 4

ey

Figure 6.11: The four possible photon-matter interaction channels covered by the DWBA
formalism.

77



– scattering of the incident wave by a nanoparticle (j = 1)

– scattering of the incident wave by a nanoparticle and reflection of the
scattered wave by the substrate (j = 2)

– reflection of the incident wave by the substrate and scattering of the
reflected wave by a nanoparticle (j = 3)

– reflection of the incident wave by the substrate, scattering of the re-
flected wave from a nanoparticle, and reflection of the scattered wave
by the substrate (j = 4)

This is expressed in the field amplitude A(rrr) as described in the DWBA:
When supported nanoparticles are taken into consideration as perturbations
in the system’s refractive index, the field amplitude satisfying Eqn. (6.11) is
(in first order) [118,119]:

A(rrr) = − k0

4πr
(
1− n2

P

)
exp (ik0r)

·
∫
A0(r′r′r′,−kkkf )F (r′r′r′)A0(r′r′r′, kkki)dr′r′r′

(6.15)

According to Eqn. (6.12) for z > 0, both A0(r′r′r′,−kkkf ) and A0(r′r′r′, kkki) are su-
perpositions of two plane waves:

A0(r′r′r′,−kkkf ) = A0
1(r′r′r′,−kkkf ) + A0

2(r′r′r′,−kkkf )
= exp (−kkkf,‖ · r′r′r′‖) exp (−ikf,zz) + exp (−kkkf,‖ · r′r′r′‖)Rf exp (+ikf,zz)

A0(r′r′r′,+kkki) = A0
1(r′r′r′, kkki) + A0

2(r′r′r′, kkki)
= exp (+kkki,‖ · r′r′r′‖) exp (+iki,zz) + exp (+kkki,‖ · r′r′r′‖)Ri exp (−iki,zz)

(6.16)

Since (a+ b)(c+d) = ac+ad+ bc+ bd, the integral in Eqn. (6.15) is actually
an integral over a sum of four products (i.e. the sum of four integrals over
one product each). With Eqn. (6.16) and kkkf‖ − kkki‖ = qqq‖, one yields via
rearrangement of the exponential functions (subsuming surface-parallel and
surface-perpendicular components in the arguments)
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A(rrr) = − k0

4πr
(
1− n2

P

)
exp (ik0r)

·
[ ∫

A0
1(r′r′r′,−kkkf )A0

1(r′r′r′, kkki)F̃ (r′r′r′)dr′r′r′

+
∫
A0

1(r′r′r′,−kkkf )A0
2(r′r′r′, kkki)F̃ (r′r′r′)dr′r′r′

+
∫
A0

2(r′r′r′,−kkkf )A0
1(r′r′r′, kkki)F̃ (r′r′r′)dr′r′r′

+
∫
A0

2(r′r′r′,−kkkf )A0
2(r′r′r′, kkki)F̃ (r′r′r′)dr′r′r′

]

= − k0

4πr
(
1− n2

P

)
exp (ik0r)

·
[ ∫

exp (−iqqq‖ · rrr‖) exp (−i(kf,z − ki,z)z)F̃ (r′r′r′)dr′r′r′

+Ri

∫
exp (−iqqq‖ · rrr‖) exp (−i(kf,z + ki,z)z)F̃ (r′r′r′)dr′r′r′

+Rf

∫
exp (−iqqq‖ · rrr‖) exp (−i(−kf,z − ki,z)z)F̃ (r′r′r′)dr′r′r′

+RiRf

∫
exp (−iqqq‖ · rrr‖) exp (−i(−kf,z + ki,z)z)F̃ (r′r′r′)dr′r′r′

]

= − k0

4πr
(
1− n2

P

)
exp (ik0r)

· [F1(qqq‖, kf,z − ki,z)
+RiF2(qqq‖, kf,z + ki,z)
+RfF3(qqq‖,−kf,z − ki,z)
+RiRfF4(qqq‖,−kf,z + ki,z) ]

(6.17)

The functions Fj(qqq‖, qz,j) defined by Eqn. (6.17) constitute the form factor
F (qqq) in DWBA - there is one contribution to the DWBA form factor for every
interaction channel. Each contribution Fj(qqq‖, qz,j) is characterized by a spe-
cific perpendicular scattering vector component qz,j and is weighted by the
Fresnel coefficient(s) for reflection corresponding to the respective photon-
matter interaction channel [113,118]. The four DWBA form factor contribu-
tions Fj(qqq‖, qz,j) to the scattered amplitude Af (rrr) are plotted in Fig. 6.12 for
different incident angles αi. F1(qqq‖, qz,1) and F2(qqq‖, qz,2) dominate for αf > αc,
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Figure 6.12: The four form factors in the distorted wave Born approximation (Eqn. (6.17))
for different incident angles. Adapted from [113].

while F3(qqq‖, qz,3) and F4(qqq‖, qz,4) become relevant for αf ≤ αc. The wave vec-
tor shift of +2kiz for F3(qqq‖, qz,3) and F4(qqq‖, qz,4) relative to F1(qqq‖, qz,1) and
F2(qqq‖, qz,2) smooths the sharp minima in the resulting curve progression of
the resulting form factor F (qqq) [113].

For dense arrangements of nanoparticles, the fact has to be taken into ac-
count, that scattered waves can not only be reflected by the substrate (as
for j = 3; 4) but can also be scattered again by another nanoparticle. In
this case, the DWBA form factor is still valid conceptually, but takes a more
complicated form to account for multiple scattering [113].

The structure factor

An ordered arrangement (lattice) of scatterers is described by a real space
lattice vector RRR, which defines any lattice point in the arrangement of scat-
tering objects via the lattice basis vectors aaaj. In two dimensions, e.g. for a
lattice of nanoparticles on a substrate surface, the real space lattice vector is

RRR‖ = b1aaa1 + b2aaa2 (6.18)

where bj are integers. The corresponding 2D reciprocal lattice vector GGG‖ is
defined as

GGG‖ = haaa∗1 + kaaa∗2 (6.19)
where h, k are integers. With aaa3 being the surface normal unit vector, the
basis vectors of the reciprocal lattice are given by [113,115]

aaa∗1 = 2π aaa2 × aaa3

aaa1 · (aaa2 × aaa3) , aaa∗2 = 2π aaa3 × aaa1

aaa2 · (aaa3 × aaa1)

80



The structure factor S(qqq‖) for a two-dimensional lattice is given by

S(qqq‖) =
∑
h

∑
k

S(qqq‖ −GGG‖) =
∑
h

∑
k

S(qqq‖ − haaa∗1 − kaaa∗2) (6.20)

For a perfect lattice, S(qqq‖ −GGG‖) is a Dirac delta function. Therefore, max-
ima – so-called Bragg scattering rods or crystal truncation rods – in the
distribution of scattered intensity I(qqq) ∝ S(qqq‖) are observed for qqq‖ = GGG‖.
It has to be taken into account though, that peaks in the structure factor
S(qqq‖) can appear shifted in the scattered intensity I(qqq) (see Eqn. (6.6)) due
to the curve progression of the form factor F (qqq). For an imperfect lattice,
S(qqq‖ −GGG‖) (also called the rod shape) is broadened, depending on the type
and degree of disorder. The lattice coherence length can be measured by the
inverse width of the scattering rods [113]. In disordered systems, S(qqq‖)→ 1
for increasing norm of qqq‖. The distribution of scattered intensity I(qqq) is then
determined by the form factor F (qqq) alone [113].

All in all, GISAXS provides comprehensive structural information about a
sample, but the quantitative analysis according to the DWBA formalism is far
from trivial. Programs for simulating GISAXS patterns, e.g. IsGISAXS [117]
or FitGISAXS [120], have been developed on the basis of the DWBA. Using
such a simulation program simplifies the task to extract information on in-
plane and out-of-plane structural correlations from a GISAXS pattern and
to combine them into a three-dimensional picture of the sample structure.
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6.3 Nuclear Resonant Scattering

Magnetic properties of the nanostructure samples presented in this work
are investigated using coherent elastic nuclear resonant scattering of syn-
chrotron radiation (NRS)1. NRS is a highly sensitive method for determining
the strength and orientation of magnetic hyperfine fields at resonant nuclei,
which are in good approximation proportional to the atomic magnetic mo-
ments. The relevant time scale for NRS is the lifetime of the nuclear excita-
tion; thus it is suited for studying magnetization dynamics on the time scale
of nanoseconds (see section 10.3.3). Furthermore, the spatially coherent na-
ture of this scattering process allow for deducing spatially resolved magnetic
information from the distribution of scattered intensity in space (see section
8.2). This section (with appendix A.1) may provide a short introduction to
the principles of this method. A comprehensive description was elaborated
by Röhlsberger [77].

NRS relies on the absorption and delayed re-emission of pulsed radiation by
atomic nuclei at specific resonance energies. In a nuclear resonant scatter-
ing process, radiation with the resonant energy of the scattering material is
absorbed by a nucleus and excites a transition of the nucleus from a ground
state level to an excited state level. Upon decay of the excited state, a pho-
ton is re-emitted. In the coherent elastic scattering process considered here,
the nucleus returns to its initial ground state level and the emitted photon
has the same energy as the incident photon. The time scale of the scattering
process is given by the lifetime τ0 = ~/Γ0 of the excited state, where Γ0 is
the natural linewidth of the resonance, i.e. the full energy width at half max-
imum at the resonance energy. The lifetime τ0 of an excited nuclear state is
typically of the order of several nanoseconds (∼ 10−09 s) to few microseconds
(∼ 10−06 s), while scattering by electrons proceeds within some femtoseconds
(∼ 10−15 s). A resonantly scattered photon will therefore arrive at a detector
with a measurable delay with respect to photons which were non-resonantly
scattered by electrons. Using a pulsed radiation source with sufficient pulse
separation thus allows to distinguish resonantly and non-resonantly scattered
photons and to detect them separately.

1Resonant scattering of photons by atomic nuclei involves different nuclear scattering
processes – coherent and incoherent, elastic and inelastic – which are exploited in different
experimental techniques. Here, the case of coherent elastic nuclear resonant scattering
of synchrotron radiation in grazing incidence geometry will be discussed. Whenever the
acronym NRS is used in this work, it refers to this case.
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For this work, the iron isotope 57Fe was used as resonant atom. The nuclear
ground state of 57Fe has a nuclear spin of Ig = 1/2 and magnetic moment of
µg = 0.091 µN , while the excited state has a nuclear spin of Ie = 3/2 and
magnetic moment of µe = −0.153 µN 2. The natural lifetime of the excited
state is τ0 = 141 ns. In ferromagnetic α-57Fe, the spin polarization of s-
electrons and minor contributions from e.g. itinerant electrons result in an
internal magnetic field which has a maximum strength of Bhf = 33.3 T at the
position of the nucleus at room temperature [121]. This internal magnetic
field, the so-called magnetic hyperfine field, is oriented oppositely to the
external magnetization of the sample [122].

Due to the magnetic hyperfine field the nuclear energy levels are subject to
Zeeman splitting. Fig. 6.13 depicts the energy levels and allowed dipole tran-
sitions for α-57Fe with a hyperfine field strength of Bhf = 33.3 T. According
to the dipole selection rule M = me − mg = [0;±1], there are six allowed
transitions from the ground state levels to the exited state levels, thus six res-
onance sub-lines at six energies. These resonance energies can be expressed
in terms of the magnetic moments, and magnetic and spin quantum num-
bers of the respective levels, or in terms of magnetic quantum numbers and
g-factors (see Eqn. (6.21)). The energy differences between the levels are
∆Eg = 190.25 neV for the ground states and ∆Ee = 108.70 neV for the
excited states [77].

excited state

ground state

+3/2
+1/2
- 1/2
- 3/2
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Ie = 3/2 
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Figure 6.13

E = E0 −
(
µe
me

Ie
− µg

mg

Ig

)
Bhf

= E0 − (mege −mggg)Bhf (6.21)

A synchrotron radiation pulse is energetically broad enough to cover the
resonance energies of all allowed transitions and thus to excite nuclei to all
allowed states. Thus, upon de-excitation the nuclei re-emit photons with sev-
eral slightly different frequencies ωj corresponding to the respective resonance
energies. The superposition of these photons results in a temporal beating
pattern, the quantum beats, in the scattered intensity. The resonantly scat-

2The nuclear magneton is µN = e~/2mp, where mp is the rest mass of the proton.
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Figure 6.14: A basic NRS experiment. Quantum beats in the recorded time spectrum
result from the superposition of photons emitted upon the decay of states with different
resonance energies Ej . Adapted from [77].

tered intensity is recorded as a function of delay time, I(t), in a so-called
time spectrum. This principle is sketched in Fig. 6.14 [77]. The shape of
such a time spectrum sensitively depends on the presence of ferromagnetic
ordering in the sample and on the orientation of the magnetic quantization
axis with respect to the orientations of the wave vector and the polarization
vectors of incident radiation. The magnetic state of the sample can therefore
be characterized by evaluation of its time spectrum (see e.g. [121,123]).

The model of the time-dependence of resonantly forward scattered intensity
outlined here is based on the assumption of coherent resonant forward scat-
tering. Assuming coherent scattering leads to a macroscopic refractive index
nnn(ω) of the sample, which is related to the forward scattering amplitude fff(ω)
of the sample as given in Eqn. (6.22). It is implied, that all features of the
resonantly scattered intensity, which can be derived from this assumption
and have been observed in numerous experiments, are consequences of the
coherent nature of the nuclear scattering process [77,124].

The relation between refractive index nnn(ω) and scattering amplitude fff(ω) for
a sample consisting of atomic species j with number density ρj is expressed
as

nnn(ω) = 111 + 1
k0
fff(ω) = 111 + 2π

k2
0

∑
j

ρjMMM j (6.22)

The scattering amplitude fff(ω) is determined by the scattering lengthMMM(ω) =
EEE(ω) +NNN(ω), which is the sum of a non-resonant component EEE(ω), account-
ing for the prompt scattering by electrons, and a resonant component NNN(ω),
describing the delayed nuclear resonant scattering.
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6.3.1 Description of NRS in the matrix formalism

Forward scattering by nuclear resonant samples is effectively described within
a formalism [77] based on the propagation matrix FFF (ω), which relates the
amplitude AAA(ω) at the position x to the incident amplitude AAAi at the surface
of the sample (x = 0) as

AAA(ω) = exp
(
iFFF (ω)x

)
AAAi (6.23)

The resonantly scattered intensity as a function of time – i.e. the time
spectrum I(t) – is derived in four steps [77, 124, 125]: The amplitude in the
energy domain AAA(ω) is determined from the incident amplitude AAAi via the
exponential exp (iFFF (ω)x). Then, a Fourier transform is performed on the
amplitude AAA(ω) to obtain the amplitude in the time domain, AAA(t). Finally,
the resonantly scattered intensity as a function of time, I(t), is calculated
from the amplitudeAAA(t). The crucial task here is to calculate the exponential
exp (iFFF (ω)x).
In general, FFF (ω) is a multi-dimensional matrix. The dimensionality of the
propagation matrix depends on the scattering geometry, i.e. on the number
of possible scattering channels. There are two cases with only one possible
scattering channel: In transmission geometry there is no reflection channel.
In grazing incidence geometry the transmission channel can be neglected for
sufficiently small incident angles. In these cases, the propagation matrix is
reduced to

FFF (ω) = k0k0k0 + fff(ω) = k0nnn(ω) (6.24)

where for the grazing incidence case the wave vector component in x-direction
has been approximated as k0,x = k0 [77].

6.3.2 Resonant reflection from a thin layer

Consider first scattering in transmission geometry, with the wavevector of the
incident radiation being parallel to the x-direction and the incident surface
of the sample being located at x = 0, as shown in Fig. 6.153. In the energy
domain, the transmitted amplitude is then given by

3The same orientation of the coordinate system as in section 6.2 is used.
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AAA(ω) = exp
(
iFFF (ω)x

)
AAAi

= exp
(
ik0nnn(ω)x

)
AAAi

= exp (ik0x) exp
(
ifff(ω)x

)
AAAi

(6.25)

The phase factor exp (ik0x) can be dropped for convenience [77]. Eqn. (6.25)
then reads

AAA(ω) = exp
(
ifff(ω)x

)
AAAi (6.26)

Often, however, samples such as thin films or the supported nanostructures
in this work cannot be studied in transmission, but only in reflection. Conve-
niently, resonant reflection from a single thin layer of thickness d at a grazing
incidence angle αi can be treated analogously to resonant forward scattering
in transmission, if two factors are accounted for [121,123]:

– the beam path through the layer
– the standing wave resulting from interference of incident and reflected
wave

Effectively, this means to replace the actual sample thickness d by

d′ = |TV S|2
d

sin (αi)
≈ |TV S|2

d

αi
(6.27)

The beam path through the layer is taken into account by including the factor
1/ sin (αi) ≈ 1/αi. The amplitude of the standing wave is As = (1+RV S)Ai =
TV SAi, where TV S and RV S are the Fresnel coefficients for transmission and
reflection, respectively, at the interface between vacuum and the substrate.
Its effect of enhancing the interaction between radiation and resonant matter
is accounted for by a factor of |TV S|2 (the relative intensity at the substrate
surface).

|TV S|2 has its maximum value at the critical angle αc of the substrate. Here,
the contribution of resonant scattering events to the total scattering process
is highest [77,123]. Fig.6.16 shows the nuclear and the electronic part of the
reflected intensities as functions of incident angle for a 57Fe surface and a
57Fe thin film on a Si substrate.
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Figure 6.16: Calculated nuclear resonant re-
flectivities (solid lines) and electronic reflec-
tivities (dotted lines) for (a) an 57Fe surface
and (b) an 57Fe film of thickness d =30 nm
on a Si substrate. From [77].

In the energy domain, the amplitude reflected by the layer is given by (com-
pare to Eqn. (6.26))

AAAr(ω) ≈ exp (ifff(ω)d′)RV SAAAi = exp
(

ifff(ω) |TV S|2
d

αi

)
RV SAAAi (6.28)

The Fourier transform of Eqn. (6.28) yields the reflected amplitude in the
time domain:

AAAr(t) ≈
(
δ(t)− f̃̃f̃f(t)χ

′

τ0
exp

(
−χ′ t2τ0

))
RV SAAAi (6.29)

with χ′ = 1
4σ0fLMρnd

′, where σ0 is the nuclear photon absorption cross-
section at resonance, fLM is the Lamb-Mössbauer factor, and ρn is the num-
ber density of resonant nuclei. χ′ is often referred to as the “effective” thick-
ness of the sample [77,126]. f̃̃f̃f(t) denotes the Fourier transform of fff(ω). This
expression for the reflected amplitude is analogous to the expression for the
outgoing amplitude in transmission geometry (see Eqns. (A.1) and (A.2) in
apendix A.1) [77]. The corresponding reflected intensity is given by

I(t) = 1
2(1 + ξ)

(
|Ar,σσ(t)|2 + |Ar,σπ(t)|2

)
+1

2(1− ξ)
(
|Ar,πσ(t)|2 + |Ar,ππ(t)|2

) (6.30)
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where Ar,ij(t) are matrix elements of the reflected amplitude AAAr(t) [77]. In
the following, pure σσσ-polarization of the incident radiation and polarization-
insensitive detection will be assumed (this situation is encountered in many
NRS experiments with synchrotron radiation). In this case, ξ = +1 and

I(t) = |Ar,σσ(t)|2 + |Ar,σπ(t)|2 (6.31)

Neglecting the promptly scattered part δ(t) of the reflected intensity, this
becomes

I(t) =
(∣∣∣f̃σσ(t)

∣∣∣2 +
∣∣∣f̃σπ(t)

∣∣∣2) χ′2
τ 2

0
exp

(
−χ′ t

τ0

)
(6.32)

where f̃σσ(t) and f̃σπ(t) are matrix elements of the Fourier transform of the
scattering amplitude matrix f̃̃f̃f(t). The envelope of the time-dependence of
the reflected intensity given in Eqn. (6.31) can be approximated as

Ien(t) = χ′2

τ 2
0

exp
(
−(1 + χ′) t

τ0

)
(6.33)

which exhibits the so-called speed-up – an effect of coherent resonant scatter-
ing from an ensemble of nuclei – analogous to Eqn. (A.4) for the transmission
geometry (see appendix A.1.1) [77].

6.3.3 Quantum beats

Consider now a sample exhibiting hyperfine splitting of the energy levels, i.e.
more than one resonance line. If several energetically different transitions
are excited, the decaying nuclei will re-emit photons of different energies, i.e.
different frequencies. The interference of these photons causes a beating in
the time-dependence of the resonantly scattered intensity I(t), the so-called
quantum beats. For a sample with two allowed transition, i.e. two resonance
frequencies ω1 > ω2, the quantum beat frequency is simply the frequency dif-
ference Ω = ω1−ω2 [124]. Ferromagnetic α-57Fe, however, exhibits hyperfine
splitting of nuclear levels with six allowed transitions between the sublevels
and is best treated in terms of the matrix formalism introduced above. Thus,
in order to calculate the scattered amplitude AAA(ω) according to Eqn. (6.26),
the scattering amplitude matrix fff(ω) has to be determined. Recall, that

fff(ω) = 2π
k2

0

∑
j

ρjMMM j(ω) = 2π
k2

0

∑
j

ρj
(
NNN j(ω) +EEEj(ω)

)
(6.34)

The electronic scattering length EEE(ω) is relevant only for the promptly elec-
tronically scattered radiation. Therefore, only the nuclear resonant contribu-
tion NNN(ω) will be considered here. Let mmm be the unit vector of the magnetic
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quantization axis given by the internal magnetic hyperfine field. Further,
let σσσ, πππ be the polarization basis vectors of the incident radiation (as for
synchrotron radiation). Then the matrix elements of the nuclear resonant
contribution NNN(ω) to the scattering length MMM(ω) are

Nσσ = 3
16π

[
F+1 + F−1 + (πππ ·mmm)2(2F0 − F+1 − F−1)

]
Nσπ = 3

16π [−i(kkk0 ·mmm)(F+1 − F−1)− (σσσ ·mmm)(πππ ·mmm)(2F0 − F+1 − F−1)]

Nπσ = 3
16π [i(kkk0 ·mmm)(F+1 − F−1)− (σσσ ·mmm)(πππ ·mmm)(2F0 − F+1 − F−1)]

Nππ = 3
16π

[
F+1 + F−1 + (σσσ ·mmm)2(2F0 − F+1 − F−1)

]
(6.35)

The nuclear resonant scattering strengths FM express the contributions of
individual transitions to the nuclear resonant scattering length NNN(ω), de-
pending on the respective magnetic quantum number change M = me −mg

for a given nuclear transition. Summing over all ground state magnetic quan-
tum numbers mg, the resonant scattering strength FM(ω) of transitions with
the magnetic quantum number change M is

FM(ω) ∝
∑
mg

C2(Ig1Ie;mgM)
~(ω − ωmgM) + iΓ0/2

(6.36)

where C2(Ig1Ie;mgM) are the Clebsch-Gordan coefficients in the notation by
Rose [77,127]. The absolute squares of the resonant scattering strengths for
57Fe with a magnetic hyperfine field strength of Bhf = 33.3T are shown in
Fig. 6.17.

Note the crucial role of the magnetic quantization axis in Eqn. (6.35): Its
orientation mmm with respect to the directions of the incident wave, kkk0, and
of the polarization axes, σσσ and πππ, controls which transitions contribute to
the resonant scattering process. In turn, the frequencies of the re-emitted
photons and thereby the pattern of quantum beats are determined on the
contributing transitions. The shape imposed on the time spectrum by the
quantum beats depends so sensitively on the excited transitions, that it can
be used as a “magnetic fingerprint” of the magnetic state of the sample.
Fig. 6.18 shows how quantum beats modulate the time spectra for different
exemplary orientations mmm of the magnetic quantization axis.

The speed-up and so-called dynamical beats – an effect of the frequency-
dependence of the group-velocity (see appendix A.1.2) – occur in addition
to quantum beats. The graph for case A in Fig. 6.18 shows a natural decay
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Figure 6.17: The absolute squares of the nuclear resonant scattering strengths |FM (ω)|2
for 57Fe with a magnetic hyperfine field strength of Bhf = 33.3T. ωj denote the respective
resonance frequencies.
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Figure 6.18: Quantum beats: Time spectra in case of magnetic hyperfine splitting, cal-
culated for different orientations mmm of the magnetic quantization axis with respect to the
direction kkk0 of the incident wave. The sample is a ferromagnetic α-57Fe film of 2 nm
thickness on a W substrate. The incident radiation is fully polarized along the σσσ-direction
and the detection is polarization-insensitive. Adapted from [77].
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without speed-up or beating pattern (indicated by straight solid line), a decay
with speed-up but without beating pattern (straight dashed line), and a decay
with speed-up and quantum beats (solid curve). Simultaneously occurring
quantum beats and dynamical beats are shown in Fig. 6.19 in exemplary
calculated time spectra for α-57Fe foils.

Figure 6.19: Dynamical beats and
quantum beats: Time spectra cal-
culated for α-57Fe foils of different
thicknesses with mmm ‖ kkk0. With in-
creasing sample thickness from top
to bottom the apparent period of
dynamical beats decreases. From
[77].

The theory of nuclear resonant scattering has been fully implemented in the
CONUSS software [128], which is employed for fitting calculated nuclear res-
onant scattering data to experimental data and thereby retrieve the relevant
parameters describing the composition and magnetic state of the sample (see
appendix A.1.3).
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6.3.4 Practical realization of nuclear resonant scatter-
ing of synchrotron radiation

Apart from their higher brilliance, synchrotron radiation sources differ from
other sources of x-rays in two important aspects: They provide polarization
and a pulsed time structure of the emitted radiation (see chapter 4). A well
defined polarization is necessary for investigating the orientation of mag-
netic hyperfine fields, i.e. magnetic quantization axes: The nuclear scatter-
ing strength depends sensitively on the relative orientations of the magnetic
quantization axis, the incident wave vector kkki, and its polarization vectors σσσ
and πππ (in the case of synchrotron radiation), resulting in the characteristic
shapes of time spectra shown in Fig. 6.18. Only a pulsed time structure of
emitted radiation allows for the recording of time spectra at all: After each
radiation pulse, which excites the nuclear resonant scatterers in the sample,
there is a time window with no incident photon. Within this time window,
only photons re-emitted upon the decay of the excited states (so-called de-
layed photons) are detected. With the next radiation pulse, the nuclear
resonant scatterers are excited again. A time spectrum is accumulated over
many of these excitation-decay cycles, until a sufficient statistical significance
of the data is achieved. Obviously, the time separation of radiation pulses
must be larger than the lifetime of the excited states of the material under in-
vestigation. This means to fill a storage ring with less bunches than there are
available buckets, which requires a well-thought-out filling scheme. So-called
spurious bunches in between the intended bunches can occur if this filling
scheme is not met exactly. These spurious bunches critically disturb time-
resolved NRS experiments by causing additional radiation pulses arriving in
the time window assigned to recording delayed photons only.

Not only the shape, but also the integrated intensity of a time spectrum
is characteristic of the magnetic state of a sample. Instead of recording a
series of time spectra, the change in integrated intensity can be monitored
while varying a parameter such as the strength or orientation of an external
magnetic field. Fig. 6.20 shows, how the integrated intensity and the shape
of time spectra change, when the orientation of the sample magnetization
with respect to the incident wave vector is rotated in-plane.

One significant advantage of NRS is the fact that the scattering process is not
only element- but isotope-selective. This can be exploited by placing Möss-
bauer isotopes at the sites of interest within the sample system, e.g. single
57Fe probe layers in different depths in a Fe/Cr multilayer system. Fur-
thermore, the isotope-selectivity results in background-free measurements,
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mφ

Figure 6.20: Calculated time spectra (left) and integrated intensities (right) for a magnetic
film with the in-plane magnetization being rotated from mmm ‖ kkk0 to mmm ⊥ kkk0. From [77].

since exclusively the Mössbauer isotopes contribute to the nuclear resonant
scattering.

NRS experiments pose some specific requirements concerning the components
of a beamline. Detectors capable of counting single photons with sub-ns time
resolution are necessary, since the lifetimes of most excited states in nuclear
resonant materials are in the range of τ0 = 100 . . . 102 ns. Avalanche pho-
todiodes (APDs) have proved to be very well suited as detectors in nuclear
resonant scattering experiments using synchrotron radiation (see for exam-
ple the review article by Baron [129]). For these specialized detectors and
electronics to work reliably, the non-resonant intensity has to be strongly
reduced, which requires sophisticated monochromator setups with sub-meV
energy resolution. Reviews on such devices were given for example by Toell-
ner [130] and Shvyd’ko [131].

Fig. 6.21 shows the main elements of a beamline dedicated to nuclear res-
onant scattering at a third-generation synchrotron radiation source: The
monochromator setup consisting of a high heat load monochromator and
a high resolution monochromator reduces the energetic bandwidth of the
radiation in two steps. The high-resolution monochromator has a low an-
gular acceptance. Therefore, collimating lenses are placed in front of this
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Figure 6.21: Scheme of a beamline dedicated to nuclear resonant scattering. From [77].

monochromator in order to increase the flux transmitted by it. Focusing op-
tical elements such as lenses or Kirkpatrick-Baez mirrors are used to adjust
the beam cross-section at the sample position.
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7 Nanofaceted α-Al2O3

Substrates of nanofaceted α-Al2O3 are at the basis of most of the samples
investigated in this work. They serve directly and indirectly for the prepara-
tion of highly ordered metallic nanostructures: On the one hand, metals can
be sputter deposited onto faceted α-Al2O3 under acute angles with respect to
the macroscopic substrate surface, so that either parallel metal nanostripes
will form due to shadowing by the facets or continuous metal films of peri-
odically varying thickness are prepared (see chapter 8). On the other hand,
the surface topography of faceted α-Al2O3 substrates provides a preferential
direction for the self-assembly of diblock copolymer films (see section 9.2),
which in turn are used as chemically highly-ordered templates for metal de-
position (see chapter 10). The spontaneous faceting of M-plane α-Al2O3 is a
self-assembly process, which is enabled by thermal annealing at high temper-
atures in air. Through a sequence of structural transformations (see section
1.2.3), the initially flat M-plane surface reconstructs into facets of {11̄02}
R-plane and {101̄1} S-plane surfaces. These are of sufficiently similar ori-
entation as the M-plane, but of significantly lower surface energy density
than the M-plane: While the surface free energy density of the M-plane is
f sM = 6.87 J/m2, the R-plane and S-plane have free surface energy densities
of f sR = 2.57 J/m2 and f sS = 3.27 J/m2, respectively [132]. The average ori-
entation of the faceted surface remains the orientation of the initial M-plane
surface (see section 1.2.1). The facet edges are all parallel to the [112̄0] direc-
tion in the substrate crystal. The R- and S-plane enclose angles of φR = 32.4◦
and φS = 17.6◦, respectively, with the M-plane [23,24].

In this chapter, investigations of the facet formation on α-Al2O3 M-plane
surfaces by ex-situ AFM and in-situ GISAXS are described. The surface-
topographical properties of α-Al2O3 substrates annealed at varied tempera-
tures and for different durations are presented.
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7.1 Facet formation

Spontaneous surface reconstruction and faceting is observed in a material-
specific interval of temperatures: At temperatures below this interval, the
respective surface remains metastable. A certain temperature has to be
reached in order to overcome diffusion and nucleation barriers. Within
the temperature interval, faceting occurs and the facet size increases to re-
duce the contributions of facet edges to the total free energy of the crys-
tal. At temperatures above, the anisotropy of surface free energy densities
is reduced by temperature-dependent contributions and a planar surface is
formed [16]. Heffelfinger and Carter proposed that a flat M-plane surface of
α-Al2O3 reconstructs into a faceted low-energy surface via five stages (see
section 1.2.3) [28]:

– Surface smoothing

– Formation and growth of individual facets

– Formation of facet groups

– Coalescence of facet groups

– Facet coarsening

The faceting begins via heterogeneous nucleation, i.e. isolated facets form a
specific sites and coexist with planar surface regions [16,28].

7.1.1 Ex-situ AFM

Atomic force microscopy (NT-MDT Solver Next SPM with HA_NC Etalon
probes) was used routinely to image the surface topography of α-Al2O3 sub-
strates after annealing in a chamber furnace (Borel MO-1800) and thus as-
sess their suitability for the fabrication of laterally ordered diblock copolymer
templates and metal nanostructures. Topographies were found correspond-
ing to all five stages of surface reconstruction identified by Heffelfinger and
Carter [28]. After short annealing at 1400 ◦C for 2 hours one sample exhib-
ited the first four stages of reconstruction in different surface regions. For
comparison, the surface topography of an α-Al2O3 substrate was measured
before annealing. Few scratches probably caused by the polishing process
were spotted; the rms roughness was 0.11 nm.
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The annealed sample features one region in which the surface is planar with
a rms roughness of 0.14 nm (stage 1 – surface smoothing). In comparing
the rms roughnesses of a substrate before and a substrate after annealing
no surface smoothing is observed. However, the initial roughness of these
M-plane α-Al2O3 substrates achieved by polishing is already one order of
magnitude lower than the initial roughness of the substrates investigated by
Heffelfinger and Carter [28].

In another region, the same annealed substrate exhibits individual facets on
an otherwise planar surface, separated by distances of several µm (stage 2
– formation and growth of individual facets, see Fig. 7.1). The profile scan
through the center of one facet shows the pronounced surface distortions next
to the facet (compare to Fig. 1.5 [28]). These distortions serve as preferred
nucleation sites for successional facets, some of which can be discerned in
Fig. 7.1(a), center and bottom left. Since successional facets are likely to
nucleate in the wake of existing facets, groups of parallel facets form (stage
3 – formation of facet groups, see Fig. 7.2(a)). These groups extend by
facet nucleation and by growth in length, until they hit on other facets or
facet groups (stage 4 – coalescence of facet groups, see Fig. 7.2(b)). Facet
junctions are formed, because the facet edges of two different facet groups
are in general not aligned with each other.

Upon extended annealing or at higher temperatures, facets are expected to
grow in height and width at the expense of other facets (stage 5 – facet coars-
ening). This can be accomplished by motion and merging of facet junctions -
which would also reduce the number of facet junctions [28]. Among the sam-
ples prepared for this work, the number of facet junctions was in general, but
not always, found to decrease significantly with increasing annealing dura-
tion: Four α-Al2O3 substrates annealed at 1400◦C are compared in Fig. 7.3;
two of them were annealed simultaneously for 2 h, two were annealed simul-
taneously for 48 h. The number of facet junctions differs strongly in the two
samples annealed for 2 h; it is very low in one, and very high in the other. In
the samples annealed for 48 h it is intermediate or low, respectively. Proper-
ties of the initial M-plane surface which influence the facet nucleation, such
as stress or defects, may strongly influence the number of facet junctions
observed after a given annealing duration. It is apparent however, that the
facets have increased in size after longer annealing: After 2 h of annealing,
the facets are of average height h ≈ 6 nm and h ≈ 10 nm, respectively, and
of period L ≈ 125 nm and L ≈ 100 nm, respectively. After 48 h of annealing
these values are h ≈ 30 nm and h ≈ 35 nm, respectively, and L ≈ 170 nm
and L ≈ 210 nm, respectively. The aspect ratio L/h of the facets has thus
decreased by a factor of 2 to 3.5 upon extended annealing.
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Figure 7.1: Individual facets on a α-Al2O3 surface in stage 2 of reconstruction. Profile
sections through a facet as indicated by white lines.
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Figure 7.2: (a) Groups of facets on a α-Al2O3 surface in stage 3 of reconstruction. (b)
Coalescence of facet groups on a α-Al2O3 surface in stage 4 of reconstruction. Horizontal
lines are artifacts of the measurement.
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Figure 7.3: Comparison of facet sizes for α-Al2O3 substrates in stage 5 of reconstruction,
annealed at 1400 ◦C for 2 h and for 48 h, respectively.
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7.1.2 In-situ GISAXS during annealing

While real-space information on the local surface structure is obtained by
AFM, GISAXS yields averaged structural information about the entire sam-
ple illuminated by the incident X-ray beam. And while AFM is restricted to
ex-situ measurements of the topographies resulting from high temperature
annealing, GISAXS allows for in-situ observation of the facet formation.

An in-situ GISAXS experiment during high-temperature annealing of α-
Al2O3 was set up at the beam-line BW4 at the DORIS III synchrotron
radiation source in the following way (see also Fig. 7.4): The end caps
were removed from the working tube of a horizontal tube furnace (Carbolite
STF 16/180). This furnace was mounted on a tilt stage at the beam-line
such that the x-ray beam passes through its working tube and the scattering
pattern can be recorded with an area detector. Evacuated flight tubes with
capton entrance and exit windows were employed to reduce background in-
tensity from scattering at air molecules. The capton windows of the flight
tubes were protected against the heat at the furnace tube openings by Mylar
foils covered with aluminum tape. A custom-made alumina sample holder
was used to position the sample in the center of the working tube and align
the sample edges with respect to the azimuthal direction of the incident
beam.

A polished M-plane α-Al2O3 wafer of 12 mm × 12 mm was placed on the
sample holder and oriented so that the facet edges would be formed parallel
to the incoming x-ray beam. The sample was aligned in the cold furnace,
then it was heated at a rate of 420 K/h up to a temperature of 1325 ◦C and
annealed at this temperature for 12 h. The sample was realigned frequently
– especially during heating – to compensate for changes in the sample posi-
tion or orientation due to thermal expansion of sample holder and working
tube. The x-ray wavelength was λ = 0.138 nm, the distance between sample
and detector (MAR SX-165 at 80 µm pixel size) was 1840 mm, and the inci-
dence angle was αi ≈ (0.5± 0.025) ◦ (variation due to thermal expansion of
sample holder and working tube and limited time for realignment between
two measurements). These parameters were chosen so as to cover a large
angular range and provide high angular resolution. GISAXS patterns were
taken approximately every 5 min during heating and approximately every
30 min during annealing at constant temperature. Fig. 7.5 points out the
relevant features of these GISAXS patterns. A sequence of selected GISAXS
patterns from this experiment is shown in Figs. 7.6 and 7.7 – the captions
state the time elapsed since heating was started and the current tempera-
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Figure 7.4: (a, c) Sketch of the in-situ GISAXS setup at beam-line BW4 (DORIS III)
and photograph of the mounted furnace with incident beam coming from the left. (b, d)
Custom-made sample holder with sample at the working tube entrance, and view into the
furnace during annealing; sample holder with sample in the center.

ture. The annealing temperature of 1325◦C is reached after 195 min. The
intense specular reflection is blocked out in some patterns in order to protect
the detector. While the surface faceting process progresses, the specular re-
flection decreases in intensity as more and more of the incident radiation is
scattered into the off-specular scattering rods. The beam-stop can therefore
be removed in later stages of the faceting process.

The sequence of recorded patterns Figs. 7.6, 7.7 shows two kinds of off-
specular scattering rods: vertical and tilted ones. The vertical scattering rods
run parallel to the specular scattering rod and result from a laterally periodic
surface structure of the sample (see Fig. 7.5(a)). They are most prominent
in the early stage of the experiment, during heating and in the first hour
of annealing. Additional tilted off-specular scattering rods (see Fig. 7.5(b))
then become more and more dominant. These result from the tilted facet
surfaces into which the initial planar sample surface reconstructs at high
temperatures - they are in fact specular scattering rods for the respective
tilted facet surfaces [133].
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Figure 7.5: Exemplary GISAXS patterns of α-Al2O3 during facet formation, featuring
prominent (a) vertical off-specular scattering rods and (b) tilted off-specular scattering
rods. In (a), the specular reflection is blocked out by a beamstop.

The GISAXS patterns are discussed with respect to characteristic aspects of
these two kinds of off-specular scattering rods:
1) The angular positions of vertical off-specular scattering rods are identified
by intensity maxima in horizontal line sections through the Yoneda region
(αf = αc). Fig. 7.9 shows these sections from GISAXS patterns in Fig. 7.6.
The value 2π/qy derived from the angular positions of the intensity maxima
in Fig. 7.9 according to Eq. (6.5) corresponds to a lateral periodicity in the
surface structure of the sample.
2) The angles which the tilted off-specular scattering rods enclose with the
specular scattering plane (qy = 0) correspond to the angles which the sur-
face normals of the facet faces enclose with the initial surface normal of the
sample. The development of these angles during annealing is depicted in
Fig. 7.10. The horizontal dashed lines indicate the equilibrium facet tilt
angles φR = 32.4◦ and φS = 17.6◦, respectively.

As can be seen in Fig. 7.6 and 7.9, first broad vertical off-specular scatter-
ing rods at |qy| ≈ 0.4 nm−1 are observed after 160 min, at a temperature
of 1070 ◦C1. They become more intense and shift toward lower |qy|-values.
After 185 min, at 1235 ◦C, the vertical off-specular scattering rods have be-
come asymmetric, with a maximum at |qy| ≈ 0.16 nm−1 and a shoulder at
|qy| ≈ 0.32 nm−1 each. Then the peaks become dominant and the shoul-
ders vanish within about 10 minutes. The vertical off-specular scattering

1Three of these in-situ annealing experiments were conducted. Surface restructuring
began at T ≈ 800 ◦C, T ≈ 1000 ◦C, and T ≈ 1070 ◦C, respectively. This variation
is attributed to unavoidable variations in the initial properties of the surfaces of the α-
Al2O3 crystal wafers, resulting e.g. from growth, cutting, polishing, etc. A maximum
miscut of 0.5◦ is specified by the manufacturer.
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Figure 7.8: GISAXS pattern of
a faceted α-Al2O3 surface with
equilibrium facet angles, after
23 h of annealing at 1420 ◦C;
beam-line BW4 (DORIS III).
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Figure 7.9: Horizontal sections
through Yoneda regions in
GISAXS patterns recorded
during heating and annealing.
Labels state the time elapsed
since heating was started.
The annealing temperature of
1325◦C is reached after 195
min.

rods shift further toward lower |qy|-values until the annealing temperature
of 1325◦C is reached, then remain at a constant value of |qy| ≈ 0.095 during
annealing. Via d = 2π/q, this development corresponds to a laterally peri-
odic surface structure becoming observable at a period of ≈ 20 nm and then
increasing to a period of ≈ 80 nm (see Fig. 7.10(top)).

When interpreting the positions of the vertical off-specular scattering rods
as being directly correlated to the facet period by 2π/qy = L, the observed
increase in lateral period is understood as the coarsening, i.e. widening, of
surface facets during annealing as proposed by Heffelfinger [28]. Indeed, an
AFM surface topography measurement on the annealed sample after the in-
situ GISAXS experiment showed the average facet period (i.e. width) to be
L ≈ (80 ± 10) nm (see Fig. 7.12), which agrees very well with the lateral
period derived from the positions of the vertical off-specular scattering rods
at the end of the annealing procedure.

Moreover, GISAXS provides a direct measure of the angles which the facet

106



0 2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 00

2 0

4 0

6 0

8 0

1 1 0 0 1 2 0 0 1 3 0 00
2 0
4 0
6 0
8 0

fac
et p

eri
od 

L =
 2π

/q y (n
m)

��������	�

L (
nm

)

���
�����������

0 2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 00

1 0

2 0

3 0

fac
et t

ilt 
ang

le (
deg

ree
s)

t i m e  ( m i n )

 R - p l a n e
 S - p l a n e

0 2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 00

5

1 0

1 5

fac
et h

eig
ht 

h (
nm

)

t i m e  ( m i n )

Figure 7.10: (top) Develop-
ment of the facet period L =
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ima in Fig. 7.9. The inset shows
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gion (heating phase) in depen-
dence of the momentary tem-
perature. (middle) The de-
velopment of facet tilt angles
φR and φS – extracted from
GISAXS patterns in Figs. 7.6
and 7.7 – for the S-plane and
the R-plane facet faces during
annealing at 1325 ◦C. Horizon-
tal dashed lines indicate the
equilibrium values for φR and
φS . (bottom) The development
of the facet height h during an-
nealing at 1325 ◦C, calculated
from the facet period L and the
facet tilt angles φR, φS . The
vertical dashed lines indicate,
when the annealing tempera-
ture is reached.
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surfaces enclose with the initial M-plane substrate surface. As explained in
section 6.2.1, these angles are immediately given by the angles enclosed be-
tween the corresponding tilted off-specular scattering rods and the vertical
specular scattering plane (qy = 0). In this experiment, the R-plane facet
surfaces develop on the right side, the S-plane face surfaces on the left side
(as “seen” by the incoming x-ray beam). Thus, in the GISAXS patterns
the tilt angle of the right-hand off-specular scattering rod corresponds to the
tilt angle of the R-plane facet surfaces, and the tilt angle of the left-hand
off-specular scattering rod corresponds to the tilt angle of the S-plane facet
surfaces. A clearly tilted left-hand off-specular scattering rod (≈ 27 ◦) can be
discerned already very early in the annealing process, while the right-hand
off-specular scattering rod yet shows only a very small tilting of approxi-
mately 4◦ (see Fig. 7.6(g)).

In the course of the annealing procedure, the tilt angle of the left-hand
off-specular scattering rod decreases continuously, while that of the right-
hand off-specular scattering rod is increasing at roughly twice the rate (see
Fig. 7.10(middle)). After approximately 850 min the two tilt angles are
equal, then continue to approach their respective equilibrium value. The
GISAXS pattern of a sample annealed at 1420 ◦C for 23 h (see Fig. 7.8)
shows off-specular scattering rods tilted at the equilibrium angles. Thus, in
the beginning of facet formation, the facet profile is clearly asymmetric with
the S-plane facet tilt angle being significantly larger than the R-plane facet
tilt angle. The facet profile then becomes symmetric with equal tilt angles
for both facet surfaces, before it finally assumes its asymmetric shape with
the R-plane tilt angle φR = 32.4◦ and the S-plane tilt angle φS = 17.6◦.

In the annealing phase the facet period L has already reached its final value,
the facet tilt angles are approaching the respective equilibrium value – thus
the facets grow in height. The facet height h can be calculated from the facet
period L and the facet tilt angles φR and φS via the trigonometric relation

h = L
sin (φR) sin (φS)

sin (φL) (7.1)

where φL = 180 − φR − φS. The development of the facet height during
annealing at 1325 ◦C is plotted in Fig. 7.10(bottom). The derived value of
h ≈ 15 nm for the facet height reached at the end of the experiment is in
good agreement with the average facet height of h ≈ 12 nm measured by
AFM after the in-situ experiment. The development of the average struc-
tural dimensions of the facets as inferred from the in-situ GISAXS data is
schematically sketched in Fig. 7.11 (dimensions are not to scale).
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By in-situ GISAXS it was possible
to observe the reconstruction of a
planar M-plane α-Al2O3 surface into
a faceted R-plane / S-plane surface
during high temperature annealing.
In-situ GISAXS proved to be es-
pecially useful in the early phase
of facet formation: Surface facets
with approximately 80 nm width but
less than 1 nm height would not
be readily detected by AFM. More-
over, since in-situ GISAXS provides
averaged information over a much
larger surface area than the usual
scan range of an AFM, it is advan-
tageous when studying sparsely dis-
tributed surface structures such as
the individual facets or small facet
groups in the first stages of surface
reconstruction.

A few characteristic features of the scattering pattern, i.e. the qy-positions
of vertical off-specular scattering rods, combined with the angles enclosed
by tilted off-specular scattering rods and the specular scattering rod, are
sufficient to derive the relevant average structural dimensions of the facets,
i.e. facet period, facet tilt angles, and facet height.
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Figure 7.12: AFM micrographs of the faceted sample surface after annealing: (a) area
scan (b) section through (a) perpendicular to the facet edges.
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7.2 Surface topographies of annealed α-Al2O3

Faceted α-Al2O3 substrates are intended for further use in the fabrication of
metal nanostructure patterns. To make the entire fabrication procedure as
effective as possible, it is desirable to know the correlations between the an-
nealing conditions for α-Al2O3 substrates and the resulting geometric prop-
erties (height, width, tilt angles) of the surface facets. As opposed to the
in-situ study on the process of α-Al2O3 facet formation during annealing
described above, it is not feasible to conduct systematic studies on the influ-
ence of specific annealing conditions using in-situ GISAXS at a synchrotron
radiation source. A large number of samples is required for such a study
to find the relevant process parameters and their respective relevant ranges
and to the able to identify actual correlations and outliers. Therefore, the
influence of annealing parameters on the resulting topographical properties
of nanofaceted α-Al2O3 was studied by ex-situ AFM on samples annealed in
a chamber furnace in air.

A series of α-Al2O3 substrates (series 1) was annealed at four different tem-
peratures from 1350 ◦C to 1600 ◦C for five different durations from 4 h to
48 h. Another series of α-Al2O3 substrates (series 2) was annealed at eight
different temperatures from 1325 ◦C to 1600 ◦C for 8 h to 10 h. The result-
ing surface topographies were imaged by AFM and the extracted geometrical
properties are shown in dependence of the annealing conditions in Figs. 7.13
(series 1) and 7.14 (series 2). Symbols mark the average values, error bars
indicate the respective standard deviations. Horizontal dashed lines indicate
the equilibrium values for the facet tilt angles. For clarity, a few obvious
outliers have been omitted in Fig. 7.13(a, b).

In series 1, the correlations between the facet tilt angles φS, φR and the
annealing conditions (see Fig. 7.13(a, b)) are in agreement with the findings
from in-situ GISAXS: For samples annealed at 1350 ◦C and 1400 ◦C, the
decrease in φS and the increase in φR toward the respective equilibrium
values are observed. The equilibrium value of φS = 17.6◦ is reached first. For
samples annealed at 1500 ◦C and 1600 ◦C, the higher temperatures accelerate
the mass transport significantly. Thus, the equilibrium values have already
been reached within less than 4 h and the facet tilt angles remain constant
throughout the investigated interval of annealing durations.

The equilibrium facet tilt angles are determined by the crystal structure of
α-Al2O3: they are given by the angles enclosed between the M{101̄0}-plane
and the R{11̄02}-plane and S{101̄1}-plane, respectively. The development of
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the facet tilt angles during annealing and their equilibrium values can there-
fore be expected to be robustly reproducible. The facet tilt angles relate
the facet height to the facet period. The equilibrium facet period, however,
depends sensitively on factors such as elastic properties and surface stress
(see Eqns. (1.5) and (1.6)). It is beyond the scope of this study to clarify,
which kinds and amounts of adhesives, impurities, surface inhomogeneities,
or strains resulting from growing, cutting, polishing, and handling the α-
Al2O3 substrates are present and to which extent they influence the outcome
of the surface faceting process. Therefore, an unambiguous systematic de-
pendence of facet period and height on the annealing conditions is hard to
make out in this series.

Huth and coworkers found the average facet period to be L ≈ 350 . . . 420 nm
and the aspect ratio of height and width to be h/L ≈ 1/8 [24]. However,
they did not specify the annealing conditions for their samples. The facet
periods L in series 1 are considerably smaller, spanning a range of ≈ 50 nm to
≈ 225 nm. The aspect ratio h/L was found to range from 1/10 to 1/5, which
is in agreement with the findings of Huth and coworkers. Gabai and coworkers
annealed M-plane α-Al2O3 at 1500 ◦C for 20 h to 48 h [23]. They present
a faceted surface with facet period L ≈ 40 nm and height h ≈ 8 nm, and
state that they found facet periods of up to L ≈ 400 nm for higher annealing
temperatures. They claim that the facet period and height depend on the
annealing conditions, but do also not describe these correlations further.

For preparing diblock copolymer templates on faceted α-Al2O3 (see section
9.2) facets with height h ≈ 5 . . . 15 nm and period L ≈ 40 . . . 80 nm are
required to match the diblock copolymer film thickness d and equilibrium
domain period D0. In this series, such facet dimensions were only obtained
for annealing durations from 4 h to 16 h at temperatures of 1350 ◦C or
1400 ◦C (see Fig. 7.13(c, d)).

In series 2, all samples were annealed for approximately the same duration (8
to 10 h), but in those annealed at higher temperatures the faceting process
has progressed further during this time. Again, the decrease in φS and the in-
crease in φR toward the respective equilibrium facet tilt angles are observed,
in this case as a function of increasing annealing temperature (see Fig. 7.14(a,
b)). There is a clear distinction between samples annealed at temperatures
below 1425 ◦C and samples annealed at temperatures above. Samples an-
nealed at lower temperatures exhibit facet tilt angles comparatively farther
away from the respective equilibrium value and have smaller facets in both
height and period. Samples annealed at temperatures above 1425 ◦C have
facet tilt angles at the equilibrium value φS = 17.4◦ and close to the equilib-
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rium value φR = 32.4◦. Their facets are on average about three times higher
and wider than those of samples annealed below 1425 ◦C (see Fig. 7.14(c,
d)). Independently of the annealing conditions, the average standard devia-
tion in facet height is σh ≈ 0.3h, and the average standard deviation in facet
period is σL ≈ 0.25L. Thus the correlation length ζ according to Eq.(1.7)
normalized to the facet period L shows no correlation to the annealing con-
ditions. Larger facet dimensions appear to coincide with equilibrium facet
tilt angles. This agrees with the finding from series 1, where facets with
height h ≈ 5 . . . 10 nm and period L ≈ 40 . . . 80 nm were only observed in
samples annealed at lower temperatures for short durations, i.e. which had
not reached the equilibrium facet tilt angles. In most cases, the facets with
larger height and period are also longer – and thus have a lower density of
facet junctions – than the smaller facets. For larger facets, maximum facet
lengths of approximately 20 µm were observed, while smaller facets had a
length up to approximately 5 µm.

In summary: The facet tilt angles are rather precisely adjustable via anneal-
ing temperature and / or duration. The facet period (and thus the facet
height), however, appears to be only roughly determinable by choosing non-
equilibrated surfaces (which have not yet reached the equilibrium orientation
with φR = 32.4◦ and φS = 17.4◦) for smaller facets and equilibrated surfaces
for larger facets.
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8 Metal Nanostructures on Nanofaceted
α-Al2O3 Substrates

8.1 Self-assembled metal nanostructures on
faceted surfaces

One major focus of this work is the in-situ characterization of nanostructures
during growth, which is made possible by employing self-assembly processes
for nanostructure fabrication. Thus, all nanostructured samples discussed
in this chapter were prepared in a transportable UHV sputter deposition
chamber specifically designed for in-situ characterization (see section 5.5) so
that their properties could be studied in dependence of their stage of growth
by synchrotron-based x-ray scattering techniques.

8.1.1 Preparation by deposition under non-normal
incidence

The periodically faceted α-Al2O3 surfaces described in chapter 7 are versa-
tile substrates for nanopatterning and fabricating ordered nanostructures by
metal deposition under non-normal incidence [24, 68, 134]. The microstruc-
ture of stripes or films grown with this method is described in section 3.4.1.

The orientation of the sputtering source is defined by one azimuthal (in-
plane) angle and one polar (out-of-plane) angle. There are different variants
of this preparation approach, but for all of them the in-plane angle is per-
pendicular to the orientation of the substrate facets. Thus, one surface of
every facet is facing the sputtering source, the other one is avert from it.
Depending on the polar angle ω, one of two mechanisms can be exploited:
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– shadowing effects: self-shadowing and partial shadowing by adjacent
facets

– different deposition rates on facet surfaces facing the sputtering source
or being avert from it.

If the polar angle ω is shallow, the facet surface avert from the sputtering
source is completely shadowed (self-shadowing). Also a portion of the facet
surface facing the source is shadowed by the adjacent facet, with the width of
this portion depending on the angle ω (partial shadowing by adjacent facets).
This results in separated stripes of the sputtered material with adjustable
width (see Fig. 8.1(a)). Stripe patterns consisting of two different materials
can be prepared by sputtering from two opposite sides.

ω 

α-Al2O3 substrate 

metal 

stripe 

(a) Separated stripes – side view

ω 

α-Al2O3 substrate 

metal 

film 

(b) Nanopatterned film – side view

(c) Separated stripes – top view (d) Nanopatterned film – top view

Figure 8.1: Fabrication of metal nanostructures on faceted α-Al2O3 substrates by sputter
deposition under non-normal incidence. The directional distribution of the sputtered metal
atoms is reduced by means of a slit mask, as indicated in (a).

The width of the deposited stripes can be determined geometrically. In
Fig. 8.2, ω is the deposition angle, φ is the tilt angle of the facet surface
facing the sputtering source, L is the facet period, and b is the width of the
deposited stripe.
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Figure 8.2

According to the law of sines

b = L
sin (ω)

sin (180◦ − ω − φ) (8.1)

A horizontal slit mask positioned between sputtering source and substrate
has a collimating effect: only sputtered atoms on trajectories with directions
within approximately about ±9 degrees around the nominal sputtering direc-
tion given by the polar angle ω can pass the mask and reach the substrate1.
For the typical working gas pressure in the range of pAr ∼ 10−3 mbar the
mean free path length is several cm (see section 5.4.2). Since the distance
between the mask and the substrate in the employed deposition chamber is of
the same order of magnitude as the mean free path length, an increase of the
directional distribution by collisions between sputtered atoms and working
gas atoms can be neglected.

Increasing the angle ω to exceed the tilt angle of the facet surfaces avert from
the sputtering source leads to deposition on both surfaces of the facets, but
with different deposition rates (see Fig. 8.1(b)). The result is a continuous
film consisting of alternating stripe-like regions of different thickness. The
thickness of the deposited material on both surfaces of the facets can be
inferred from GISAXS patterns via simulations.

Isolated nanostripes have been prepared from Au and Cu. While the Cu
nanostripes were heat treated to produce Cu nanospheres, the Au nanostripes
may be interesting for applications making use of surface plasmon resonances
[135]. These samples are presented in appendix A.2.1.

A continuous film of 57Fe on faceted α-Al2O3 has been utilized as a sample to
demonstrate the feasibility of Grazing Incidence Nuclear Small Angle X-ray
Scattering (GINSAXS). This experiment is discussed in section 8.2. Results
of some earlier studies on the growth mechanism, the evolution of the mag-
netic state during growth, and the magnetic anisotropy of Fe thin films were
reviewed in section 3.4. This brief review is mainly restricted to the case of
Fe film growth on oxide substrates at room temperature, as these were the
conditions in the GINSAXS experiment, too.

1The value for the directional distribution of sputtered atoms, which reach the substrate
through the mask, is geometrically determined: While the sputter target has a diameter
of 25.4 mm, the slit mask has a vertical aperture of 5 mm and is positioned in a distance
of 45 mm from the sputtering source.
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8.2 Growth and magnetism of a
57Fe thin film on faceted α-Al2O3:
Merging GISAXS and NRS

The possibility of preparing a uniaxially corrugated iron film by a simple
deposition routine has been demonstrated before (see e.g. [68]). The exper-
iment described here utilizes such a sample with periodically varying film
thickness to introduce in-situ Grazing Incidence Nuclear Small Angle X-ray
Scattering (GINSAXS). This method combines the spatial resolution in the
nm range provided by GISAXS with the sensitivity of NRS to the magnetic
properties of a sample.

8.2.1 The GINSAXS principle

In a nuclear resonant sample exposed to a photon pulse both electronic and
nuclear scattering of photons take place. Generally, the same form factor
and structure factor determining the qqq-space distribution of non-resonantly,
electronically scattered intensity in grazing incidence geometry (see section
6.2.2) are also determining the qqq-space distribution of the resonantly scat-
tered intensity. Thus, scattering of photons from a nuclear resonant sample
in grazing incidence geometry produces a scattering pattern with two con-
tributions: The electronic part reflecting the structural properties of the
sample and the nuclear resonant part additionally containing information on
the magnetic state of the sample with spatial resolution. This is exploited in
Grazing Incidence Nuclear Small Angle X-ray Scattering (GINSAXS): Due
to the sample structure, the nuclear resonant signals from different struc-
tural units of the sample are scattered to different positions in qqq-space. This
allows the nuclear resonant signals containing information on the magnetic
properties of these different structural units to be recorded independently.
Information on the sample structure itself is more readily obtained from the
more intense electronic scattering signal, which can be recorded using an
area detector. Thus magnetic properties and dynamics inferred from the
NRS time spectra can be related to the sample structure. This is possible
also during in-situ experiments, e.g. for different stages of sample growth.

For a 57Fe film on a faceted α-Al2O3 substrate, the scattering pattern features
characteristic tilted scattering rods (as observed in the in-situ GISAXS in-
vestigation of α-Al2O3 surface facet formation; see section 7.1.2): If the facet
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edges are aligned parallel to the incoming x-ray beam, the faceted surface
leads to x-rays impinging on the left (right) facet surfaces to be scattered to a
tilted scattering rod in the left (right) half of the scattering pattern at qy < 0
(qy > 0). This holds not only for photons scattered by electrons, but also
for photons scattered resonantly by the nuclei in the 57Fe layer deposited on
the faceted substrate. Thus, the nuclear resonant signal detected in the left
(right) tilted scattering rod is related to the magnetic state of the 57Fe film
regions on the left (right) facet surfaces. For the 57Fe film on faceted sap-
phire, the different thicknesses of the 57Fe film on the left and right facet
surfaces lead to intensity modulations on the tilted scattering rods with dif-
ferent periods – corresponding to the respective thickness. Thus, in an in-situ
experiment it is not only possible to relate the nuclear resonant signals to
scatterers on either surface of the facets, but also to connect them with the
respective material thickness during film growth.

8.2.2 Experimental setup and procedure

The experiment was realized in the following way: The in-situ sputter de-
position chamber (see section 5.5) was set up at the beamline ID18 at the
synchrotron radiation source ESRF. The x-ray wavelength was 0.0861 nm,
the sample-to-detector distance was 3010 mm (restricted by the length of the
experimental hutch), and an evacuated flight tube was employed to reduce
scattering in air. A MAR345 image plate (pixel size: 0.1 mm × 0.1 mm) and
an APD point detector were mounted on a horizontal linear stage, so that
either one of the detectors could be moved into the beam path to detect the
scattered photons. Additionally, the APD detector could be scanned across
the area covered by the image plate by means of a small y-z translational
state mounted on the linear stage. The image plate was used to record the
qqq-space distribution of the scattered intensity without distinction between
the resonant and the non-resonant part. The APD detector provided sub-ns
time resolution and could thus distinguish between electronically and nuclear
resonantly scattered photons. It was used to record nuclear resonant time
spectra at specific positions within the qqq-space distribution of the scattered
intensity.
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Figure 8.3: The principle of Grazing Incidence Nuclear Small Angle X-ray Scattering
(GINSAXS) from a sample with faceted surface. Due to the topographical structure of
the sample, all photons impinging on the film regions on the left (right) facet surfaces are
– electronically or nuclear resonantly – scattered to the left (right) half of the scattering
pattern. Thus, the nuclear resonant signals from film regions on the left or right facet
surfaces are separated, and the NRS time spectra containing information on the magnetic
properties of these different regions can be recorded independently.
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Figure 8.4: (a) Nuclear and electronic reflectivity curves of 57Fe on nanofaceted α-
Al2O3 and (b) electronic and time-integrated nuclear signal during a horizontal APD scan
across the GISAXS pattern at αf = αi = αc, recorded after 60 s of 57Fe deposition. Time
spectra (see Fig. 8.8) are recorded at the positions indicated by the arrows, at αi = αc.
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The nanofaceted α-Al2O3 substrate was aligned with the facet edges parallel
to the incoming beam. Viewing the sample along the direction of the incom-
ing x-ray beam, the R-plane facet surfaces are on the left and the S-plane
facet surfaces are on the right. Thus the scattering rod belonging to the R-
plane (S-plane) facet surfaces is detected at qy < 0 (qy > 0). The nanofaceted
α-Al2O3 substrate used for this experiment had facet tilt angles of φR = 30◦
and φS = 17◦, as can be readily determined by measuring the angle which
the tilted scattering rods enclose with the vertical (see also section 7.1.2).
The 57Fe sputtering source was positioned at a polar angle of ω = 45◦ with
respect to the macroscopic substrate surface and at an azimuthal angle of 90◦
with respect to the facet edges. Thus, a continuous 57Fe film with alternating
stripe-like regions of different thickness was prepared (see Fig. 8.1 (b)). The
left facet surfaces were facing the sputtering source, so that the thicker film
regions formed on the R-plane facet surfaces, the thinner film regions on the
S-plane facet surfaces. The facet period is L = (80 ± 5) nm, as measured
by AFM and corroborated by simulated GISAXS patterns. Via the law of
sines, the widths of the R-plane and S-plane facet surfaces, bR ≈ 32 nm and
bS ≈ 55 nm, are obtained. These correspond to the widths of the thick and
thin 57Fe regions, respectively.

The residual gas pressure in the deposition chamber was p0 = 2.8×10−7 mbar.
57Fe was deposited stepwise with the substrate at room temperature and at
a power of the sputtering source of P = 6 W. After each deposition step, a
GISAXS pattern and the nuclear resonant signals were recorded. GISAXS
patterns were taken at an incident angle of αi = 0.6◦ (exposure of t ≈ 300 s),
where the reflectivity is low enough not to damage the image plate detector.
The nuclear resonant signals, however, were recorded at an incident angle
of αi = αc = 0.16◦, i.e. at the position of highest intensity in the nuclear
resonant reflectivity curve (see Fig. 8.4(a)). The nuclear resonant signals
comprise:

– The time-integrated nuclear resonant signal recorded during a horizon-
tal scan of the APD across the GISAXS pattern at αf = αi

– A time spectrum at the specular reflection
– Time spectra at the intersections of the left and tilted scattering rod
with the line of the horizontal scan
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8.2.3 In-situ GINSAXS: Film growth and evolution of
magnetic states observed with lateral resolution

The film thicknesses on the R-plane and S-plane facet surfaces were deter-
mined by simulating the GISAXS patterns with the program FitGISAXS
[120] using the core-shell ripple form factor; more details can be found in
appendix A.2.2. For the simulations, only the shell thickness of the core-
shell ripple form factor (representing the respective 57Fe film thickness) was
varied. It is not possible to simulate a sample with independent 57Fe film
thicknesses on the R-plane and S-plane facet surfaces. Therefore, GISAXS
patterns for qy < 0 and qy > 0 were simulated separately. Furthermore, the
input parameter tshell means the shell thickness measured perpendicular to
the macroscopic sample surface. In order to obtain the actual film thicknesses
measured normal to the tilted facet surfaces, tshell has to be multiplied by a
factor of cos (φ), where φ is the respective tilt angle of the R-plane or S-plane
facet surfaces with respect to the macroscopic sample surface. Fig. 8.5 shows
the film thicknesses derived from simulations in dependence of the sputtering
duration. It is apparent that the deposition rates on the R-plane and S-plane
facet surfaces are not constant, but increase for later deposition stages. This
is due to the following circumstances: No external magnetic field was ap-
plied before 120 s of deposition. Afterward, an external magnetic field was
applied on several occasions to test the response of the magnetization orien-
tation of the sample. The field strength applicable in the deposition chamber
was too small to induce significant changes in the magnetization orientation.
However, residual magnetization of the electromagnet pole shoes drastically
influenced the plasma during deposition, causing the deposition rates to vary.
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Figure 8.5: The thicknesses of
the 57Fe film on the R-plane
and S-plane facet surfaces, re-
spectively, in dependence of the
sputtering duration. The de-
position rates are not constant
due to the conditions during the
experiment (see main text).
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Scan 021 

(a) GISAXS after 150 s of deposition

Scan 021 

(b) simulation

Scan 021 

(c) at R-plane scattering rod

Scan 021 

(d) at S-plane scattering rod

Scan 027 

(e) GISAXS after 300 s of deposition

Scan 027 

(f) simulation

Scan 027 

(g) at R-plane scattering rod

Scan 027 

(h) at S-plane scattering rod

Figure 8.6: Exemplary GISAXS patterns taken during deposition of the 57Fe thin film on a
nanofacetedα-Al2O3 substrate, corresponding 2D simulations performed with the program
FitGISAXS [120] to determine the respective thicknesses of the 57Fe film, and line cuts
along the two scattering rods after 150 s of deposition (a - d) and 300 s of deposition (e -
h).
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Fig. 8.6 exemplarily compares measured and simulated GISAXS patterns
(simulations of all measured GISAXS patterns can be found in appendix
A.2.2). Regarding especially the sharpness of the intensity maxima along the
two tilted scattering rods, it becomes apparent that the 57Fe film thickness
is less homogeneous on the S-plane facet surfaces (thin film regions) than on
the R-plane facet surfaces (thick film regions). However, FitGISAXS does
not offer the possibility to assume a distribution of the shell thickness, a
wedge-shaped shell, a roughness at the core-shell or shell-vacuum interface,
or the like in the simulation.

The limited accessible qy- and qz-range determined the number of detectable
thickness oscillations. Therefore, film thicknesses for deposition durations
less than 120 s could not be determined by simulations, but had to be ex-
trapolated.

The 57Fe growth on α-Al2O3 results in a polycrystalline film (see also section
3.4.1). Fig. 8.7 shows a GISAXS pattern recorded with the sample rotated
by 90 degrees around the macroscopic surface normal as compared to the
orientation for the GISAXS patterns plotted in Fig. 8.6, i.e. with the edges
of the substrate facets being perpendicular to the direction of the incident
x-ray beam. The positions of the broad off-specular intensity maxima ev-
idence a lateral correlation length in the sample of approximately 5 nm –
corresponding to the crystallite size of the 57Fe film.

Figure 8.7: GISAXS pattern
of the polycrystalline hetero-
geneous 57Fe film on nano-
faceted α-Al2O3 recorded with
the substrate facet edges ori-
ented parallel to direction of
the incoming beam. The off-
specular intensity maxima at
qy = ±1.2 nm−1 evidence a
crystallite size of approx. 5 nm.

NRS time spectra were recorded at the specular scattering rod and at the
R-plane and S-plane scattering rods after each deposition step. Simulation of
these time spectra yields information on the evolution of the magnetic states
of the thick and thin regions of the 57Fe film, especially on the strength
and orientation of the magnetic hyperfine field BhfBhfBhf . The magnetic hyperfine
field is – to a very good approximation – proportional to the magnetization.
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Thus, the development of the magnetization in both thin and thick film
regions during film growth can be observed via the evolution of the magnetic
hyperfine field extracted from the respective NRS time spectra.

The simulations of the NRS time spectra were performed with the program
CONUSS [128]. As this program was designed for analyzing planar samples,
the faceted morphology of the 57Fe film on the α-Al2O3 substrate has to be
accounted for when simulating the time spectra. In CONUSS, the scattering
plane serves as a reference plane for the polarization vectors of the incident
radiation and for the orientation of the magnetic hyperfine field. In the de-
scribed experiment, there are two scattering planes, each tilted by a different
angle with respect to the surface normal of the macroscopic sample surface,
while the electric field vector of the incident synchrotron radiation is perpen-
dicular to this macroscopic surface normal. Thus, the time spectra recorded
at the R-plane and the S-plane scattering rod must be simulated separately,
compensating for the different facet tilt angles φR = 30◦ and φS = 17◦ by
adjusting the orientation of the electric field vector in the simulation appro-
priately (the sample orientation is fixed with respect to an external frame
of reference). Two sublattices (SL1, SL2) of 57Fe atoms were assumed for
the simulations: The minority sublattice SL1 is identified with 57Fe atoms
at film and / or grain interfaces, while the majority sublattice is associated
with 57Fe atoms in a bulk-like atomic configuration.

The time spectra recorded at the specular scattering rod and at the R-plane
and S-plane scattering rods after each deposition step are depicted in Fig. 8.8,
together with CONUSS simulations (red curves). The spectra in each row
show the state of the sample in the same deposition stage. From one deposi-
tion stage to the next, the magnetic hyperfine field strengths Bhf and their
respective distribution, as well as the weights of the two sublattices were
varied in the simulations: Fig. 8.9(a - b) shows the evolution of the magnetic
hyperfine field strengths Bhf of the different regions of the 57Fe film as func-
tions of the increasing film thickness during deposition as derived from the
simulations. The relative weights of sublattices SL1 and SL2 in dependence
of the respective film thickness are plotted Fig. 8.9(c - d). In the first two
deposition stages, finite values of isomer shift and quadrupole splitting were
assumed for the atoms in the thinner film; these values are then decreased
to zero in the third deposition stage.

For both the thicker and the thinner 57Fe film regions the simulations resulted
in the atoms of SL1 (interface component) having a magnetic hyperfine field
strength Bhf which is by approximately 10% lower than that of the SL2
(bulk component) atoms, and having a full width at half maximum of the
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distribution of Bhf which is by a factor of about 2 larger than that of the
SL2 atoms.

According to the simulations of the GISAXS patterns, during the experi-
ment the thickness of the film regions on the R-plane facet surfaces increases
from 1.0 nm to 3.1 nm, the thickness of the film regions on the S-plane facet
surfaces increases from 0.8 nm to 2.3 nm. In each deposition stage, dis-
tinctly different time spectra shapes, i.e. different temporal beat patterns,
are observed at the three scattering rods. The time spectrum recorded at the
specular scattering rod appears as an intermediate between the spectra taken
at the R-plane and S-plane scattering rod, as the nuclear resonant signals of
both the thick and thin 57Fe film regions are superposed here.

Stable ferromagnetic ordering in thin films is obtained when the film thickness
exceeds a critical value dc. The critical film thickness for Fe has been found
to depend on growth conditions, on temperature and on the substrate and
to range from a few monolayers to dc = 3 nm [136–138]. In Fe thin films
with uniaxially corrugated shape, comparable to the film discussed here,
the magnetization stabilization process from the superparamagnetic to the
ferromagnetic phase takes place at film thicknesses 1 nm < d < 3 nm (see
section 3.4.2 and references therein). The results of this experiment agree well
with those findings: First evidence of the influence of a magnetic hyperfine
field on the nuclear energy levels is given by the appearance of quantum beats
in the time spectra for film thicknesses larger than 1 nm. Comparing time
spectra of the different film regions for similar respective film thicknesses,
however, one finds that the time spectra of the film regions on the R-plane and
S-plane facet surfaces are of very similar shape, indicating a similar magnetic
state. However, the time spectrum recorded at the S-plane scattering rod at
a film thickness of 2.3 nm is dissimilar to the time spectrum recorded at the
R-plane scattering rod at 2.4 nm film thickness, but rather comparable to
that recorded at the R-plane scattering rod at 2.8 nm film thickness: Both
show a pronounced quantum beating pattern, clearly evidencing a higher
degree of stable ferromagnetic ordering than the time spectrum recorded at
the R-plane scattering rod at 2.4 nm film thickness. This development of the
time spectra shape corresponds to the evolution of the magnetic hyperfine
field strength. The establishment of ferromagnetic behavior is indicated by a
rapid decrease of the full width at half maximum of the magnetic hyperfine
field strength distribution: The full width at half maximum of the magnetic
hyperfine field strength distribution in both the thick and the thin film regions
decreases by a factor of 5 for the SL2 atoms (bulk), while it remains decreases
by only a factor of about 1.5 for the SL1 atoms (interface). Ferromagnetic
behavior is established at a film thickness of 2.8 nm for the 57Fe film regions
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Figure 8.8: Time spectra recorded at the positions indicated in Figs. 8.3 and 8.4 (b)
with simulations (red curves). Graphs in each row show the state of the sample in the
same deposition stage. Labels state the respective thicknesses of the 57Fe film. From
one deposition stage to the next, the magnetic hyperfine field strengths Bhf and their
respective distribution, as well as the weights of the two sublattices were varied in the
simulations.
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on the R-plane facet surfaces. In the thinner film regions on the S-plane facet
surfaces ferromagnetic behavior is established at a film thickness of 2.3 nm
already, evidenced by a rapid decrease of the full width at half maximum of
the magnetic hyperfine field strength distribution.

It is peculiar, that the strength of the magnetic hyperfine fields does not in-
crease monotonously with increasing film thickness for both the thicker film
regions on the R-plane facet surfaces and the thinner film regions on the S-
plane facet surfaces. Simulations assuming values for the magnetic hyperfine
fields which conform to a monotonous increase do not yield adequate fits
to the experimental data. This non-monotonous evolution of the magnetic
hyperfine fields may be due to dependencies of the magnetic properties on
several factors: (i) the growth mechanism of 57Fe on α-Al2O3 for the given
incidence angles of sputtered atoms on the R-plane and S-plane facet sur-
faces, (ii) the resulting microstructure of the film, (iii) the corrugated film
shape with alternating stripe-like regions of different thickness. Due to the
long duration of the experiment, an influence of oxidation effects can be con-
sidered, too. Further investigations of the structure of the 57Fe film and its
chemical composition would be required to gain more insight into the reasons
why the magnetic hyperfine fields evolve in this way.

At 3.1 nm thickness, the film regions on the R-plane facet surfaces have
a magnetic hyperfine field strength of Bhf = 33.2 T (in SL2), very close
to the α-Fe bulk value of Bhf = 33.3 T. At this deposition stage, the film
regions on the S-plane facet surfaces have reached a thickness of 2.3 nm and a
magnetic hyperfine field strength of Bhf = 32.4 T (in SL2). Both the thin and
thick film regions now show time spectra shapes which are characteristic of
ferromagnetically ordered 57Fe with the magnetic quantization axis oriented
parallel to the direction of the incoming beam (compare with Fig. 6.18 A):
Due to the magnetic anisotropy induced by the uniaxially corrugated shape
of the 57Fe film on the faceted substrate (see section 3.4.2), the magnetic
hyperfine field is oriented along the facet edges.

After this in-situ experiment, 57Fe deposition was continued until a final film
thickness of 18 nm on the R-plane facet surfaces and of 13 nm on the S-plane
facet surfaces was reached. The sample was then capped with 3 nm of Cr to
prevent oxidation before removing it from the UHV chamber.
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Figure 8.9: The evolution of the magnetic hyperfine field strengths Bhf of the 57Fe film
regions on the R-plane and S-plane facet surfaces during film growth. Bars indicate the
full width at half maximum of the distribution of Bhf . The 57Fe film is assumed to be
composed of two sublattices (SL1, SL2) of 57Fe atoms. The fraction of SL1 atoms decreases
as the volume fraction of interface atoms decreases with proceeding deposition, as sketched
in (c).
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Figure 8.10: Direct comparison
of the evolution of the magnetic
hyperfine field strengths for the
film regions growing on the R-
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faces. Distributions of the mag-
netic hyperfine fields as shown
in Fig. 8.9 were omitted for
clarity.
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8.2.4 Ex-situ GINSAXS: Response to external mag-
netic fields

The in-situ experiment described above focused on investigating the evolu-
tion of the magnetic hyperfine field strength as an indication of the degree
of ferromagnetic order in the different regions of the 57Fe film. The orien-
tation of the magnetic hyperfine field was given by the uniaxial magnetic
anisotropy of the sample. In another experiment an external magnetic field
was applied and the response of the sample in terms of the orientation of
the magnetic hyperfine field vector was studied by evaluation of NRS time
spectra recorded separately for the thick and thin 57Fe film regions. Since
the magnetic hyperfine field is – in close approximation – proportional to the
magnetization, these measurements provide spatially resolved information on
the dependence of the field-dependence of the magnetization in the thick and
thin film regions, respectively.

This ex-situ experiment was conducted at the beamline P01 (PETRA III)
at an x-ray energy of 14.4 keV with the sample at room temperature. The
sample was mounted on a goniometer, with the facet edges aligned parallel
to the direction of the incident beam. By means of an electromagnet, ex-
ternal magnetic fields of up to Bext = 300 mT could be applied within the
macroscopic sample plane, perpendicular to the incident beam direction. Nu-
clear resonant time spectra at the scattering rods belonging to the R-plane
and S-plane facet surfaces were recorded with an APD detector for different
applied external magnetic fields. First, the sample was rotated around its
macroscopic surface normal by 90 degrees, so that the facet edges were par-
allel to the orientation of the external magnetic field, and then exposed to
the maximum applicable external magnetic field of Bext = 300 mT. With no
external magnetic field applied, the sample was then rotated back into its
original orientation, so that its magnetization was parallel to the direction of
the incident beam. Then, the following sequence of external magnetic fields
was applied to the sample: +100 mT, +200 mT, +300 mT, +100 mT, 0 mT,
-50 mT, -300 mT, 0 mT. After each change of the applied external magnetic
field, NRS time spectra were recorded at the specular scattering rod and at
the R-plane and S-plane scattering rods, respectively.

The time spectra were simulated using the program CONUSS [128]. It was
assumed that the orientation of the magnetic hyperfine fields is the same
in both sublattices of 57Fe atoms (representing atoms at interfaces and in
bulk-like configurations, respectively), but that it varies for the thick and
thin regions and for different applied external magnetic fields. Again, the
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specific morphology of the faceted sample has to be taken into account: The
orientation of the magnetic hyperfine fields of the 57Fe film on the R-plane
and S-plane facet surfaces can be described by the polar angles θR,S and the
azimuthal angles ψR,S. Within the simulation program, the reference plane
for these angles is the respective scattering plane, which is tilted by φR = 30◦
in case of R-plane facet surface and by φS = 17◦ in case of the S-plane facet
surface. For the 57Fe film region on the R-plane and S-plane facet surfaces
the angles θR, ψR and θS, ψS are defined such that

θR ψR orientation of the magnetic hyperfine field
90◦ 0◦ in the film plane, parallel to the facet edges
60◦ +90◦ parallel to the external field for Bext > 0 mT

120◦ −90◦ parallel to the external field for Bext < 0 mT

θS ψS orientation of the magnetic hyperfine field
90◦ 0◦ in the film plane, parallel to the facet edges

107◦ +90◦ parallel to the external field for Bext > 0 mT
73◦ −90◦ parallel to the external field for Bext < 0 mT

The recorded NRS time spectra are plotted in Figs. 8.11 and 8.12; the red
curves show the simulated time spectra for the 57Fe film regions on the R-
plane and S-plane facet surfaces, respectively. By comparing the time spec-
tra for the film regions on the R-plane and S-plane facet surfaces, it becomes
apparent, that the magnetizations of the thick and thin 57Fe film regions
respond to the applied external magnetic field with different reorientations
(compare these spectra to the calculated spectra in Fig. 6.18 for different
orientations of the magnetic quantization axis). The different deviations of
the spectra for the film regions on the R-plane and S-plane facet surfaces
from the spectra recorded at the specular reflection are very well reproduced
by the simulations. Thus the differences in the dependence of the magne-
tization orientations of the thick and thin 57Fe film regions on the applied
external magnetic field can be quantified.
Quantitative values for the polar and azimuthal angles of the magnetic hy-
perfine field (i.e. magnetization) orientations can be extracted from the sim-
ulated time spectra. θR,S and ψR,S are plotted as functions of the applied
external magnetic field in Fig. 8.13. The plots show virgin curves for the first
increase of the applied external magnetic field strength, followed by minor
loop curves of the magnetic hyperfine field orientation as functions of the
varied external magnetic field strength.
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Figure 8.11: Time spectra recorded at the specular, R-plane, and S-plane scattering rods,
as indicated in Fig. 8.3, for a sequence of applied external magnetic fields from saturation
to Bext = +300 mT. Graphs in each row show the state of the sample for the same
applied external magnetic field as labeled. In the simulations (red curves), varied polar
and azimuthal angles of the magnetic hyperfine field orientation were assumed for thick
and thin regions and for different applied external magnetic fields.
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Figure 8.12: Time spectra recorded at the specular, R-plane, and S-plane scattering rods,
as indicated in Fig. 8.3, for a sequence of applied external magnetic fields from Bext =
+100 mT to Bext = −300 mT to Bext = 0 mT. Graphs in each row show the state of the
sample for the same applied external magnetic field as labeled. In the simulations (red
curves), varied polar and azimuthal angles of the magnetic hyperfine field orientation were
assumed for thick and thin regions and for different applied external magnetic fields.
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Figure 8.13: The polar angles θR,S (left) and the azimuthal angles ψR,S (right) defining
the orientation of the magnetic hyperfine fields in the thick and thin 57Fe film regions as
functions of the applied external magnetic field. Arrows indicate the sequence in which
the applied external magnetic field was varied.

The monotonous change of the magnetic hyperfine field orientation in de-
pendence of the applied external magnetic field strength indicates a coherent
rotation of the magnetic moments in order to align with the external mag-
netic field. One exception is the polar angle of the magnetic hyperfine field
orientation in the thinner 57Fe film regions on the S-plane facet surfaces: It
remains almost constant at θS = 90◦, i.e. the magnetization of these regions
remains within the film plane even at highest applied external magnetic field
strength. The magnetic hyperfine field in the thicker regions, however, re-
orients from being parallel to the R-plane facet surface at θR = 90◦ to being
parallel to the macroscopic sample surface at θR = 60◦ and θR = 120◦, i.e.
reorients out of the 57Fe film plane and into the plane of the applied exter-
nal magnetic field. The dependence of the azimuthal angles of the magnetic
hyperfine field orientation is more similar for the thinner and thicker regions
of the 57Fe film, but not identical: Neither in the thinner nor in the thicker
regions does the azimuthal orientation of the magnetization align with the
orientation of the applied external magnetic field (parallel azimuthal align-
ment would be given at ψR,S = ±90◦). This may be accounted for by the
expected pronounced uniaxial in-plane magnetic anisotropy of the film, with
the easy axis of magnetization parallel to the facet edges, due to the uni-
axially corrugated film shape (see section 3.4.2). However, in the thinner
film regions the magnetization orientation rotates further from the easy axis
along the facet edges.
Several reasons can be considered for the different dependence of the mag-
netization orientation on the external applied field in the thick and thin film
regions, respectively. In contrast to the uniaxially corrugated Fe thin films
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discussed in section 3.4.2, which were prepared on substrates with symmetric
facet profiles, the film regions on the R-plane and S-plane facet surfaces in
the present sample are not identical: The incident angle of the sputtered
atoms with respect to the facet surface normals is significantly different on
the R-plane and S-plane facet surfaces: On the R-plane facet surfaces with a
tilt angle of φR = 30◦ and facing the sputtering source the incident angle is
about 15◦, i.e. only slightly deviating from normal incidence. On the S-plane
facet surfaces with a tilt angle of φS = 17◦ and avert from the sputtering
source the incident angle is about 62◦. Resulting different film structures
may account for the observed differences in the external field dependence of
the magnetization orientation [139–141].
Moreover, the film regions on the S-plane facet surfaces are both thinner
and wider than those on the R-plane facet surfaces. The higher width-
thickness aspect ratio of the thinner film may result in more pronounced
shape anisotropy in the regions on the S-plane facet surfaces, favoring an in-
plane orientation of the magnetization more strongly than in the film regions
on the R-plane facet surfaces. Thus, in the film regions on the R-plane facet
surfaces, the shape anisotropy energy may be overcome more easily by the
dipolar energy related to alignment of the magnetization with the external
magnetic field, than in the film regions on the S-plane facet surfaces. Such an
effect may account for the observation, that the magnetization of the thicker
regions reorients out of the film plane and the magnetization of the thinner
film regions does not.
Furthermore, the external magnetic field is applied parallel to the macro-
scopic sample surface and does therefore not enclose the same angle with the
R-plane and S-plane facet surfaces. Consequently, as sketched in Fig.8.14,
the magnitude of the applied external magnetic field component perpendic-
ular to the film plane is by approximately 70% larger for the film regions on
the R-plane facet surfaces for the film regions on the S-plane facet surfaces.
This fact, too, may contribute to explaining why the magnetization of the
thicker regions reorients out of the film plane to align with the external mag-
netic field, while the magnetization of the thinner regions remains within the
film plane.

ϕS 

ϕR 

Bext 

Bext,┴R 

Bext,┴S 

Figure 8.14: Components of the
applied external magnetic field.
φR = 30◦ and φS = 17◦ denote
the facet tilt angles with respect
to the macroscopic sample sur-
face and the orientation of the
external magnetic field.
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Bext 

(a) Bext = +0 mT

Bext 

(b) Bext = +200 mT

Bext 

Bext 

(c) Bext = +300 mT

Bext 

Bext 

(d) Bext = −300 mT

Figure 8.15: Top view and side view sketches of the 57Fe film of periodically varying
thickness on nanofaceted α-Al2O3. White arrows indicate the orientation of magnetic
moments for different applied external magnetic fields. The polar and azimuthal angles
of the individual magnetization orientations for thick and thin film regions were extracted
from simulations of the respective time spectra (see Figs. 8.11 and 8.12).
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If only time spectra at the specular reflection were accessible, an interpreta-
tion of the NRS signal in terms of the individual contributions would be far
from trivial – one complication, e.g., is the fact that the specular signal is ex-
pected to include contributions from parts of the film on the facet edges and
in the facet grooves, i.e. where thick and thin regions meet. Moreover, the
orientation of the electric field vector of the incident radiation with respect
to the scattering plane and the film magnetization is different for the film
regions on the R-plane and S-plane facet surfaces, respectively, due to the
different facet tilt angles. Simulating the time spectra recorded separately
at the R-plane and S-plane scattering rods is straightforward, as the individ-
ual spectra in principle correspond to time spectra recorded of thin films in
standard reflection geometry (see section 6.3.2). Thus, simulations with very
good agreement with the experimental data were obtained and allowed to
draw consistent conclusions on the magnetic properties of the different film
regions.

Both the in-situ and ex-situ experiment demonstrate, that GINSAXS is a fea-
sible method to obtain NRS time spectra from specific parts of a sample, in
which heterogeneous structural and magnetic properties are correlated. GIN-
SAXS can exploit the sample structure in order to separate nuclear resonant
signals from different structural units of a sample and thus to disentangle
their different contributions to the overall magnetic properties of the sample.

This method is not limited to samples with faceted surfaces, however. Sam-
ples with a periodically structured morphology and a corresponding spin
structure can be investigated too. The spin configurations in a nanostripe
pattern during magnetic reversal have recently been studied by GINSAXS
(Schlage, Dzemiantsova, et al.; publication in preparation). Also, a nuclear
resonant variant of Small Angle X-ray Scattering is conceivable: if the sam-
ple has a bimodal size or distance distribution, nuclear resonant time spectra
recorded at the corresponding qqq-space positions could reveal the individual
magnetic properties of different particle species.
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9 Nanopatterned Diblock Copolymer
Templates

Block copolymers have already found several applications in nanotechnology.
For example, they can be used as masks in nanolithography [142], as tem-
plates for arranging nanoparticles [143], or in the production of nanoporous
films [144]. Prerequisites for technological applications and highly-desired
properties for scientific purposes are:

– uniformity in size, shape, and orientation of nanodomains

– long-range regularity in lateral placement of nanodomains

– defect density approaching zero

In general, nanopattern formation in block copolymers occurs due to equili-
bration of energetic and entropic factors (see section 2.3). After deposition
onto a substrate, a block copolymer at ambient conditions is usually ki-
netically trapped in a non-equilibrium state. The equilibration process is
enabled by either thermal annealing or solvent vapor annealing, both pro-
moting microphase separation into chemically distinct domains on the scale
of the specific equilibrium period D0 (see section 5.3). Solvent vapor anneal-
ing was chosen here because of its advantage of being considerably faster than
thermal annealing. Section 9.1 describes how the resulting chemical domain
morphology of the diblock copolymer film surface depends on both intrinsic
parameters of the diblock copolymer and externally controllable parameters
of the solvent vapor annealing procedure.

The chemical domain morphologies presented in section 9.1 feature nano-
domains which are uniform in size, shape, and orientation. However, they do
not exhibit long-range regularity in the lateral placement of nanodomains.
There are three main approaches to optimize the formation of regular pat-
terns of these chemical domains: By applying electric, magnetic or other
external fields, by control of the interactions at the interfaces of the di-
block copolymer film, e.g. by a chemically pre-patterned substrate, or by
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applying controllable constraints such as film thickness and/or substrate to-
pography [145]. The latter approach was followed in the present work by
depositing the diblock copolymer films onto faceted α-Al2O3 substrates and
by controlling the film thickness via the polymer solution concentration and
the angular velocity during spin coating. In section 9.2 the resulting highly
ordered chemical domain morphologies are presented and the influences of
substrate topography and diblock copolymer molecular mass are discussed.

The data reviewed here are obtained from AFM topography measurements in
non-contact constant force mode (see section 6.1.3) using a NT-MDT Solver
Next SPM with HA_NC Etalon probes. Brighter (higher) areas correspond
to the PS block, while darker (lower) regions represent the PMMA block,
with typical height differences between PS and PMMA domains of ≤ 5 nm
for the specific types of PS-b-PMMA used in this work. The measured height
information can therefore be interpreted as information about the local chem-
ical composition: The measured topographical surface patterns correspond
directly to chemical surface patterns.

9.1 PS-b-PMMA templates on planar SiOx
substrates

This section describes thin films of symmetric and asymmetric PS-b-PMMA
diblock copolymers on polished SiOx substrates. A regular chemical pat-
terning of these films by microphase separation is brought about by solvent
vapor annealing. The influence of different intrinsic parameters and process
parameters (see sections 2.3.2 and 5.3.1) on the resulting chemical domain
morphology of these films is discussed. A method for removing the PMMA
block from the patterned film, leaving a pattern of isolated PS structures on
the substrate, is presented.

The general preparation routine for the samples shown here is described in
section 5.5. If not stated otherwise, all samples discussed in this section
were deposited on SiOx substrates by spin coating at an angular velocity of
3000 rpm, were dried for 2.5 hours at 50 ◦C, and underwent solvent vapor
annealing in saturated acetone vapor for 3h at room temperature immediately
afterward.
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9.1.1 Dependence of film morphology on solvent vapor
annealing

For all samples presented in this section, all preparation steps prior to solvent
vapor annealing were identical: A solution of the cylinder-forming PS-b-
PMMA(63/142) in toluene with concentration c = 10 mg/ml was prepared
and spin coated onto cleaned SiOx substrates. The samples were then dried
for 2.5 hours at 50 ◦C. Immediately afterward they were subject to solvent
vapor annealing in saturated acetone vapor at room temperature.

Performing solvent vapor annealing is mandatory for the samples to develop
a regular chemical patterning, which can serve as a template for the fab-
rication of metal nanostructures. Fig. 9.1 shows AFM topography micro-
graphs of three thin film samples of the asymmetric diblock copolymer PS-b-
PMMA(63/142): in the as-cast state, after three hours, and after six hours of
solvent vapor annealing, respectively. The left and right row of micrographs
shows sample surface areas of 5 µm × 5 µm and 2 µm × 2 µm, respectively.

The as-cast sample is not smooth but exhibits an irregular surface structure
with individual features on a length scale expected for the chemical domains
of phase separated PS-b-PMMA(63/142) with a calcuated equilibrium period
of D0 = 66 nm. This may indicate, that a microphase separation has taken
place to a certain degree during preparation of the film. However, a regular
chemical patterning of the film is only achieved by solvent vapor annealing:
After three hours of solvent vapor annealing the sample surface displays
circular domains of PS surrounded by a continuous PMMA matrix. This
chemical surface structure is consistent with an interior film structure of
surface-perpendicular PS cylinders in a PMMA matrix (C⊥ morphology, see
section 2.3.2). In this sample, the PS domains are hexagonally packed within
grains of several square microns. The grain orientation is isotropic but can
be clearly determined for each grain. After six hours of solvent annealing,
this regularity is impaired: The PS domains have lost their uniform circular
shape. The arrangement of PS domains is not evenly hexagonal anymore
but appears distorted. As seen for the PS-b-PMMA restructuring process
during solvent vapor annealing investigated by Xuan and coworkers [94] (see
5.3.1), this is most likely due to the equilibrium morphology at the given
film thickness being the s-L‖ phase for symmetric wetting conditions (refer
to the phase diagram in Fig. 2.8). Upon extended solvent vapor annealing
in acetone, PMMA therefore continues to migrate toward the free surface
and the C⊥ morphology will be replaced by the s-L‖ morphology, in which
PMMA dominates both the free surface and the substrate surface of the film.
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  (a) as cast

1 µµµm

  (b) as cast

250nm

  (c) after 3 h

1 µµµm

  (d) after 3 h

250nm

  (e) after 6 h

1 µµµm

  (f) after 6 h

250nm

Figure 9.1: Cylinder-forming PS-b-PMMA(63/142) thin films on SiOx substrates, as cast
and after solvent vapor annealing for different durations. Micrographs in each row show
different areas of the same sample.
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9.1.2 Dependence of film morphology on PS-b-PMMA
composition and molecular mass

The chemical phase morphology of a microphase separated diblock copolymer
is determined by its composition f , i.e. the volume fractions of the two blocks,
and by the total molecular mass, i.e. degree of polymerization N (see section
2.3.1, Fig. 2.5): A compositionally symmetric diblock copolymer assumes
a morphology with equal domain volumes of the two blocks, such as the
lamellar L morphology. A compositionally asymmetric diblock copolymer
adopts a morphology with unequal domain volumes of the majority and the
minority block, such as the cylindrical C morphology. The molecular mass
of the diblock copolymer determines the domain size via the equilibrium
period D0. To illustrate this, the chemical surface patterns of three PS-b-
PMMA thin films on SiOx are compared in Fig. 9.2. All samples shown in
Fig. 9.2 were prepared on SiOx substrates from solutions of concentration
c = 10 mg/ml.

PS-b-PMMA(203/203) and PS-b-PMMA(47/53) are compositionally sym-
metric with fPS = 0.5 and fPS = 0.47, respectively; PS-b-PMMA(63/142) is
asymmetric with fPS = 0.31 (see section 5.5). Therefore, in the microphase
separated state symmetric PS-b-PMMA(203/203) and PS-b-PMMA(47/53)
are expected to assume a L-type morphology of alternating, equally wide
lamellar domains of PS and PMMA. The asymmetric PS-b-PMMA(63/142)
should express a C-type morphology of cylindrical PS (minority component)
domains in a PMMA (majority component) matrix. . If the diblock copoly-
mer film thickness d is smaller than the equilibrium period D0, surface-
perpendicular domain orientations can occur (see section 2.3.2). This is
observed in the samples shown here: The surface domain morphology of PS-
b-PMMA(63/142) in Fig: 9.2a, b is consistent with an interior film structure
of surface-perpendicular PS cylinders in a PMMA matrix (C⊥ morphology),
while the surface domain morphologies of PS-b-PMMA(203/203) and PS-
b-PMMA(47/53) in Fig: 9.2c, d and Fig: 9.2e, f, respectively, conform to
surface perpendicular lamellae of PS and PMMA (s-H or S-L⊥ morphology),
see section 2.3.2). Moreover, PS-b-PMMA(203/203) has a bulk equilibrium
period of D0 = 103 nm, PS-b-PMMA(47/53) of D0 = 41 nm (see section
5.5). The AFM micrographs show domain spacings of D = (103 ± 10) nm
for PS-b-PMMA(203/203) and D = (48 ± 10) nm for PS-b-PMMA(47/53),
which is in very good agreement with the calculated values. It is thus possible
to control the morphology and the characteristic length scales of chemically
nanopatterned diblock copolymer surfaces by appropriate choice of the di-
block copolymer composition and molecular mass.

142



  (a) PS-b-PMMA(63/142), C⊥

1 µµµm

  (b) PS-b-PMMA(63/142), C⊥

250nm

  (c) PS-b-PMMA(203/203), s-L⊥

1 µµµm

  (d) PS-b-PMMA(203/203), s-L⊥

250nm

  (e) PS-b-PMMA(47/53), s-L⊥

1 µµµm

  (f) PS-b-PMMA(47/53), s-L⊥

250nm

Figure 9.2: PS-b-PMMA thin film surface patterns for i) different compositional asymme-
tries: f = 0.3 (a, b) and f = 0.5 (c, d) and ii) different molecular masses: M = 406 (c, d)
and M = 100 (e, f). Micrographs in each row show different areas of the same sample.
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9.1.3 Dependence of film morphology on PS-b-PMMA
film thickness

The wetting conditions during solvent vapor annealing of PS-b-PMMA on
SiOx in acetone are symmetric. Thus, morphologies on the right half of the
thin film morphology phase diagram Fig. 2.8 can be obtained and fixed by
rapid solvent removal. The aim in preparing diblock copolymer thin films
as templates for nanostructure fabrication is to produce a regular chemi-
cal surface pattern, which requires the diblock copolymer nanodomains to
be oriented perpendicular to the film surfaces. This is achieved with a C⊥
morphology of hexagonally packed, upright PS cylinders in a PMMA ma-
trix for compositionally asymmetric PS-b-PMMA, or with a s-H or s-L⊥
morphology of upright lamellar domains for symmetric PS-b-PMMA. Here,
the formation of the hybrid s-H morphology appears favorable due to the
strongly preferred expression of PMMA at the interface with the oxidic sub-
strate [54, 146]. However, the result of removing the PMMA block from the
phase separated film (see appendix A.3.2) suggests rather that the s-L⊥ mor-
phology has formed. In any case, a surface-perpendicular domain orientation
requires PS-b-PMMA film of sufficiently low thickness of d . 0.5D0.

Asymmetric PS-b-PMMA

Thin films of the cylinder-forming PS-b-PMMA(63/142) were cast from so-
lutions with concentrations ranging from c = 8 mg/ml to c = 15 mg/ml –
resulting in film thicknesses from d8 = 37.5 nm to d15 = 69 nm (see ap-
pendix A.3.1) – and subject to solvent vapor annealing for 3 h. For all film
thicknesses the chemical surface pattern consists of circular PS domains in
a PMMA matrix (see Fig. 9.3), consistent with an interior film structure of
surface-perpendicular PS cylinders in a PMMA matrix. The domain spac-
ing is D = (80 ± 10) nm, which can also be taken as an estimate for the
equilibirum domain period D0. The value for the equilibrium period calcu-
lated from Eq.(2.23) would be 66 nm; however, this equation was derived
for symmetric diblock copolymers. The PS domains are hexagonally packed
within grains of random orientation. All prepared samples – eight with c =
8 mg/ml, fifteen with c = 10 mg/ml, and one with c = 15 mg/ml – exhibit the
same surface domain morphology. Thus, for all chosen film thicknesses from
d8 = 37.5 nm ≈ 0.47D0 to d15 = 69 nm ≈ 0.86D0 a surface-perpendicular
domain orientation of the PS cylinders is preferred. Such chemical surface
patterning is therefore highly reproducible and insensitive to variations of
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  (a) d8 = 37.5 nm

1 µµµm

  (b) d8 = 37.5 nm

250nm

  (c) d10 = 44 nm

1 µµµm

  (d) d10 = 44 nm

250nm

  (e) d15 = 69 nm

1 µµµm

  (f) d15 = 69 nm

250nm

Figure 9.3: PS-b-PMMA(63/142) thin films on SiOx substrates, cast from solutions of
increasing concentration c, therefore of increasing thickness d8 < d10 < d15 < D0 (top to
bottom). Micrographs in each row show different areas of the same sample.
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the film thickness in the range given by the varied solution concentration or
to inhomogeneities of the film thickness resulting from the casting process.

Symmetric PS-b-PMMA

Thin films of lamellae-forming PS-b-PMMA(203/203) were cast from solu-
tions with concentrations ranging from c = 6 mg/ml to c = 15 mg/ml, result-
ing in film thicknesses from d6 = 30 nm ≈ 0.3D0 to d15 = 85 nm ≈ 0.8D0 (see
appendix A.3.1). The film surface morphologies after microphase separation
are shown in the AFM topography micrographs in Figs. 9.4 and A.15. For
all film thicknesses a patterned surface morphology develops which is charac-
terized by alternating stripe-like domains of PS and PMMA with isotropic,
random orientation (Fig. 9.4(a), (c), (e), and Fig. A.15(a), (c), (e), (f)). This
surface structure is consistent with a s-L⊥ morphology in the interior of the
films (see section 2.3.2 and appendix A.3.2). For all samples up to a thick-
ness of d12 = 65 nm the domain spacings D range from (103 ± 10) nm to
(111± 10) nm. These values are in very good agreement with the calculated
bulk equilibrium period for PS-b-PMMA(203/203) of D0 = 103 nm (see sec-
tion 5.5). The samples of thickness d15 = 85 nm have a domain spacing
of D = (122 ± 10) nm. For the films of d12 = 65 nm ≈ 0.6D0, the height
difference between the PS and the PMMA domains – as an indication of the
quality of microphase separation – is about 3 nm as compared to 5 nm for
the other samples. For these films, branching and looping of domains occurs
more often than for the other films and the domains are of more irregular
width. The regular s-L⊥ morphology as shown in Fig. 9.4 is expressed in
about half of all investigated samples, while various alternative morphologies
occur in the other cases - these are discussed in appendix A.3.3.

As indicated by the domain morphology phase diagram in Fig. 2.8, a surface-
parallel domain orientation is preferred for film thicknesses d > 0.5D0 under
symmetric wetting conditions. The experimentally observed surface mor-
phologies confirm, that film thicknesses d6 = 30 nm to d10 = 51 nm, i.e. film
thicknesses lesser than half the equilibrium domain period D0, are best suited
for preparing diblock copolymer thin films with perpendicular domain orien-
tation. This perpendicular domain orientation results in a uniform chemical
patterning of the film surface, which can then serve as a template for metal
nanostructure fabrication (see section 10).
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  (a) d6 = 30 nm

1 µµµm

  (b) d8 = 41 nm

1 µµµm

  (c) d9 = 46 nm

1 µµµm

  (d) d10 = 51 nm

1 µµµm

  (e) d12 = 65 nm

1 µµµm

  (f) d15 = 85 nm

1 µµµm

Figure 9.4: Lamellae-forming PS-b-PMMA(203/203) thin films of increasing thicknesses
d6 = 30 nm to d15 = 85 nm on SiOx substrates; d10 = 51nm ≈ 0.5D0. The films exhibit
the surface-perpendicular s-L⊥ morphology.
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9.1.4 Removal of the PMMA block by acetic acid

The different behavior of the two blocks in PS-b-PMMA upon irradiation
with UV light can be exploited to remove the PMMA block from a microphase
separated PS-b-PMMA thin film [147–149]1. When exposed to UV radiation,
PS forms crosslinks - stable bonds between two different PS chains or PS
chain segments - which enhances its resistance against chemicals and heat
[150]. PMMA on the other hand can degrade upon UV irradiation [151],
and can be removed using acetic acid. In order not to destabilize the entire
PS-b-PMMA film, the sample must be dried for a sufficient duration after
exposure to UV radiation and the acetic acid concentration must not be too
high.

Following the optimized procedure for PMMA removal, a thin film of PS-b-
PMMA(63/142) was prepared via the standard routine (see Fig. 9.5(a), (b)),
then irradiated with UV light of λ = 254 nm wavelength for 6 h at room
temperature (neoLab UVAC-60, power of lamp: 6 W distance to sample:
12.5 cm) and dried afterwards for 48 h at 50 ◦C. The sample was then placed
onto a spin coater, acetic acid (70 %) was applied to the sample so that its
surface was entirely covered with one large drop of acetic acid, and the sample
was spun at 3000 rpm for 10 s. Spinning was repeated under excess distilled
water. The sample with removed PMMA block is shown in Fig. 9.5(c), (d).
The treatment with UV radiation and acetic acid leaves isolated PS cylinders
on the SiOx substrate. Note the increased height range as compared to the
untreated film shown in Fig. 9.5(a), (b) – keeping in mind the size of the
AFM probe (curvature radius approx. 10 nm). No PMMA residues can be
found and the PS cylinders are evenly spaced.

In this way, isolated PS nanostructures supported on flat substrates can be
prepared from microphase separated PS-b-PMMA thin films. A possible
application of such structures is patterned etching of a substrate [152].

1See also references therein.
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Figure 9.5: Thin films of cylinder-forming PS-b-PMMA(63/142) on SiOx substrates before
(left column) and after UV irradiation and removal of the PMMA block by acetic acid
(right column). Micrographs in each column show different areas of the same sample.
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9.2 PS-b-PMMA on nanofaceted α-Al2O3
substrates

The PS-b-PMMA thin films on SiOx discussed in section 9.1 exhibit uni-
formity in nanodomain size, shape, spacing, and orientation with respect to
the surface. They lack, however, a long-range regularity in the lateral ar-
rangement of nanodomains. There are essentially three different approaches
followed to induce long-range positional order in diblock copolymers, mostly
applied to thin films:

– Application of external fields

– Facilitation of self-assembly

– Control of surface interactions

A review on these approaches was published by Lazzari and co-editors [145].
Promising results have been achieved following the second approach by using
substrates with chemically or topographically structured surfaces - mainly
structured by lithographical methods [153–159]. Patterning a substrate with
lithographical techniques, however, has severe drawbacks: As an example, e-
beam lithography is serial and therefore slow; as compared to nanopatterning
by self-assembly, only small areas can be patterned with justifiable effort.
Nanoimprint lithography is parallel thus fast, but requires a defect-free mas-
ter pattern to copy. In any case, lithographical patterning requires an ad-
ditional extensive step in sample preparation, but yields highly controllable
substrate surface patterns. On the other hand, a substrate patterned by
a self-assembly process can be considerably easier to prepare, but the pat-
terning will generally be less determinable and have a higher defect density.
However, this need not impair the quality of long-range lateral ordering of
the supported block copolymer [67].

In this work, nanofaceted α-Al2O3 substrates (see sections 1.2.3 and 7) were
employed to guide the self-assembly of microphase separating diblock copoly-
mer thin films. It has been established that the facets forming during anneal-
ing on the surface of initial M-plane α-Al2O3 have their edges all parallel to
the [112̄0] direction and are sufficiently uniform in spacing and peak-to-valley
height over the entire substrate surface [23, 24, 28, 160]. These substrates
are therefore very well-suited to induce long-range lateral order in diblock
copolymer nanodomain placement over large sample areas2.

2The substrate facets run vertically in all respective AFM topography micrographs
shown here.
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For fabricating nanofaceted α-Al2O3 substrates, M-plane α-Al2O3 wafers
were annealed at 1325 ◦C to 1400 ◦C for 8 h to 12 h in air (see chapter 7).
This resulted in facets of L ≈ 50 nm to L ≈ 100 nm and heights h ≈ 4 nm
to h ≈ 12 nm (see also [23, 24, 28, 160]). PS-b-PMMA thin films on these
substrates were prepared as described in sections 5.5 and 9.1.

9.2.1 Long-range lateral order

Even on a faceted substrate, the shape and equilibrium period D0 determine
the placement of diblock copolymer nanodomains. The substrate is expected
to have little to no influence on the relative lateral placement of the di-
block copolymer nanodomains, as long as the diblock copolymer thin film is
not disrupted by the substrate facets. The relative nanodomain placement
is therefore tolerant to structural defects in the substrate topography [67].
However, the substrate topography induces the preferential orientation of
the lattice planes of the diblock copolymer domain pattern. The long axes
of lamellar domains in symmetric diblock copolymers and the {10} planes
of the hexagonal domain pattern of asymmetric diblock copolymers align
parallel to the facet edges [67,161]. This avoids facet edges crossing domain
boundaries, thus minimizes perturbations of the domain packing and reduces
deformations of chains at the substrate interface [67].

Fig. 9.6 and 9.7 compare thin films of the symmetric, lamellae-forming di-
block copolymer PS-b-PMMA(47/53) and the asymmetric, cylinder-forming
PS-b-PMMA(63/142), respectively, on planar substrates and on nanofaceted
α-Al2O3 substrates. AFM topography micrographs are shown along with
corresponding Fourier transforms of the topographical information. The
measured domain period D on both planar and nanofaceted substrates is
compared to the calculated equilibrium domain period D0 in order to con-
firm that the domain placement is not disturbed by the surface topography
of nanofaceted substrates.

The presence of a faceted substrate has a significant impact on the long-
range lateral ordering of PS-b-PMMA nanodomains: On SiOx, the lamellar
domains of the symmetric PS-b-PMMA(47/53) are isotropically oriented –
the FFT shows a single ring with radius r = q

2π = 21.0 µm−1, which cor-
responds to a lateral period of D = 47.6 nm and thus (given the lateral
instrumental resolution of 10 nm) to the calculated equilibrium domain pe-
riod D0 = 41 nm. The seeming orientational anisotropy indicated by the
inhomogeneity of the ring is a local property of the selected AFM scan area.
On faceted α-Al2O3 the lamellar domains align parallel with the facet edges –
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  (a) on SiOx

1 µµµm

  (b) on faceted α-Al2O3

1 µµµm

  (c) on SiOx

250nm

  (d) on faceted α-Al2O3

250nm

120118D_5x5_FFT 

(e) FFT of (a)

130131A_5x5_FFT 

(f) FFT of (b)

Figure 9.6: Comparison of lateral domain ordering in thin films of symmetric, lamellae-
forming PS-b-PMMA(47/53) on SiOx (left) and on faceted α-Al2O3 substrates (right).
Each column shows data from the same sample.
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  (a) on SiOx

1 µµµm

  (b) on faceted α-Al2O3

1 µµµm

  (c) on SiOx

250nm

  (d) on faceted α-Al2O3

250nm

110628B_5x5_FFT 

(e) FFT of (a)

110707C_5x5_FFT 

(f) FFT of (b)

Figure 9.7: Comparison of lateral domain ordering in thin films of asymmetric, cylinder-
forming PS-b-PMMA(63/142) on SiOx (left) and on faceted α-Al2O3 substrates (right).
Each column shows data from the same sample.
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  (a) Lamellae-forming PS-b-PMMA(47/53)

2 µµµm

  (b) Cylinder-forming PS-b-PMMA(63/142)

2 µµµm

Figure 9.8: Thin films of (a) symmetric, lamellae-forming PS-b-PMMA(47/53) and (b)
asymmetric, cylinder-forming PS-b-PMMA(63/142) on faceted α-Al2O3 substrates (right).
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the FFT has distinct maxima of two orders in a two-fold symmetry reflecting
the high degree of translational order. The distances of the maxima from the
origin are r1 = q

2π = 21.5 µm−1 and r2 = q
2π = 43.0 µm−1, corresponding to a

lateral period of D = 46.5 nm and D/2 = 23.3 nm, respectively. These values
are again in good agreement with the calculated equilibrium domain period
D0 = 41 for PS-b-PMMA(47/53): The spacing of the lamellar domains is not
considerably stretched or compressed by the periodically faceted substrate.
The cylindrical PS nanodomains of the asymmetric PS-b-PMMA(63/142)
(see Fig. 9.7) on SiOx are laterally ordered on a short range: They adopt
hexagonal packing within grains of a few µm2 which are themselves isotropi-
cally oriented – the FFT exhibits one pronounced ring (r = q

2π = 13.7 µm−1,
which corresponds to a lateral period of D = 73.0 nm) and one weak higher
order ring, indicative of high uniformity in the lateral characteristic length
given by D0; but also evidencing the lack of orientational ordering of the
grains. On α-Al2O3 almost all grains are aligned with their (10) directions
parallel to the edges of the substrate facets – the FFT has distinct max-
ima of two orders in a six-fold symmetry reflecting the long-range hexagonal
packing of the PS nanodomains. The distances of the maxima from the
origin are r1 = q

2π = 13.5 µm−1 and r2 = q
2π = 27.0 µm−1, correspond-

ing to a lateral period of D = 74.1 nm and D/2 = 37.0 nm, respectively.
As observed for the lamellae-forming PS-b-PMMA(47/53), the faceted sub-
strate does not influence the domain spacing in the cylinder-forming PS-b-
PMMA(63/142). AFM topography micrographs, extending over larger scan
areas of 10 µm × 10 µm to emphasize the long range of nanodomain ordering
in PS-b-PMMA (47/53) and PS-b-PMMA(63/142) on faceted α-Al2O3, can
be seen in Fig. 9.83.

9.2.2 Dependence of film morphology on PS-b-PMMA
film thickness and substrate facet dimensions

The diblock copolymer film must be adapted to the substrate facet peak-to-
valley height. In case the copolymer film is too thin, the facets may protrude
through the film and distort shape and spacing of the diblock copolymer
domains. If the film is too thick, the guiding effect of the facets on the
domain pattern orientation is lost.

3Fig. 9.8(b) shows a template after deposition of 57Fe (see section 10). This increases
the height differences on the sample surface, thus emphasizing the surface topography
corresponding to the chemical domain patterning.
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  (a) d8 = 37.5 nm
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(b) FFT of (a)

  (c) d10 = 44 nm

1 µµµm

120418B_5x5_FFT 

(d) FFT of (c)

  (e) d12 = 54.5 nm

1 µµµm

120418B_5x5_FFT 

(f) FFT of (e)

Figure 9.9: AFM topography micrographs and corresponding Fourier transforms for thin
films of cylinder-forming PS-b-PMMA(63/142) of different thicknesses d8 < d10 < d12 <
D0 on faceted α-Al2O3 substrates (L ≈ 190 nm, h ≈ 15 nm).
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  (a) d8 = 37.5 nm

1 µµµm
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(b) FFT of (a)

  (c) d10 = 44 nm

1 µµµm

120424B_5x5_FFT 

(d) FFT of (c)

  (e) d12 = 54.5 nm

1 µµµm

120424C_5x5_FFT 

(f) FFT of (e)

Figure 9.10: AFM topography micrographs and corresponding Fourier transforms for thin
films of cylinder-forming PS-b-PMMA(63/142) of different thicknesses d8 < d10 < d12 <
D0 on faceted α-Al2O3 substrates (L ≈ 65 nm, h ≈ 5 nm).
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The series of PS-b-PMMA(63/142) thin films on faceted α-Al2O3 substrates
shown in Fig. 9.9 was cast from solutions of increasing concentrations, result-
ing in increasing film thicknesses. All samples were prepared on pieces of the
same substrate, thus the topographical features of the substrates can be as-
sumed to be identical for all samples. It is apparent that a flatter film surface
is achieved for thicker films. The substrate facets modulate the film surface
and hinder long-range ordering of the PS nanodomains, as is especially ev-
ident for the thinnest film of thickness d8 = 37.5 nm (c = 8 mg/ml). Best
film flatness and highest degree of lateral nanodomain ordering are achieved
for the thickest film of thickness d12 = 54.5 nm (c = 12 mg/ml).
The substrate supporting the PS-b-PMMA(63/142) thin films in Fig. 9.9
had large facets (L ≈ 190 nm, h ≈ 15 nm) as compared to the faceted α-
Al2O3 substrates used for most of the other samples. Therefore, Fig. 9.10
illustrates the effect of increasing the film thickness on a substrate with con-
siderably smaller facets (L ≈ 65 nm, h ≈ 5 nm). The sample topographies
are shown along with corresponding Fourier transforms of the topographical
information. Thus, the loss of long-range hexagonal order with increasing
film thickness becomes evident: The long-range hexagonal order of the nano-
domains of the thinnest film of thickness d8 = 37.5 nm (c = 8 mg/ml) is re-
flected in the six-fold symmetry of the maxima in the corresponding Fourier
transform. The grains in the intermediate film still tend to align with the
facet edges, but the decrease in the degree of orientational order of the grains
as compared to the thinnest film is apparent in the Fourier transform of the
topographic information. In the thickest film of thickness d12 = 54.5 nm (c =
12 mg/ml), all influence of the faceted substrate on the nanodomain ordering
is lost; the PS nanodomains are isotropically arranged and the corresponding
Fourier transform shows no anisotropy.
Park and coworkers [67] studied asymmetric diblock copolymers on faceted
α-Al2O3 substrates. They found best nanodomain ordering for a ratio of
diblock copolymer film thickness d and substrate peak-to-valley height h of
d/h ≈ 8. With a film thickness of d = 37.5 nm, a very similar ratio of d/h
= 7.5 is found here for the asymmetric PS-b-PMMA(63/142).

9.2.3 Commensurability of nanodomain period and
substrate periodicity

Attention must be paid to the relation of the diblock copolymer equilibrium
period and the facet period of the substrate. Park and coworkers [67] con-
cluded from their studies, that the optimum ratio of substrate facet spacing
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L and diblock copolymer equilibrium period D0 is L/D0 ≤ 3. Rockford
and coworkers [161] investigated symmetric diblock copolymers on Si(113)
substrates, which were faceted by annealing and additionally chemically pat-
terned by metal evaporation. The ratio of diblock copolymer film thickness
d and substrate peak-to-valley height h in their samples was d/h ≈ 3. By
varying the diblock copolymer molecular mass, i.e. the equilibrium domain
period D0 (see Eq.(2.23)), they found that optimum control over the diblock
copolymer domain ordering was gained, if the mismatch ∆ = 1 − D0/L
between the diblock copolymer equilibrium period D0 and substrate facet
period L was less than ∆ = ±0.25. Defects in the ordering of the diblock
copolymer domains – such as dislocations, merging of domains, or grain reori-
entations – are attributed to the mismatch and to structural imperfections
of the substrate [161]. For all diblock copolymers investigated here, sam-
ples exhibited best lateral ordering of nanodomains, if the ratio of substrate
facet spacing L and diblock copolymer equilibrium period D0 was close to
one. This is in agreement with the findings of Rockford and coworkers, who
used diblock copolymers of molecular masses comparable to those of PS-
b-PMMA(47/53), PS-b-PMMA(63/142), and PS-b-PMMA(203/203) [161].
For PS-b-PMMA(26/68), a high degree of lateral ordering was also found
for facet spacings L being considerably larger than the equilibrium period
D0 (up to L/D0 ≈ 2.3, samples with larger facet spacing L were not pre-
pared). This is rather in agreement with the results of Park and coworkers,
who studied diblock copolymers of very low molecular mass [67]. It may be
due to the fact, that achieving a high degree of lateral nanodomain ordering
is in general more facile for diblock copolymers with lower molecular mass.
Commensurability between the substrate period and the diblock copolymer
period may be of lesser importance then.

9.2.4 PS-b-PMMA molecular mass

The translational ordering of nanodomains and orientational ordering of
grains in a diblock copolymer domain pattern improves with decreasing equi-
librium period D0, i.e. with decreasing degree of polymerization N or total
molecular mass M (see Eq.(2.23)), i.e. in fact with the increasing chain
mobility for lower molecular mass [67, 162]. This is already indicated in the
morphologies of thin films of the high molecular mass PS-b-PMMA(203/203)
and the low molecular mass PS-b-PMMA(47/53) on flat substrates - compare
Figs. 9.2 (d) and (f). While for PS-b-PMMA(203/203) the run of one domain
has little influence on the run of the adjacent domain, in PS-b-PMMA(47/53)
groups of several domains are observed to run in parallel. This stronger
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  (a) M = 406 kg/mol

1 µµµm

  (b) M = 100 kg/mol

1 µµµm

  (c) M = 406 kg/mol
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  (d) M = 100 kg/mol
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(e) FFT of (a)
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(f) FFT of (b)

Figure 9.11: Thin films of lamellae-forming PS-b-PMMA of high and low molecular mass
on faceted α-Al2O3 substrates, showing the higher degree of lateral domain ordering in the
low molecular mass diblock copolymer. Each column shows data from the same sample.
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tendency for lateral domain ordering is amplified by a structured substrate
surface. It becomes thus clearly evident when contrasting the two symmet-
ric diblock copolymers PS-b-PMMA(203/203) and PS-b-PMMA(47/53) on
nanofaceted α-Al2O3 substrates, see Fig. 9.11. For the high molecular mass
diblock copolymer PS-b-PMMA(203/203), the Fourier transform of the AFM
topography micrograph features a ring and broadened maxima, reflecting
the lateral disorder of the nanodomains. For the low molecular mass di-
block copolymer PS-b-PMMA(47/53), the Fourier transform exhibits only
slightly broadened maxima in a distinct two-fold symmetry, evidencing the
high degree of lateral order in this type of sample.

9.2.5 Removal of the PMMA block by acetic acid

The PMMA block can also be removed from PS-b-PMMA thin films on
faceted α-Al2O3 substrates, using the same routine as described in section
9.1.4. Removing the PMMA block from the diblock copolymer film signifi-
cantly increases the height contrast in the AFM topography micrograph, see
Fig. 9.12. This in turn increases the number of higher order maxima in the
corresponding Fourier transforms and thus allows to better appreciate the
high degree of uniformity and lateral ordering in the PS domains.

Regular nanopatterns of various materials can be fabricated from such tem-
plates, e.g. by depositing nanoparticles onto the template and then removing
the PS domains together with excess nanoparticles, leaving nanoparticles in
the volume previously occupied by PMMA [163]. This routine may especially
be interesting for materials which exhibit no strong selectivity for one of the
two blocks of the diblock copolymer.

This work, however, will focus on highly ordered nanopatterns prepared on
intact PS-b-PMMA templates. Nanopatterning is accomplished by making
use not of the topographical but of the chemical surface structure of the
microphase separated diblock copolymer films and of the selectivity of the
deposited materials for the PS block.
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Figure 9.12: Thin films of cylinder-forming PS-b-PMMA(63/142) on faceted α-Al2O3 sub-
strates before (a, b) and after UV irradiation and removal of the PMMA block by acetic
acid (c, d). Each column shows data from the same sample.
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10 Metal Nanostructures On Diblock
Copolymer Templates

An intriguing way of preparing large, ordered arrays of uniform metallic
nanostructures via self-assembly is by sputter deposition onto microphase-
separated diblock copolymer templates. Although – in contrast to sputter
deposition onto faceted α-Al2O3 substrates under shallow polar angles (see
section 8.1.1) – the entire template surface is exposed to the sputtered atoms,
well-defined nanostructures form reproducing the template pattern of chemi-
cal surface domains. On microphase-separated diblock copolymer templates,
the mechanism of metallic nanostructure formation is not of geometrical but
of chemical nature.

The microphase-separated diblock copolymer template films with surface per-
pendicular domain orientation present chemically patterned surfaces to the
sputtered atoms, with distinct conditions for adhesion or surface diffusion
within the different chemical surface domains. Given suitable kinetic condi-
tions, this results in the metal atoms agglomerating on one type of chemical
surface domain and clearing the other.

The possible morphologies and the long-range regularity of these templates
were described in chapter 9. This chapter presents the morphological and
magnetic properties of metallic nanostructures grown on microphase-sepa-
rated diblock copolymers.

10.1 Energetic and kinetic considerations

For understanding the self-assembly of metals into nanostructures on diblock
copolymer templates, it is important to clarify some energetic and kinetic
properties of these systems. Having fabricated diblock copolymer templates
with highly-ordered chemical surface patterning (see section 9.2), ideally one
would now want to deposit metal atoms on the template surface and see
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them replicate any chemical surface pattern of the template, guided by the
differing interactions between the metal and the chemically distinct copoly-
mer blocks of the template1. However, from an energetic point of view, it is
not apparent why the metal atoms should do so. Kinetic aspects must be
taken into account. It turns out that metal nanostructures deviating from
a spherical, minimum-surface shape are non-equilibrium states, even on a
chemically patterned polymeric surface. Nevertheless, they can be prepared
under certain conditions and preserved for periods of time exceeding many
months [165,166].

Ag and Au on microphase separated PS-b-PMMA templates have been stud-
ied as model systems to investigate the disparate self-assembly behavior of
different metals on polymer templates [164–167]. On a template of PS-b-
PMMA with surface-perpendicular lamellar domains (see e.g. Fig. 9.11) Au
never formed elongated nanostructures to accommodate with the chemical
surface patterning under the given deposition conditions. Ag, however, self-
assembled under certain preparation conditions into continuous nanowires
decorating the PS domains [165,166] (see Fig. 10.1).

(a)

200nm

(b)

100nm

(c)

100nm

Figure 10.1: As-deposited nanostructures of (a) Au and (b, c) Ag on microphase-separated
diblock copolymer templates with lamellar chemical surface patterning. Both Au and Ag
prefer to adsorb to the PS block, but only Ag forms elongated nanowires following the
template pattern. From [165].

1The height profile of the diblock copolymer template (which allows to infer their
chemical surface structure from AFM topography measurements, see chapter 9) appears
to have no influence on the positioning of metal atoms or clusters: They are not found at
the chemical domain boundaries, where height steps occur, but centered on their preferred
domains (see [164] and references therein).
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Figure 10.2: From [167], modified.

This finding raises the question,
whether or not nanowires can be
an equilibrium morphology for a
self-assembling metal on a diblock
copolymer template. The question
is answered by comparing the to-
tal free energies F sp,el of a spheri-
cal (sp) and an elongated (el) metal
nanoparticle of identical volume on
the same chemically patterned PS-
b-PMMA surface (see Fig. 10.2)
[167]:

F sp,el = γm,vacA
sp,el
m,vac + γm,PSA

sp,el
m,PS + γm,PMMAA

sp,el
m,PMMA (10.1)

where γi,j are the free energy densities of the metal / vacuum and metal /
polymer block interfaces and Asp,eli,j denote the respective contact areas for
a spherical or an elongated nanoparticle. It is assumed that the spherical
particle is centered on but not restricted to the PS domain, while the elon-
gated particle is strictly confined to the PS domain. γm,PS and γm,PMMA

differ noticeably, but γm,vac is larger than both by an order of magnitude.
Therefore, the surface tension of the metal is expected to determine the
equilibrium shape of a metal nanoparticle on a polymeric template surface,
leading to spherical nanoparticles irrespective of the chemical patterning of
the template. Indeed, by inserting the corresponding values into Eq.(10.1) a
difference of F el − F sp ≈ 104kBT is obtained for T being room temperature.
Thus, elongated structures such as the continuous nanowires formed by Ag
are not equilibrium shapes for a metal on a polymeric template.

The fact that they are observed and can even be preserved for considerable
periods of time can only be explained by considering the kinetic aspects of
the metal / polymer system. There are three relevant time scales in these
systems: The equilibration time teq, which it takes a nanoparticle to reach its
equilibrium shape, the finding time tf , which it takes two atoms or clusters
to impinge on each other while each is diffusing on the template surface, and
the deposition time td, which it takes to deposit all atoms required for the
desired structure onto the template surface [167]. Given typical values for dif-
fusion constants of clusters and their distances on a surface, the finding time
is on the order of tf ≈ 1 s (see also references in [167]). Typical deposition
times td range from minutes to few hours. For estimating the equilibration
time teq, the nanoscopic size of the metallic structures is crucial: The widely
accepted and employed theory of Herring, Nichols, and Mullins [19,168,169],
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stating that the equilibration time scales with the number of atoms N in the
particle as teq ∝ N4/3, does not hold for nanoscale objects at temperatures
well below their roughening or melting temperatures. Instead, teq scales with
N with a significantly larger exponent, up to teq ∝ N7, depending on the
temperature [170]. At room temperature, equilibration times can be as long
as many months, i.e. teq � tf , td [167]. This allows for the formation of
elongated nanostructures following the chemical patterning of the template2.
However, even under the same deposition conditions, only some metals do
reproduce the template pattern [165, 166]. Apart from the metal being ki-
netically allowed to form elongated nanostructures, the metal also has to
exhibit an adequate selectivity towards the two components of the diblock
copolymer template. Investigations of diblock copolymer films deposited on
metal coated substrates indicate that metal atoms and copolymer molecules
interact via contact interaction (see [164] and references therein), depending
on the specific combinations of metal and polymer species. This results in
different metal diffusion constants, i.e. mobilities of metal atoms and clus-
ters, on the different template surface domains. Since the diffusion constants
depend on the metal / polymer combination, different metals favor different
domains on the same template. For example, on a PS-b-PMMA template,
Ag and Au preferably adsorb to the PS domains, while In, Pb, Sn, and Bi
prefer to adsorb to the PMMA domain. On the one hand, the difference in
metal diffusion constants Di < Dj must be large enough, i.e. the mobility
ratio m ≈ Di/Dj must be sufficiently near to zero. On the other hand, the
sticking coefficient S = 1 − exp (−Eb/kBT ) (with the metal-metal bond en-
ergy Eb) must be of a value which avoids that large, immobile clusters form
sooner than the metal can migrate to the preferred domain. Only then will
the metal behave effectively selective toward the chemical components of the
template, i.e. clear one domain and aggregate on the other. There is no the-
oretical elaboration on this effect, but it has been demonstrated by Monte
Carlo simulations [165,166].

In summary: Depending on the deposition conditions, either energetics or
kinetics can govern the metal self-assembly and prohibit or permit the for-
mation of elongated nanostructures. Sufficient selectivity of the metal for
one of the blocks in the copolymer template is required for elongated nano-
structures to actually form. If the metal atom mobility allowing for selective
wetting of one of the copolymer blocks is to be augmented by increasing the
temperature, the simultaneous reduction of the equilibration time must be
kept in mind.

2The metal deposition rate does not qualitatively influence the nanostructure morphol-
ogy [165], because teq � td.
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10.2 Morphologies of self-assembled metal
nanostructures

Au, Ag, Ni, Pt, and Fe were deposited onto diblock copolymer templates of
asymmetric, cylinder-forming PS-b-PMMA and symmetric, lamellae-forming
PS-b-PMMA (see chapter 9) by sputter deposition. The aim was to pre-
pare smooth nanostructures reproducing the chemical domain pattern of the
template surface, as is schematically sketched in Fig. 5.10. With the given
resources regarding time and manpower, this was not achieved for all metals.
However, the morphologies shown in this section may give an impression of
the diverse behavior of different metals on PS-b-PMMA templates, but also
of the potential of the proposed nanostructure preparation routine.

The samples depicted in the AFM micrographs were prepared in the in-
situ UHV deposition chamber (see section 5.5). The metals were deposited
stepwise, in deposition steps of a few minutes each with intermissions of a few
minutes. The metal deposition rates vary, but are not expected to have any
qualitative influence on the resulting metal nanostructure morphology [166].

In the deposition chamber a magnetic field with a strength of up to Hext =
750 Oe can be applied in the sample plane. The presence of this external field
during metal deposition was not found to influence the resulting morphology
qualitatively, but it changes the deposition rate via its effect on the Ar plasma
in the chamber.

The depicted samples were prepared at template temperatures ranging from
140 ◦C to 175 ◦C . The metal diffusion constant is proportional to temper-
ature and inversely proportional to the metal cluster size. Thus, in order
to mobilize larger clusters and allow for selective nanostructure formation on
the template, it can be required to raise the sample temperature during depo-
sition [166,171]. However, the equilibration time teq is reduced by increasing
the temperature [170]. These two effects have to be appropriately balanced
to allow for the formation of nanostructures reproducing the template pat-
tern. If the equilibration time at this increased temperature is longer than
the deposition time, non-equilibrium structures can still form. They can
be preserved by quenching the sample after deposition, thus increasing the
equilibration time again to the order of many months.
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(a) as-prepared template (b) template after heating

Figure 10.3: AFM micrographs (scan area: 2 µm × 2 µm) of a PS-b-PMMA film on faceted
α-Al2O3 before and after heating for 2 h at 200 ◦C. The morphology does not change, as
long as the order-disorder transition temperature of T ≈ 300 ◦C is not exceeded.

The domain morphology of the diblock copolymer template is stable under
heating as long as the order-disorder temperature is not exceeded [52, 165].
For PS-b-PMMA the respective temperature range is 105 ◦C . T . 300 ◦C.
The template stability was confirmed by imaging the morphology of a tem-
plate with surface-perpendicular PS domains in a PMMA matrix before and
after heating at 200 ◦C for 2h (see Fig. 10.3).

Among the number of samples prepared, smooth nanostructures reproducing
the chemical domain pattern of the template surface were achieved readily for
Ni, Pt, and Fe, rarely for Ag, and not for Au. Au forms small clusters of about
10 nm to 20 nm in diameter (see Fig. 10.4 (c, d)). A slight preference for
decorating the minority PS domains of the template surface was observed for
deposition at 200 ◦C template temperature, hinting at the increased cluster
mobility at higher temperatures. Au is not known to exhibit qualitatively
different behavior for other deposition conditions [164–166], especially not to
form elongated nanostructures. For the other elements, small metal clusters
left on the unpreferred PMMA domain can be present to different extents.

For most deposition conditions, Ag growth resulted in a morphology dom-
inated by small clusters alike Au, but with the effective selectivity for the
PS domains more strongly evidenced by the higher number density of Ag
clusters on these domains (see Fig. 10.1 and [165, 166]). However, different
behavior was observed for low Ag coverage (nominal thickness ≈ 0.4 nm)
deposited at 140 ◦C: Ag formed nanodots on the surface domains of the mi-
nority component PS and can also be seen to form elongated nanostructures
where the template provides for this due to imperfect PS domain orientation.
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(a) template type

500nm

(b) template type

500nm

(c) Au

500nm

(d) Au

500nm

(e) Ag

500nm

(f) Ag

500nm

Figure 10.4: (a) - (b) Diblock copolymer template of asymmetric PS-b-PMMA(63/142)
before metal deposition. (c) - (f) Au and Ag sputter deposited on the templates at 140 ◦C.
Micrographs in each row show areas on the same sample.
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(a) Ni

500nm

(b) Ni

500nm

(c) Pt

500nm

(d) Pt

500nm

(e) Fe

500nm

(f) Fe

500nm

Figure 10.5: Ni, Pt, and Fe sputter deposited on a diblock copolymer template of asym-
metric PS-b-PMMA(63/142). All metals show pronounced effective selectivity for the
minority PS block. Micrographs in each row show areas on the same sample.
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(a) template type

500nm

(b) template type

500nm

(c) Pt

500nm

(d) Pt

500nm

(e) Fe

500nm

(f) Fe

500nm

Figure 10.6: Pt and Fe sputter deposited on a diblock copolymer template of symmetric
PS-b-PMMA(203/203) with lamellar chemical domains, forming smooth and continuous
nanowires which follow the template pattern. Micrographs in each row show areas on the
same sample.
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120914Bvii_Pt 

(a) Pt

130130C_Pt 

(b) Pt
120720Cvi_Fe 

(c) Fe

110531B_Fe_1min 

(d) Fe

Figure 10.7: 3D views of the Fe and Pt nanostructures shown in Figs. 10.5 to 10.6. The
depicted areas are 1 µm × 1 µm for the nanodot samples on the left and 2 µm × 2 µm for
the nanowire samples on the right. The height range is about 10 nm.
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On the other hand, Ni, Pt, and Fe show pronounced effective selectivity
on the PS-b-PMMA templates for a wide range of deposition conditions3.
These metals form smooth and well-separated dot-shaped nanostructures on
the PS domains and reproduce the template pattern very well (see Fig. 10.5).
Metals with pronounced effective selectivity toward PS-b-PMMA, such as Ni,
Pt, and Fe, are also suited to grow smooth and continuous nanowires, i.e.
elongated, non-equilibrium structures, on PS-b-PMMA(203/203) templates
with lamellar morphology, as shown in Fig. 10.6.

A dependence of nanostructure formation on the template temperatures
could not be made out unambiguously by means of AFM topography imag-
ing within the investigated temperature range (from room temperature to
200 ◦C). However, an enhancement of the effective selectivity of Fe on PS-b-
PMMA at increased template temperature was indicated by results of in-situ
GISAXS experiments. These will be discussed in section 10.3.1.

Continuous metal films only grow when an element-specific limiting nominal
thickness of deposited material is exceeded [166]. Below this limit, a remark-
able morphological transition with increasing amount of deposited material
was observed for nanostructure samples grown on templates of asymmetric,
cylinder-forming PS-b-PMMA(63/142). Fig. 10.9) depicts this transition for
the example of Fe, but individual stages of this transition were also observed
for Pt and Ag.

100nm

Figure 10.8: Merging nanodots.

The morphological transition was ob-
served to proceed as follows: First,
well-separated metal nanodots form.
Then the dots begin to merge: de-
posited metal bridges the PMMA do-
mains in between the nanodots on the
PS domains (see left half of Fig. 10.8).
Finally, an antidot pattern, i.e. a
continuous metal film with holes, is
produced. Even a secondary layer
of nanodots can grow in between
the holes of the antidot pattern (see
Fig. 10.9(d)).

3In the AFM topographies this is evidenced by the height range increasing from approx.
1.25 nm difference between PS and PMMA domains on the plain template surface to
approx. 5 nm to 10 nm after deposition (depending on the amount of deposited metal).
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Thus, the chemical surface pattern of a diblock copolymer film can not only
be used as a template for exact reproduction by the deposited metal – it can
also serve as scaffold for other, related metal nanostructure morphologies.

(a) 8 ML

500nm

(b) 16 ML

500nm

(c) 26.5 ML

500nm

(d) 48 ML

500nm

Figure 10.9: Morphology of Fe nanostructures for increasing amounts of deposited metal
on PS-b-PMMA(63/142) templates with surface-perpendicular cylindrical PS domains.
The labels state the nominal thickness of deposited Fe in monolayers (ML).

Given that a metal such as Ni, Pt, or Fe reproduces the template pattern well,
control over shape, size, and lateral arrangement of the metal nanostructures
is obtained via control over the morphology of the diblock copolymer tem-
plate: Metal nanostructures with a high degree of regularity in lateral po-
sitioning can be prepared on diblock copolymer templates with nanofaceted
α-Al2O3 substrates, as shown in Fig. 10.10. During solvent vapor anneal-
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ing the chemical domains of the template arrange following the preferential
direction given by the orientation of the substrate facets (see section 9.2). De-
posited metal adatoms agglomerate on one of the template surface domains
due to their effective selectivity for one of the copolymer blocks. Thus, the
chemical surface patterning of the diblock copolymer template is transferred
into a highly regular pattern of three-dimensional metallic nanostructures.
Moreover, the metal nanostructures can be scaled in size and distance by
providing templates with corresponding sizes of the copolymer domains, as
determined by the composition and molecular mass of the diblock copoly-
mer (see section 9.1.2). Fig. 10.10 (b - d) shows Fe nanostructures on
templates prepared from PS-b-PMMA with total molecular masses of M =
MPS +MPMMA = 205 kg/mol, 94 kg/mol, and 100 kg/mol, respectively.

Numerous publications deal with alternative nanopatterning routines, in
which diblock copolymer films fulfill the function of masks (see e.g. [163,172–
174]), which requires removal of one copolymer block or subsequent removal
of both blocks. Others demonstrate how selectivity toward the blocks of a
copolymer template can be used to assemble pre-synthesized nanoparticles
(see e.g. [175,176]).

Only few efforts are made to develop nanopatterning procedures based on the
insights in metal self-assembly on diblock copolymer via effective selectivity.
A nanoporous Fe film (i.e. an antidot pattern) was prepared by deposition
onto an asymmetric diblock copolymer template with PS as the majority
component [177]. Also the selective decoration of a diblock copolymer film
with lamellar surface domain morphology by Co has been studied [178]. How-
ever, both sample systems lack long-range order in lateral positioning of the
nanostructures.

In the routine proposed here, effective selectivity is utilized, and the diblock
copolymer template acts not as a mask, but as a scaffold. On this scaf-
fold the metal adatoms self-assemble into smooth compact nanostructures
of different shapes: dots, wires, or antidots. Long-range positional order-
ing of the self-assembled metallic nanostructures is achieved by the use of
nanofaceted α-Al2O3 substrates for the diblock copolymer templates. By
means of controlling few parameters of the self-assembly processes (such as
diblock copolymer mass and composition, conditions of annealing, conditions
of metal deposition), highly-ordered patterns of nanostructures in a variety
of sizes and shapes can be fabricated with this routine.
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(a)

500nm

(b)

500nm

(c)

500nm

(d)

500nm

Figure 10.10: Fe nanodots and nanowires grown on PS-b-PMMA templates on nano-
faceted α-Al2O3 substrate. The substrate facets provide a preferential direction for the self-
assembly of the diblock copolymer domains, and thus for the positioning of the Fe nano-
dots. The inset in (b) shows a FFT of the height information. Comparison of (b) and (c)
demonstrates, how the nanostructure sizes can be scaled by choosing diblock copolymers
with low molecular masses as templates. (a, b): M = 205 kg/mol, (c): M = 94 kg/mol,
(d): M = 100 kg/mol. Micrographs in (a) and (b) show areas on the same sample.
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10.3 Growing 57Fe nanostructures on diblock
copolymer templates:
In-situ studies with GISAXS and NRS

The possibility of conducting in-situ experiments during preparation on grow-
ing nanostructures is one key advantage of nanofabrication methods based on
self-assembly. Even several different probing methods can be applied simulta-
neously, thus allowing to study correlations between different nanostructure
properties during self-assembly. This section describes the in-situ investiga-
tion of hexagonal arrays of 57Fe nanodots growing on PS-b-PMMA templates
by GISAXS and NRS. GISAXS yields information on the lateral arrangement
of the nanodots and especially on how their average shape changes during
growth and in dependence of the template temperature. In-situ NRS pro-
vides insights into the magnetism of the 57Fe nanodot array, on the evolution
of the magnetic state and the dynamics of magnetic moments.
For this in-situ experiment, the portable UHV deposition chamber was moun-
ted at the beamline P01 at the synchrotron radiation source PETRA III. The
x-ray energy was set to 14.4 keV. A MAR 345 image plate detector and a
time-resolving APD detector were used to record the GISAXS patterns and
the NRS time spectra, respectively, at an angle of incidence of αi = 0.3◦.
The distance between sample and detector was bridged with an evacuated
flight tube to reduce scattering in air. Hexagonal arrays of 57Fe nanodots
were prepared by sputter deposition onto templates of cylinder-forming PS-
b-PMMA(63/142) on nanofaceted α-Al2O3 substrates. After a base pressure
of p0 < 4 × 10−7 mbar had been reached, 57Fe was deposited onto the tem-
plate in steps of 1 min at an Ar pressure of pAr = 1.5× 10−2 mbar. GISAXS
patterns and NRS time spectra were recorded in between two subsequent
steps. 57Fe nanodot array samples were prepared at room temperature and
at a template temperature of 200 ◦C.

10.3.1 The influence of template temperature on the
shape of 57Fe nanodots observed via in-situ
GISAXS

Considering the temperature dependence of the equilibration time and the
diffusion constants of metals on polymer surfaces, an influence of the tem-
plate temperature on the growth of metal nanostructures can be expected.
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However, for Fe on PS-b-PMMA templates within a temperature range from
room temperature to 200 ◦C, a dependence was not observed unambiguously
by ex-situ AFM topography imaging. In-situ GISAXS on growing nano-
structures allows for more insight.

The GISAXS patterns of the growing 57Fe nanostructures were simulated
using the program IsGISAXS [117]. Simulations were performed for hori-
zontal and vertical line cuts through the GISAXS patterns4 at the positions
indicated by dashed lines in Fig. 10.12 (a, b). The figure shows simulations
of these line cuts for the final stage of nanodot growth after five deposition
steps of 60 s each. Simulations of all recorded GISAXS patterns from ear-
lier growth stages can be found in appendix A.4.1. The nanostructure array
was described by a lattice with the following adjustable parameters: lattice
constants L(1) and L(2), lattice angle γ, and orientation with respect to
the incoming beam direction (see Fig. 10.11 (b)). The nanostructure shape
was described by a cone with the following adjustable geometric parameters:
base radius R, height H, base angle α (see Fig. 10.11 (a)). Note, that this is
merely an approximation to the average nanodot shape, which the form fac-
tors implemented in the program allow for; this is not the exact actual shape
of the nanodots. However, this approximation yields information on the
shape proportions of nanodots growing at different template temperatures.
No distribution of any simulation parameter had to be assumed, evidencing a
high degree of regularity and uniformity in both the arrangement and shape
of the nanostructures in the respective samples. The nanodot arrangement
was simulated by a regular two-dimensional lattice with lattice parameters
L(1) = L(2) = 83 nm and an angle of 60◦ between the lattice vectors for
both samples. This value of the lattice parameters agrees with the domain
spacing in cylinder-forming PS-b-PMMA(63/142) found by AFM topography
measurements (see section 9.2.1) within the lateral measurement accuracy of
the AFM. The lattice was oriented with the (10) direction parallel to the
projection of the direction of the incoming beam onto the sample plane.

The simulation yielded values of 26 nm and 36 nm for the thicknesses of the
diblock copolymer template layers in the two samples. Actually, a thickness
of about 44 nm is expected for a thin film of PS-b-PMMA(63/143) cast from a
solution of concentration c = 10 mg/ml (see section 9.1.3 or appendix A.3.1).
This thinning may be attributed to a degradation of the diblock copolymer
template due to irradiation with x-rays during the experiment. However,
judging by the GISAXS data, the lateral domain ordering is not affected.

4In the horizontal direction, ten adjacent cuts were added up to improve the signal-to-
noise ratio.
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Figure 10.11: Simulation parameters for (a) the nanostructure arrangement and (b) the
nanostructure shape used in the program IsGISAXS [117]. Grey circles in (a) denote
positions of nanodots on the lattice.

The results of the simulation regarding the nanostructure shape are sum-
marized in Fig. 10.13. When plotting the nanodot volume as a function of
the deposition duration (Fig. 10.13 (a)), it becomes apparent that the de-
position rate is different for the two samples. This not due to the different
template temperatures, but rather caused by the following: Other experi-
ments during this beamtime, conducted in between the experiments on the
two presented samples, required to apply an external magnetic field in the
deposition chamber. Residual magnetization of the electromagnet pole shoes
affects the plasma in the deposition chamber and can thereby cause the de-
position rate to change. The deviation from a linear volume increase in the
first stages of deposition is probably caused by oxidation of the 57Fe nanodots
due to contact with the diblock copolymer template [177].

The deposition rate is not expected to qualitatively influence the nano-
structure growth [166], as long as finding time tf , deposition time td, and
equilibration time teq are related as tf < td � teq (see section 10.1). In-
deed, for both samples the geometrical parameters of the nanodots evolve
qualitatively similar with deposition duration. Remarkably, at any given
deposition stage, the nanodots growing at 200 ◦C reach about 80% of the
height of those growing at room temperature, even though these nanodots
have a much larger volume due to the higher deposition rate. Consequently,
the base radius of these nanodots is accordingly larger, resulting in an as-
pect ratio of height to base radius of about 0.33. In contrast, the nanodots
growing at 200 ◦C have a height / base radius aspect ratio of about 0.62
(Fig. 10.13 (a - c)). The respective height / base radius ratio remains con-
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- 0 . 4 - 0 . 2 0 . 0 0 . 2 0 . 4
1 0 - 1
1 0 0
1 0 1
1 0 2
1 0 3
1 0 4
1 0 5

q y  ( n m - 1 )

 5  m i n
 s i m u l a t i o n

int
ens

ity
 (a

.u.
)

(c) horizontal cut

- 0 . 4 - 0 . 2 0 . 0 0 . 2 0 . 4
1 0 0
1 0 1
1 0 2
1 0 3
1 0 4
1 0 5

 5  m i n
 s i m u l a t i o n

int
ens

ity
 (a

.u.
)

q y  ( n m - 1 )
(d) horizontal cut

0 . 5 1 . 0 1 . 5
1 0 - 1

1 0 0

1 0 1

1 0 2

1 0 3

q z  ( n m - 1 )

 5  m i n
 s i m u l a t i o n

int
ens

ity
 (a

.u.
)

(e) vertical cut

0 . 5 1 . 0 1 . 5

1 0 0

1 0 1

1 0 2

1 0 3
 5  m i n
 s i m u l a t i o n

int
ens

ity
 (a

.u.
)

q z  ( n m - 1 )
(f) vertical cut

Figure 10.12: GISAXS patterns (a, b) and exemplary simulations of corresponding line
cuts (c - f) of hexagonal arrays of nanodots growing on cylinder-forming diblock copolymer
thin films, at room temperature (left column) and at 200 ◦C (right column).
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Figure 10.13: Evolution of the geometrical parameters describing the shapes of nanodots
growing at room temperature and at 200 ◦C, respectively, as derived from simulations of
horizontal and vertical line cuts through the GISAXS patterns. The nanodots grown at
200 ◦C are closer to the optimum cylindrical shape.
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stant during the process. For both samples also the base angle of the nanodots
is constant throughout the growth process; it is about 19◦ for the nanodots
growing at room temperature, and more than twice as large, about 47◦, for
the nanodots growing at 200 ◦C . In order to compare the actual shape of
the nanostructures to the optimum cylindrical shape, the ratio of top and
base radius is plotted in Fig. 10.13 (f). This ratio is 1 for a cylinder; the
nanodots grown at room temperature reach a value of about 0.15 at best,
while those grown at 200 ◦C reach a value of about 0.4. Assuming as a rough
approximation that the PS area fraction in the template surface is the same
as the PS volume fraction in the bulk of the PS-b-PMMA film, i.e. 0.3, the
radius of the PS domains can be estimated to be about 20 nm. The nano-
dots growing at room temperature exceed this radius rather than growing
in height to accommodate their increasing volume. At room temperature,
the mobility contrast of 57Fe on PS and PMMA appears to be low and the
equilibration time is in the range of months [167,170]. As a consequence, the
growing nanostructures are only weakly influenced by the chemical pattern of
the template, and nanostructure shapes far from the equilibrium shape are
stable. Therefore, growth at room temperature results in wide, flat nano-
structures. At higher template temperatures the mobility contrast of 57Fe on
PS and PMMA is enhanced and the equilibration time is reduced. For the
sample prepared at 200 ◦C these two effects appear to be well-balanced. If
the equilibration time was too short at 200 ◦C, small clusters would form all
over the template. However, here 57Fe grows only on PS domains, forming
compact nanodots which approach a spherical shape. Fig. 10.14 compares
the simulated shapes of nanodots grown at room temperature and at 200 ◦C.

These shapes are the best approximation to the average nanodot shape, which
is possible using the form factors implemented in the simulation program.
Given the high degree of uniformity of the nanodots (no distributions in
particle dimensions had to be assumed), it is valid to consider this average
particle shape to correspond well to the shape of an individual nanodot.
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(a) grown at RT
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(b) grown at 200 ◦C

Figure 10.14: Shapes of nanodots grown at room temperature and at 200 ◦C after 5 min-
utes of 57Fe deposition as deduced from simulations of GISAXS patterns (see Fig. 10.12).
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The evolution of the magnetic state of these samples during growth of the
nanodot array was monitored via in-situ NRS. However, in order to achieve
a reliable interpretation of the data, it is first necessary to consider a com-
plementary ex-situ NRS experiment.

10.3.2 Magnetization stabilization in 57Fe Nanodots

The temperature dependence of the magnetic state of a hexagonal 57Fe nano-
dot arrays was studied by ex-situ NRS. The 57Fe nanodot sample had been
prepared ex-situ at elevated template temperature and capped with Al to pre-
vent oxidation. It was positioned in a cryostat at the beamline P01, and NRS
time spectra were recorded at room temperature and at 10 K (see Fig. 10.15).
Simulations performed by K. Schlage, using the program CONUSS [128], ap-
proximate the measured time spectra by assuming a number of different
discrete states between which the orientation of the sample magnetization
fluctuates with a certain frequency. Details of analogous simulations for the
in-situ NRS study will be discussed in section 10.3.3. These simulations show
that at room temperature the magnetization orientation fluctuates isotrop-
ically - the sample is in a superparamagnetic state. At 10 K however, the
magnetization os restricted to the surface of a cone with an opening angle of
approximately 20◦ around the surface normal of the sample. In both condi-
tions, the assumed states of the magnetization orientation are occupied with
the same frequency: Each state is occupied approximately once during one
lifetime of τ0 = 141 ns. This information is highly relevant for the simula-
tions of the time spectra recorded during growth of the 57Fe nanodot array,
as will be discussed below.
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Figure 10.15: NRS time spectra of a hexagonal 57Fe nanodot array at room temperature
and at 10 K. Simulations (red curves, by K. Schlage) evidence a magnetization stabi-
lization process from superparamagnetic fluctuations of the magnetic moments at room
temperature to their collective precession around the surface normal of the sample at 10 K.
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10.3.3 The magnetic evolution of 57Fe nanostructures
observed via in-situ NRS

Nuclear resonant scattering of synchrotron radiation is a powerful tool to
elucidate the evolution of the magnetic state of a nanostructure sample in-situ
during self-assembly. In combination with in-situ GISAXS, comprehensive
information on the relations between shape, size, arrangement and magnetic
properties of the nanostructures can be obtained.

Ideally, GISAXS and NRS data from the same sample would be correlated.
Unfortunately, here it was only possible to combine data from two samples
prepared with the same deposition parameters: The NRS data of the nano-
dot array discussed in section 10.3.1 (grown at 200 ◦C) were of low quality,
most probably because the nanodots oxidized considerably during a longer
interruption of the deposition process. This lead to much less pronounced
features in the NRS time spectra as compared to those of a second sample,
where 57Fe was deposited without interruptions longer than necessary for
data acquisition. However, due to its orientation with the substrate facet
edges parallel to the incident beam, the GISAXS patterns of this second
sample contain a significant contribution of scattered intensity from the sub-
strate. Complete simulations of these GISAXS patterns were not feasible.
However, both the overall shape of the time spectra and the GISAXS pat-
terns for q-space regions without contribution by the substrate agree very
well for both samples, i.e. their structural and magnetic evolution is suffi-
ciently similar. It is therefore considered valid to combine GISAXS and NRS
data from these two samples.

NRS time spectra were recorded in between the deposition steps at 200 ◦C and
simulations were performed with the program CONUSS [128]. The simula-
tions yield strength and orientation dynamics of the magnetic hyperfine field,
which is – to a very good approximation – proportional to the magnetiza-
tion. With volumes smaller than that of a sphere of 25 nm in diameter, the
nanodots are assumed to be single-domain nanoparticles (see section 3.1).

The nanodot shape cannot be input into the simulations - it had to be ap-
proximated by assuming a continuous 57Fe film consisting of four layers with
decreasing density from bottom to top. The total height of the film is con-
sistent with the nanodot height derived from simulations of the GISAXS
patterns (see section 10.3.1, sample grown at 200 ◦C).

Two species of 57Fe atoms (so-called sublattices SL1 and SL2) were assumed,
each with six possible states between which the orientation of the magnetic
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hyperfine field can fluctuate as defined by a transition matrix. The two
atomic species differed in their fraction of the total number of 57Fe atoms,
in the strength of the magnetic hyperfine field, the quadrupole splitting and
the isomer shift for these atoms. For both atomic species, identical polar
and azimuthal angles of the possible magnetization orientation states and
the same transition matrix defined the dynamics of the magnetic hyperfine
field orientation.

Time spectra for five different stages of growth of the 57Fe nanodot array
were simulated (see Fig. 10.16). It turned out that the magnetic hyperfine
field strength and distribution as well as the frequency of fluctuation between
the possible magnetization orientation states influence the shape of the time
spectra in a similar way: During nanodot growth, the time spectra are af-
fected by the changing magnetic hyperfine field strength and distribution as
well as by its dynamics. Only with additional data, the simulation can be
entirely unambiguous. This complementary information is provided by the
temperature-dependent measurements of NRS time spectra presented in sec-
tion 10.3.2. In these ex-situ measurements, magnitude and distribution of
the magnetic hyperfine field does not change, as there is no volume increase
of the nanodots. The difference in the two time spectra at room temperature
and at 10 K can therefore be attributed to changes of the magnetic hyperfine
field dynamics alone. It was concluded that upon cooling the dynamics of the
magnetic hyperfine field, changed from isotropic fluctuations of the magne-
tization orientation to fluctuations restricted to the surface of a cone around
the surface normal of the sample. During this stabilization, the frequency
with which each state would be occupied remained the same: Each state was
occupied approximately once during a period of τ0 = 141 ns, the lifetime of
an excited nuclear state in 57Fe .

These insights were transferred to the simulations of the time spectra recorded
during nanodot growth. The occupation frequency for the different magne-
tization orientation states was kept constant: Each state was occupied once
during approximately six lifetimes of τ0 = 141 ns; the slower motion of mag-
netic moments as compared to the nanodot sample described in section 10.3.2
is attributed to the larger nanodot volume in the sample discussed here [179].
The magnetic hyperfine field strength, distribution, and orientation were ad-
justed to fit the simulation to the experimental data.

Having clarified the ambiguity outlined above, more reliable information on
the evolution of the magnetic hyperfine field during nanodot growth could be
obtained: In between the first and the second time spectrum, recorded after
6 and 8 minutes of deposition, respectively, a stabilization of the magnetiza-
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Figure 10.16: NRS time spectra of a hexagonal arrays of 57Fe nanodots during growth.
Experimental data are given as black symbols, corresponding simulations as solid red lines.
The labels state the respective duration of 57Fe deposition and approximate nanodot vol-
ume. Sketches on the left depict the evolution of the magnetic state of the sample. As
the nanodots volume increases, a stabilization process of the nanodot magnetization is ob-
served, from isotropic superparamagnetic fluctuations of the magnetization to fluctuations
restricted to the surface of a cone.

186



0 4 8 1 2 1 60

1 0

2 0

3 0
 S L 1
 S L 2

B h
f (T

)

d e p o s i t i o n  d u r a t i o n  ( m i n )
0 4 8 1 2 1 60

2 0
4 0
6 0
8 0

1 0 0  S L 1
 S L 2

fra
ctio

n (
%)

d e p o s i t i o n  d u r a t i o n  ( m i n )

Figure 10.17: The evolution of the magnetic hyperfine field strength for two species of
resonant atoms in a 57Fe nanodot array during the growth and magnetization stabiliza-
tion process. The error bars in the right graph indicate the distribution of the magnetic
hyperfine field strength.

tion from isotropic superparamagnetic fluctuations to fluctuations restricted
to the surface of a cone around the surface normal of the sample is observed.
The opening angle of the cone is about 32◦, and remains constant during
further nanodot growth. The evolution of the fractions of the two atomic
species and of the magnetic hyperfine field strengths Bhf for the two species
in dependence of the elapsed deposition time is shown in Fig. 10.17. After
6 minutes of deposition, each of the atomic species (SL1 and SL2) consti-
tutes approximately half of the 57Fe atoms and their magnetic hyperfine field
is similar. This changes noticeably during the magnetization stabilization
process: The fraction of species SL1 rises to 90%. The magnetic hyperfine
field strength of this majority atomic species increases from Bhf = 10 T to
Bhf = 18 T during the stabilization process. Upon further nanodot growth,
it saturates at a value of approximately Bhf = 21.5 T. The magnetic hyper-
fine field of the minority species SL2 only increases slightly from Bhf = 6.5 T
to Bhf = 7.5 T during the observed process. The distribution of the magnetic
hyperfine field strength decreases slightly for both atomic species.

A uniform precession of the magnetization orientation was presumed for the
presented simulations and very good agreement with the experimental data
was obtained. It should be noted, however, that the time spectra cannot
provide any information on the sequence in which the assumed magnetiza-
tion orientation states are occupied; random fluctuations between states are
conceivable, too, and may lead to equally adequate fits. Further experiments,
e.g. by photon polarization precession spectroscopy [180], would be required
to elucidate the magnetization dynamics in more detail.
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Nevertheless, the fluctuation frequency and the fact that the magnetization
is restricted to the surface of a cone, can be reliably concluded: Simulations
assuming magnetization orientation states not only on the surface of the cone
(i.e. with the same polar angle θ = 32◦ of the magnetization direction) but
also within the cone (i.e. with different polar angles 0◦ ≤ θ ≤ 32◦) did not
yield adequate fits.

The magnetic hyperfine field strength in the nanodots is strongly reduced as
compared to the bulk value of 33.3 T at room temperature. A reduction of
the magnetic hyperfine field is expected with increasing temperature – the
experiment discussed here was conducted at a sample temperature of 200 ◦C.
Moreover, as nanostructures are considered here, surface effects or intrinsic
size effects can play a role [181]: It has been suggested that the magnetic
hyperfine field strength at surface nuclei is lower than that at nuclei in the
interior. The average magnetic hyperfine field strength will be lowered by
this surface effect [182]. Another proposition claims that collective magnetic
excitations, i.e. fluctuations of the magnetization on timescales which are
short compared to the timescale of Mössbauer spectroscopy, can account for
the observed reduced magnetic hyperfine field strength. The magnitude of
this intrinsic size effect depends strongly on which magnetic anisotropy and
magnetic interactions are dominant in the sample [183]. Further character-
ization of self-assembled 57Fe nanodot arrays may clarify which mechanism
causes the reduction of the magnetic hyperfine field strength in these systems.
In nanostructures, stable ferromagnetic behavior at a given temperature is
reached at a critical size. At this point, dipolar interactions outweigh thermal
excitations of the magnetic moments. For spherical iron nanoparticles the
critical diameter has been calculated to be about 15 nm at room temperature,
assuming single-domain particles with the magnetic anisotropy properties of
bulk bcc iron [177]. Extrapolating from the results of the corresponding
GISAXS measurements, the volume of the nanoparticles at the beginning
of the magnetization stabilization process equals that of a spherical particle
with a diameter of approximately 18 nm. The elevated sample temperature
of 200 ◦C may account for the difference in the critical radius as compared
to the calculated value (see section 3.3).

This study has shown that is it feasible to analyze NRS time spectra of
nanostructure arrays by means of simulations employing a relaxation model.
Future investigations may explore which insights can be gained from NRS
time spectra recorded, e.g., during systematic variation of sample tempera-
ture or external magnetic field. Moreover, the integrated nuclear resonant
intensity as a function of temperature and external magnetic field could be
evaluated in analogy to conventionalM(T ) andM(H) magnetization curves.
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The presented observations by means of an x-ray scattering technique, which
inherently averages information from the entire illuminated sample volume,
were possible only due to the high degree of regularity of the self-assembling
nanostructure array. As a consequence of the uniform shape and highly-
ordered arrangement of the nanodots, all individual nanodots show practi-
cally identical magnetic behavior, resulting in an average signal which can
be evaluated to yield meaningful information on the magnetic evolution of
the system.
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11 Conclusions

In this work, different self-assembly processes have been employed for the fab-
rication of various highly-ordered nanostructure systems: periodically nano-
faceted α-Al2O3 surfaces, metallic thin films of periodically varying thickness,
diblock copolymer thin films with highly regular chemical surface patterning,
metallic nanowire and nanodot arrays. The proposed routines rely exclusively
on self-assembly processes. They require no lithography-based preparation
steps, no treatment of the α-Al2O3 substrates other than thermal anneal-
ing, and no treatment of the copolymer templates other than solvent vapor
annealing. Apart from their relative simplicity, the routines have further
significant advantages: The sample areas can be arbitrarily large, because
self-assembly processes are parallel processes, occurring simultaneously over
the entire sample. It is feasible to observe sample properties of interest in-situ
during the self-assembly processes of the three steps, because these prepara-
tion steps are performed in environments which can be made accessible to
contact-less probes, such as x-rays.

Nanofaceted α-Al2O3 surfaces serve as substrates for growing separated par-
allel metal nanowires or continuous metal films of periodically varying thick-
ness (and related properties) by sputter deposition under non-normal inci-
dence. Morphological features such as the aspect ratio of nanowires or the
thicknesses in continuous films can readily be adjusted by choice of the de-
position angle and duration.
Arrays of uniform metal nanostructures – dots, antidots, wires – with a
high degree of long-range order in lateral positioning and adjustable nano-
structure size and shape can be fabricated via a three-step routine: 1) faceting
of α-Al2O3 substrate by high-temperature annealing, 2) regular chemical
patterning of a template surface by deposition and solvent vapor anneal-
ing of a diblock copolymer film on the substrate, 3) growth of metal nano-
structures reproducing the template pattern by sputter deposition. This
routine brings two approaches in nanostructure fabrication together: The di-
rected microphase separation of diblock copolymer films on corrugated sub-
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strate surfaces was combined with the effective selectivity of sputtered atoms
on microphase-separated diblock copolymer templates. Thus, large area ar-
rays of uniform metallic nanostructures with long-range positional order were
produced.

This work has exploited one substantial advantage of nanostructure prepa-
ration via self-assembly over lithographical nanostructure fabrication: The
nanostructures were studied in-situ during formation. Multiple probes can
be applied simultaneously or in alternation.

The in-situ GISAXS experiment on α-Al2O3 has revealed details on the for-
mation of surface facets upon high-temperature annealing and thus comple-
mented the ex-situ AFM studies of this process. Knowledge of the faceting
process in dependence of the annealing conditions helps to purposefully pre-
pare substrates with facet dimensions adapted to specific requirements. Such
substrates can serve as topographical guides for the self-assembly of diblock
copolymers, lipid films or similar systems, or for preparing nanowires (con-
ductive, magnetic, thermoelectric, etc.) by geometrical shading.

The study of a uniaxially corrugated 57Fe film on a nanofaceted α-Al2O3 sub-
strate has shown how GISAXS and NRS are merged into a method yielding
laterally resolved magnetic information from a sample with heterogeneous
magnetic properties. This method was applied in-situ to observe the mag-
netic evolution in the distinct structural units of the sample during film
growth, and ex-situ to examine the different responses of the structural units
to external magnetic fields. It may be appealing to conduct an analogous
experiment not with a compositionally homogeneous film, but with a system
combining two different materials, e.g. ferromagnet and antiferromagnet, or
ferromagnet and superconductor. Moreover, the method is applicable to fur-
ther systems with periodic morphological and magnetic structure and can be
extended to merging SAXS and NRS.

The investigation of hexagonal 57Fe nanodot arrays has demonstrated that
combining GISAXS and NRS yields comprehensive information on both the
structural and magnetic evolution of nanostructured samples during their
self-assembly. The dependence of the nanostructure shape on the tempera-
ture during growth was shown by in-situ GISAXS. Careful analysis of NRS
time spectra revealed a magnetization stabilization process, upon which the
superparamagnetic fluctuation of magnetic moments changes to a fluctuation
restricted to the surface of a cone, in two cases: ex-situ upon cooling a sample
with constant nanodot volume and in-situ during nanodot growth. Nanodot
arrays of the demonstrated uniformity and regularity may be well-suited
as seed patterns for crystallization of macromolecules, and ferromagnetic
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nanodot arrays could be employed to pin magnetic flux vortices in adjacent
superconductors. Moreover, it may be intriguing to study inter-particle inter-
actions or coherent behavior (e.g. coherent spin dynamics) in such nanodot
arrays.

The nanostructured systems – homogeneous or hybrid, in two or even three
dimensions – which can be manufactured by means of self-assembly processes
are plentiful. X-ray scattering techniques make it feasible and fruitful to
study the evolution of their properties in-situ during self-assembly.
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A Appendix

A.1 Nuclear Resonant Scattering

Some more details on the so-called dynamical beats and speed-up shall be
given. These effects are of different origins than the Quantum beats, but still
shape NRS time spectra in characteristic ways. Moreover, the determination
of the magnetic structure of a thin layer from the time spectrum of resonantly
reflected intensity will be outlined briefly.

For determining the time-dependence of the resonantly scattered intensity,
the amplitude of incident radiation is assumed to be equal for all frequencies:
AAAi(ω) = AAAi [124]. Moreover, for a pulsed synchrotron radiation source, the
time-dependence of the incident amplitude is well approximated by AAAi(t) =
δ(t)AAAi [77]. Then the Fourier transformation of the amplitude AAA(x, ω) from
the energy domain into the time domain yields

AAA(x, t) =
(
δ(t)−GGG(x, t)

)
AAAi (A.1)

Here, δ(t) represents the instantaneous non-resonant transmission andGGG(x, t)
is the resonantly scattered, delayed part of the amplitudeAAA(x, t) [77,124,125].
As an example, for a sample with thickness d and one allowed transition (no
hyperfine splitting) the transmitted amplitude in the time domain is given
by

AAA(t) =

δ(t)− χ

τ0
exp

(
− t

2τ0

)J1
(
2
√
χt/τ0

)
√
χt/τ0

AAAi (A.2)

with
χ = 1

4β0d = 1
4σ0fLMρnd (A.3)

where β0 = σ0fLMρn is the absorption coefficient at resonance, with the nu-
clear photon absorption cross-section σ0 at resonance, the Lamb-Mössbauer
factor fLM , and the number density of resonant nuclei ρn. χ is often referred

193



to as the “effective” thickness of the sample [77, 126]. An amplitude of the
form of Eqn. (A.2) results in a time-dependent intensity as plotted in the
time spectrum shown in Fig. A.1. exp (− t

2τ0
) describes the decay function

for isolated resonant nuclei. J1 is the Bessel function of the first kind and first
order, which represents the so-called dynamical beats (see appendix A.1.2).

Figure A.1: Dynamical beats:
Time spectra in case of a single-line
resonance, measured for samples of
a) 6 µm and b) 12 µm thickness.
From [77].

A.1.1 Speed-up

Consider the amplitude AAA(t) for a single resonance as given by Eqn. (A.2).
In approximation for t/τ0 < 1/(1 + χ), i.e. for thin samples and early delay
times, the envelope Ien(t) of the corresponding intensity is

Ien(t) ≈ χ2

τ 2
0

exp (−(1 + χ) t
τ0

) (A.4)

This reveals the so-called speed up [77,124,126]: Coherent resonant scattering
from an ensemble of nuclei results in an accelerated decay of the excited state
as compared to incoherent resonant scattering by isolated nuclei. The time-
dependence of the intensity I(t) emitted by isolated nuclei is expressed by
an exponential function:

I(t) ∝ exp
(
−Γ0

~
t

)
= exp

(
− t

τ0

)
(A.5)

As can be seen from comparing Eqn. (A.4) and Eqn. (A.5), the increase in
the decay constant is given by the effective thickness χ, i.e. the decay speeds
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up linearly with increasing sample thickness d [124]. This is evidenced in
a time spectrum I(t) by the slope of the envelope Ien(t) increasing with
sample thickness. The decay rate is significantly enhanced further in grazing
incidence geometry, where the length of the beam path through the sample
is much larger than the sample thickness in forward geometry [77].

A.1.2 Dynamical beats

For nuclear resonant scattering experiments with synchrotron radiation, the
energetic bandwidth of the incident radiation is typically reduced to the
low (or even sub-) meV range by means of monochromators. But still, the
bandwidth of the incident radiation is about five orders of magnitude larger
than the linewidth of the nuclear resonance. This fact leads to the occurrence
of dynamical beats in the time spectrum I(t) of resonantly scattered intensity.
Dynamical beats are recognized by some characteristic properties [126]: The
time spectrum shows an aperiodic intensity modulation (see Fig. A.1. The
apparent period of this modulation increases with time. However, it decreases
for an increased sample thickness. The increase of the apparent beat period
with time is expressed by the

√
t-dependence of the Bessel function J1 in

Eqn. (A.2). The increase of the apparent beat period with decreasing sample
thickness is given by the dependence of the Bessel function J1 on the product
of effective thickness χ and time t.

This behavior can be interpreted in terms of the spectral group velocities of
the radiation pulse [126]: Since the synchrotron radiation pulse is so much
broader in energy than the resonance width, no single group velocity can be
assigned to it in a meaningful way. Instead, the radiation pulse is decomposed
into individual frequency components, to which individual spectral group
velocities can then be assigned. For frequencies ω near a resonance frequency
ω0 the real part of the dispersion relation

ω = c

n(ω)k0 (A.6)

is split into two branches, a high-frequency branch for ω > ω0 and a low-
frequency branch for ω < ω0, as shown in Fig. A.2. The spectral group
velocity vg(ωj) of pulse components with frequency ωj is given by the slope
of ω(k0) at the corresponding value of the wave vector norm k0(ωj) = ωj/c =
2π/λj, where c is the speed of light in vacuum:

vg(ωj) = dω

dk0
(ωj) (A.7)
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Figure A.2: The dispersion relation
near a resonance. ωi and ωj indicate
the frequencies of two pulse components
with identical spectral group velocity
vg = dω/dk.

vg(ωi) = vg(ωj)

As can be seen from Fig. A.2, pulse components with frequencies far from
the resonance frequency ω0 have a high spectral group velocity vg. Pulse
components with frequencies close to the resonance frequency ω0, however,
have a low group velocity. For each pulse component with frequencies ωi there
is another component with frequency ωj, which has the same group velocity
vg, as indicted in Fig. A.2. These two pulse components will therefore reach
the detector at the same time and interfere. This results in a beating in the
distribution of scattered intensity in time I(t) with the difference frequency
ωi − ωj. Pulse components with frequencies ωi, ωj far from the resonance
frequency ω0 have a high group velocity vg and a large frequency difference
ωi − ωi. They cause a fast beating at early times in I(t). Pulse components
with frequencies close to the resonance frequency have a low group velocity
and a small frequency difference. They cause a slow beating at later times
in I(t). This different behavior of different pulse components results in the
aperiodic beating described by the Bessel function J1 in the amplitude AAA(t),
Eqn. (A.2).

Also the dependence of the aperiodic beating on the sample thickness can
be explained in this picture [126]: At a given time t those pulse components
with the group velocity vg = d/t arrive at the detector. For a sample with
larger thickness this means that pulse components arriving at the same time t
must have traveled with a higher group velocity. As discussed above, a higher
group velocity is related to a larger difference in the frequencies of the pulse
components, and this in turn corresponds to a faster beating in I(t). Thus,
the apparent period of dynamical beats decreases with increasing sample
thickness.
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A.1.3 Determining the magnetic structure of a thin
layer

Consider a sample consisting of a substrate supporting a thin layer of 57Fe
with a magnetic hyperfine field of strength Bhf = 33.3 T, causing hyperfine
splitting of the nuclear levels as shown in Fig. (6.13), and with a given ar-
rangement of different in-plane orientationsmmmj of the magnetic quantization
axis, i.e. with a certain spin structure. Assume further, that the incident
radiation is fully σσσ-polarized and that the detection is insensitive to polar-
ization, as for many experiments with synchrotron radiation. In this case,
only nuclear transitions with quantum number change M = ±1 contribute
to the resonantly scattered intensity. For each magnetic sublattice j with
orientation mmmj the nuclear scattering length matrix NNN(ω) (see Eqn. (6.35))
is then reduced to

NNN j(ω) = 3
16π

(
Nj,σσ Nj,σπ

)
= 3

16π
(
F+1 + F−1 −i(kkk0 ·mmmj)(F+1 − F−1)

) (A.8)

The total nuclear scattering length matrix for all sublattices in the entire
sample is given by

NNN(ω) =
∑
j

pjNNN j(ω)

= 3
16π

(
F+1 + F−1 −iS(φ)(F+1 − F−1)

) (A.9)

with

S(φ) = kkk0 · (DDD(φ)MMM) , DDD(φ) =
(

cosφ sinφ
− sinφ cosφ

)
(A.10)

The rotation matrixDDD(φ) describes a rotation of the sample about its surface
normal by an angle of φ. The magnetic structure function MMM sums the
orientations mmmj of the magnetic quantization axes of all sublattices j. It
describes the spin structure of the sample. The atom positions are taken into
account by the phase factor exp (iqqqRRRj), where qqq is the wave vector transfer
in the scattering process and RRRj is the lattice vector (see Eqn. (6.18)) of the
respective sublattice.

MMM =
∑
j

pjmmmj exp (iqqqRRRj) ,
∑
j

pj = 1 (A.11)
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To obtain the resonantly reflected intensity I(t) (considering only nuclear
resonant scattering processes and not the prompt electronic scattering), the
Fourier transforms f̃σσ(t) and f̃σπ(t) of the nuclear scattering amplitude ma-
trix elements in Eqn. (6.31) are replaced by the Fourier transforms of the
nuclear scattering length matrix elements Nσσ(ω) and Nσπ(ω):

I(t) =
(∣∣∣F̃+1(t) + F̃−1(t)

∣∣∣2 + S2(φ)
∣∣∣F̃+1(t)− F̃−1(t)

∣∣∣2) χ′2
τ 2

0
exp

(
−χ′ t

τ0

)
(A.12)

F̃±1(t) are the Fourier transforms of the nuclear scattering strengths F±1(ω)
(see Eqn. (6.36)) with:

F̃+1(t) = (a1 exp (iω1t) + a4 exp (iω4t)) exp
(
− t

2τ0

)
F̃−1(t) = (a3 exp (iω3t) + a6 exp (iω6t)) exp

(
− t

2τ0

) (A.13)

aj are the relative weights of the different transitions with a = a1/a4 =
a6/a3 = 1/3. Since a1 = a6 and a3 = a4, it is |F̃+1(t)|2 = |F̃−1(t)|2. Inserting
Eqns. (A.13) into Eqn. (A.12) results in the occurence of frequency differences
ωi − ωj:

Ω1 = ω4 − ω1 = ∆e + ∆g

~

Ω2 = ω3 − ω1 = 2∆e

~

(A.14)

Defining the function

G(ν1, ν2, ν3) = cos (ν1t) + a2 cos (ν2t) + 2a cos (ν3t) (A.15)

the resonantly reflected intensity can be expressed as

I(t) =
(
G(0, 0,Ω1)(1 + S2(φ))

+G(Ω1 + Ω2,Ω1− Ω2,Ω2)(1− S2(φ))
)
· χ

2

τ 2
0

exp
(
−χ t

τ0

) (A.16)

The function S(φ) is obtained by fitting a calculated time spectrum to a
measured reflected intensity I(t) with a suitable program such as CONUSS
[128]. In this way, the magnetic structure functionMMM, i.e. the spin structure
of the sample, is recovered.
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A.2 Metal nanostructures on faceted α-Al2O3
substrates

A.2.1 Au and Cu nanostructures

A 57Fe thin film with periodically varying thickness on a nanofaceted α-
Al2O3 substrate has been discussed in section 8.2. This film was prepared
by sputter deposition under a polar angle exceeding the tilt angle of the sub-
strate facet surface facing the sputter source. If a polar angle smaller than
the facet tilt angle is chosen, separated parallel metal nanostripes are grown
on the nanofaceted substrate. While the width of the nanostripes can be ad-
justed via the polar angle of the sputter source and / or the facet dimensions
(see Eq.(8.1)), the thickness of the nanostripes can be determined via the
deposition duration. Thus, nanostripes with a variety of aspect ratios can
be prepared by varying readily adjustable parameters. As an example, Au
nanostripes were grown on α-Al2O3 substrates with different facet dimen-
sions. The widths of the nanostripes were 100 nm and 25 nm, respectively.
GISAXS pattern were taken during sputter deposition (see Fig. A.3): they
exhibit intensity modulations on the scattering rod at qy < 0, the period of
which corresponds to the thickness of the Au nanostripes growing on the S-
plane facet surfaces. The different aspect ratios of the Au nanostripe samples
result in different wavelength dependencies of their UV/VIS reflectance (see
Fig. A.4). This facile way of adjusting the nanostripe aspect ratio by sput-
ter deposition onto a faceted substrate may be of interest for applications
employing surface plasmon resonances [135].

Figure A.3: GISAXS patterns recorded during sputter deposition of Au onto the S-plane
facet surfaces of a nanofaceted α-Al2O3 substrate. Intensity scattered from the S-plane
facet surfaces is recorded at qy < 0. The increasing period of the intensity modulations on
the scattering rod qy < 0 corresponds to the increasing thickness of the Au nanostripes.
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Cu nanostripes have been prepared in the same manner. Heating the sample
to 1000 ◦C for 10 s resulted in the formation of spheres with a trimodal size
distribution, as can be seen in Fig. A.5. Such a sample of nanospheres with
three different sizes prepared from 57Fe can be suitable for demonstrating the
applicability of the GINSAXS principle (see section 8.2) to further sample
systems. The dimensions and size distribution of the Cu nanpsheres could be
adjusted by the dimensions of the initial Cu nanostripes and by the thermal
treatment procedure.

Figure A.5: AFM topograpy
micrograph (5 µm × 5 µm scan
area) of Cu nanospheres pro-
duces by heating Cu nanos-
tripes on a nanofaceted α-
Al2O3 substrate.
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A.2.2 57Fe film with periodically varying thickness:
Simulation of GISAXS patterns

GISAXS patterns of a continuous 57Fe film with periodically varying thick-
ness on faceted α-Al2O3 (see section 8.2) were simulated using the program
FitGISAXS [120]. The reader is referred to the manual to the program for
definitions of the individual input parameters. The parameter tshell, meaning
the thickness of the 57Fe shell as measured perpendicular to the substrate
surface (see Fig. A.6), is varied in the simulations.

Figure A.6: The core-shell ripple form factor in FitGISAXS. From [120].

2D simulations and experimental data of the GISAXS intensity distribution
I(qyqyqy, qzqzqz) recorded after subsequent sputter deposition steps are compared in
Figs. A.7 to A.8. Note, that the left and right half of each pattern had to
be simulated separately and were combined into one figure afterward: The
core-shell ripple form factor in the employed simulation program is defined
such that the shell thickness on the two faces of the facets (ripples) cannot be
chosen independently. However, independent shell thicknesses on both facet
surfaces are required to describe the sample system properly. Furthermore,
as can be seen from Fig. A.6, the input parameter tshell means the shell
thickness measured perpendicular to the macroscopic sample surface. In
order to obtain the actual film thicknesses measured normal to the tilted
facet surfaces, tshell has to be multiplied by a factor of cos (φ), where φ is
the respective tilt angle of the left or right facet faces. The appropriate
values of tshell were identified by the best agreement of line cuts along the
tilted scattering rods in corresponding experimental and simulated scattering
patterns (see Figs. A.9 and A.10). The primary focus was on finding the
thicknesses of the 57Fe film on the different facet surfaces by means of these
simulations. Apart from shape and lateral distribution of the facets, further
parameters were not optimized in the simulations.
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Scan 005 

(a) bare substrate

Scan 005 

(b) bare substrate

Scan 013 

(c) 120 s deposition

Scan 013 

(d) 120 s deposition

Scan 020 

(e) 135 s deposition

Scan 020 

(f) 135 s deposition

Scan 021 

(g) 150 s deposition

Scan 021 

(h) 150 s deposition

Figure A.7: GISAXS patterns of a 57Fe film on a nanofaceted α-Al2O3 substrate after
subsequent steps of sputter deposition: Comparison of experimental data (left) and sim-
ulations (right).
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Scan 026 

(a) 225 s deposition

Scan 026 

(b) 225 s deposition

Scan 027 

(c) 300 s deposition

Scan 027 

(d) 300 s deposition

Scan 035 

(e) 420 s deposition

Scan 035 

(f) 420 s deposition

Scan 036 

(g) 630 s deposition

Scan 036 

(h) 630 s deposition

Figure A.8: GISAXS patterns of a 57Fe film on a nanofaceted α-Al2O3 substrate after
subsequent steps of sputter deposition: Comparison of experimental data (left) and sim-
ulations (right).
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Scan 013 

(c) 120 s deposition

Scan 013 

(d) 120 s deposition

Scan 020 

(e) 135 s deposition

Scan 020 

(f) 135 s deposition

Scan 021 

(g) 150 s deposition

Scan 021 

(h) 150 s deposition

Figure A.9: Cuts through the left and right tilted scattering rods in GISAXS patterns of a
57Fe film on a nanofaceted α-Al2O3 substrate after subsequent steps of sputter deposition
(see Figs. A.7 and A.8): Comparison of experimental data (black dots) and simulations
(red lines). Labels state the value of the simulation parameter tshell.
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Scan 026 

(a) 225 s deposition

Scan 026 

(b) 225 s deposition

Scan 027 

(c) 300 s deposition

Scan 027 

(d) 300 s deposition

Scan 035 

(e) 420 s deposition

Scan 035 

(f) 420 s deposition

Scan 036 

(g) 630 s deposition

Scan 036 

(h) 630 s deposition

Figure A.10: Cuts through the left and right tilted scattering rods in GISAXS patterns of a
57Fe film on a nanofaceted α-Al2O3 substrate after subsequent steps of sputter deposition
(See Figs. A.7 and A.8): Comparison of experimental data (black dots) and simulations
(red lines). Labels state the value of the simulation parameter tshell.
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A.3 Diblock copolymer templates

A.3.1 Determination of the thickness of diblock co-
polymer films by x-ray reflectivity

The thickness of diblock copolymer films in dependence of the solution con-
centration was determined from x-ray reflectivity curves. These were recorded
on a laboratory x-ray diffraction system (Seifert XRD 3003 PTS). The sys-
tem was run at a power of P = U · I = 40 kV · 40 mA = 1.6 kW, the
wavelength was λ = 0.154 nm, and the beamsize was approximately 15 mm
in the sample plane and 0.2 mm perpendicular to the sample plane. All but
two samples were 20 mm × 20 mm; one sample was 15 mm × 15 mm and
one sample was 10 mm × 10 mm.

Fig. A.11 shows the reflectivity curves of thin films of the symmetric PS-
b-PMMA(203/203) and the asymmetric PS-b-PMMA(63/142), respectively,
prepared from solutions of different concentrations as indicated by the labels.
The films were cast by spin coating at an angular velocity ω of 3000 rotations
per minute, i.e. ω = 113076 rad/s. The peak at 2θ = 3.4 ◦ is a feature of the
instrument and does not originate from the samples.

According to Bragg’s law, destructive interference is given for

2n+ 1
2 λ = 2d sin (θ) (A.17)

where n = 0, 1, 2, . . ., λ is the wavelength of incident radiation, d is the layer
thickness, and θ is the incident and exit angle. Thus, the angular values
θ = 2θ/2 for destructive interference were read from the measurements as the
positions of intensity minima in the reflectivity curves. The film thickness d
for each sample was then determined as the slope of the line y = mx with y =
(2n+ 1)λ/2 and x = 2 sin (θ). Fig. A.12 shows the extracted film thicknesses
as functions of the solution concentration. Within the investigated range
of concentrations, the film thickness depends approximately linearly on the
solution concentration with d ≈ 5.25c for PS-b-PMMA(203/203) and d ≈
4.55c for PS-b-PMMA(63/142), where d is given in nm and c is given in
mg/ml.
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Figure A.11: X-ray reflectivity curves of diblock copolymer thin films on SiOx substrates.
Curves have been shifted along the intensity scale for clarity. Labels state the respective
solution concentration. Laboratory x-ray source, λ = 1.54 nm.
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Figure A.12: The thicknesses of diblock copolymer films in dependence of the concentration
of the solution they were prepared from. Error bars are too small to be displayed.
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A.3.2 Removal of the PMMA block by acetic acid

Fig. A.14 shows the result of exposing a thin film of PS-b-PMMA(203/203)
to UV radiation of λ = 254 nm wavelength for 6 h, drying it for 15 h at
50 ◦C, and then immersing it into undiluted acetic acid for 2 s. In the
right half of the micrograph all of the initial PS-b-PMMA film is missing.
Some PS lamellae at the edge are partly detached from the array of other PS
lamellae. The distance between the PS lamellae is generally uneven. Residues
of PMMA remain on top of the PS lamellae. This observation suggests,
that the PS-b-PMMA film had assumed a s-L⊥ morphology with surface-
perpendicular PS domains reaching vertically down to the film / substrate
interface (see Fig. A.13). If the film had assumed the symmetric hybrid s-
H morphology with a continuous PMMA layer at the substrate interface, it
would appear unlikely to find any PS domains left attached to the substrate
after removal of the PMMA block.

s-L
 s-H 

Figure A.13

A.3.3 Alternative morphologies in thin films of sym-
metric PS-b-PMMA

Different alternative morphologies to the s-L⊥ morphology can occur in com-
positionally symmetric PS-b-PMMA thin film with thicknesses between d6 =
30 nm and d12 = 65 nm, depending on the film thickness as shown in
Fig. A.15. No alternative morphology was observed for the films of d15 =
85 nm ≈ 0.8D0 - however, the number of investigates samples was small in
this case. Tab. A.1 lists the frequency with which the alternative morpholo-
gies occurred in the set of samples considered here. This set is surely too
small to allow for statistically significant conclusions. Nevertheless, it may
give a first impression of how reproducible the chemically nanopatterned
surfaces prepared by the proposed routine are.

The alternative morphologies are characterized by the presence of cylindri-
cal domains, which are not expected for the symmetric, lamellae-forming di-
block copolymer PS-b-PMMA(203/203). The type of alternative morphology
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Figure A.14: AFM topography micrograph of a thin film of lamellae-forming PS-b-
PMMA(203/203) which underwent a non-optimized treatment of exposure to UV irra-
diation and cleaning with acetic acid. The scale bar is 2 µm long.
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solution film total number s-H or s-L⊥ alternative
concentration thickness of samples morphology morphology

6 mg/ml 30 nm 3 2 1
8 mg/ml 41 nm 7 3 4
9 mg/ml 46 nm 3 1 2
10 mg/ml 51 nm 12 7 5
12 mg/ml 65 nm 3 2 1
15 mg/ml 85 nm 3 3 0

Table A.1

found in a sample depends on the film thickness: Samples of the same thick-
ness exhibit the same alternative morphology. The alternative morphologies
may vary quantitatively – e.g. in the ratio of areas covered by cylindrical and
lamellar domains, respectively, for samples of thickness d8 = 41 nm – but
do not vary qualitatively for samples prepared from solutions with the same
concentration and with homogeneous thickness. The alternative morphology
for thickness d6 = 30 nm contains lamellar and cylindrical PMMA domains,
while the alternative morphology for thicknesses larger than d8 = 41 nm
show lamellar and cylindrical PS surface domains. Beginning at thickness
d8.5 (c = 8.5 mg/ml), poorly separated lamellar domains occur – resembling
those observed in the regular morphology for thickness d12 = 65 nm. Their
frequency increases with increasing film thickness, until almost all lamellar
domains are poorly separated in films of thickness for d10 = 51 nm, while the
cylindrical domains remain well-separated. The alternative morphology for
film thickness d12 = 65 nm includes lamellar domains with varying quality
of microphase separation – resembling those of the morphology of films with
thickness d15 = 85 nm: Here, the height difference between PS and PMMA
domains alternates regularly between high and low along the lamellae, but
is the same for adjacent sections of neighboring lamellae.

The surface topography of a sample with undesired inhomogeneous film thick-
ness is depicted in Fig. A.16. It corroborates the thickness dependence of the
alternative morphologies. The film was prepared from a solution with c =
8.5 mg/ml. However, besides the corresponding alternative morphology with
few poorly separated lamellar domains (region 2) it also exhibits the alter-
native morphology for film thickness d8 = 41 nm with no poorly separated
lamellar domains in thinner film regions (1) and the alternative morphology
for film thickness d9 = 46 nm with many poorly separated lamellar domains
in thicker film regions (3). Analogous behavior was found for samples of
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  (a) d6 = 30 nm   (b) d8 = 41 nm

  (c) d9 = 46 nm   (d) d10 = 51 nm

  (e) d12 = 65 nm   (f) d15 = 85 nm

Figure A.15: Lamellae-forming PS-b-PMMA(203/203) thin films of increasing film thick-
ness d6 = 30 nm to d15 = 85 nm on SiOx substrates; d10 = 51nm ≈ 0.5D0. The films
exhibit alternative surface-perpendicular morphologies deviating from the regular s-Lperp

morphology. Scale bars are 1 µm long; scale bar in (f) is 250 nm long.

211



  

1

12

3

(a)

  

1

2

1

3

(b) perspective view of (a)

Figure A.16: Lamellae-forming PS-b-PMMA(203/203) thin film with inhomogeneous
thickness, exhibiting different alternative morphologies corresponding to the local film
thickness. The scale bar is 1 µm long.
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inhomogeneous thickness prepared from solutions with c = 9 mg/ml and c
= 10 mg/ml.

Chen and coworkers have also observed cylindrical PS domains in thin films
of symmetric PS-b-PMMA and identified this as a non-equilibrium state [6].
Why here these alternative morphologies occur under the same conditions
as the regular morphologies cannot be clarified by means of the available
data. Several factors which may influence the outcome of the solvent vapor
annealing were not subject to control in the setup and procedure as de-
scribed in section 5.5: The substrate cleaning process may have left residues
on the substrate surface which alter the interactions between substrate and
PS-b-PMMA film. Minimal changes of the ambient temperature cannot be
excluded, the exact solvent vapor pressure was neither monitored nor con-
trollable, and the same holds especially for the rate of solvent removal.

A.3.4 Buffer layers

Using the standard procedure of spin coating, drying, and solvent vapor
annealing, PS-b-PMMA thin film with chemically patterned surfaces can
not only be produced on plain SiOx substrates, but also on SiOx substrates
with different buffer layers. Fig. A.17 shows the surface morphologies of thin
films of asymmetric PS-b-PMMA(63/142) (c = 8 mg/ml) and of symmetric
PS-b-PMMA(47/53) (c = 10 mg/ml) on SiOx substrates with Pt, Ti, and
Fe buffer layers, respectively. The buffer layers were deposited by sputter
deposition in a UHV system, but were in contact with air during preparation
of the diblock copolymer thin films.

All samples exhibit well-separated chemical domains of the morphologies
expected for the respective chemical composition of the diblock copolymers,
i.e. surface-perpendicular cylindrical PS domains for the asymmetric PS-
b-PMMA and surface-perpendicular lamellar domains for symmetric PS-b-
PMMA. Fe and Pt have a high selectivity for the PS block, when deposited
onto a microphase separated PS-b-PMMA film (see section 10.2). However,
when Fe or Pt are used as a buffer layers, this selectivity does not alter the
interactions between the PS-b-PMMA and its support in a way which would
change the morphology of the film surface. The oxidized Fe surface may
even be preferred by PMMA, generating asymmetric wetting conditions as
on SiOx.
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  (a) PS-b-PMMA(63/142)/Pt/SiOx
  (b) PS-b-PMMA(63/142)/Pt/SiOx

  (c) PS-b-PMMA(63/142)/Ti/SiOx
  (d) PS-b-PMMA(63/142)/Ti/SiOx

  (e) PS-b-PMMA(47/53)/Fe/SiOx
  (f) PS-b-PMMA(47/53)/Fe/SiOx

Figure A.17: Thin films of cylinder-forming PS-b-PMMA(63/142) and lamellae-forming
PS-b-PMMA(47/53) on SiOx substrates with buffer layers, exhibiting regular microphase
separation. Micrographs in each row show different areas of the same sample. Left / right
column: Scale bars are 1 µm / 250 nm long.
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A.4 57Fe nanodots on diblock copolymer
templates

A.4.1 Simulation of GISAXS patterns

An in-situ GISAXS experiment on the temperature dependence of the shape
of 57Fe nanodots growing on a diblock copolymer template was discussed
in section 10.3.1. The GISAXS patterns recorded during nanodot growth
at room temperature and at 200 ◦C, respectively, were simulated using the
program IsGISAXS [117], assuming cone-shaped nanodots. Figs. A.18 and
A.19 show horizontal and vertical line cuts through the GISAXS patterns
recorded during the first 240 s of 57Fe sputter deposition together with the
corresponding simulations.

The agreement between experiment and simulation is good for the sample
grown at room temperature, except for high qz values in the vertical line cuts.
However, the measured scattered intensity in this qz regime is two to four
orders of magnitude lower than the maximum scattered intensity. Overall,
the assumption of cone-shaped nanodots appears to fit the actual sample
morphology well.

For the sample grown at 200 ◦C, the simulation is in excellent agreement
with the experiment for later deposition stages (180 s to 300 s, see also
Fig. 10.12 (d, f)). However, if the deduced growth behavior of the 57Fe nanos-
tructures in these late deposition stages is extrapolated to the earlier deposi-
tion stages (60 s and 120 s of 57Fe deposition), the simulations fit the experi-
mental data less well, especially in the horizontal line cuts for qz > 0.75 nm−1.
This indicates a qualitative change of the nanodot shape between 120 s and
180 s of deposition - however, a better agreement between simulation and
experiment was not achieved with the available form factors and in the given
time for data evaluation.
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Figure A.18: Simulations of horizontal (left column) and vertical (right column) line cuts
through GISAXS patterns of a hexagonal array of nanodots on a diblock copolymer tem-
plate, recorded during nanodot growth at room temperature. Labels state the elapsed
deposition time.
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Figure A.19: Simulations of horizontal (left column) and vertical (right column) line cuts
through GISAXS patterns of a hexagonal array of nanodots on a diblock copolymer tem-
plate, recorded during nanodot growth at 200 ◦C. Labels state the elapsed deposition
time.
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