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Abstract
Future electron-positron-collider experiments will require unprecedented jet-energy resolu-
tion to complete their physics programs. This can only be achieved with novel approaches
to calorimetry. One of these novel approaches is the Particle Flow Algorithm, which uses
the best suited sub-detector to measure the energy of the particles produced by the electron-
positron collision. The CALICE Collaboration evaluates di�erent read-out technologies for
Particle Flow Calorimeters. This thesis describes the comparison of two di�erent absorber
materials, iron and tungsten, for the CALICE Analog Hadron Calorimeter. It is described
how testbeam data, that has been recorded in the range from 2 GeV to 10 GeV with the
Analog Hadron Calorimeter is calibrated, and how samples are selected containing showers
from just one particle type. The data is then compared to simulations and the remaining
disagreement between data and simulation is discussed. The validated simulations are then
used to decompose the showers into di�erent fractions. These fractions are compared for
the two absorber materials to understand the impact of the absorber material choice on
the calorimeter performance.
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Zusammenfassung
Zukünftige Elektron-Positron-Collider Experimente erfordern eine nie zuvor erreichte Jet-
Energie Au�ösung für ihre Physik Programme. Dies kann nur mit neuen Ansätzen für
die Kalorimeter erreicht werden. Einer dieser neuen Ansätze ist der Particle Flow Algo-
rithmus, der den jeweils bestgeeigneten Unterdetektor nutzt, um die Energie von den in
der Elektron-Positron Kollision produzierten Teilchen zu messen. Die CALICE Kollab-
oration evaluiert verschiedene Auslesetechnologien für Particle Flow Kalorimeter. Diese
Arbeit beschreibt, den Vergleich von zwei verschiedenen Absorbermaterialien, Eisen und
Wolfram, für das CALICE Analoge Hadron Kalorimeter. Es wird beschrieben, wie Test-
beamdaten, die bei Energien von 2 GeV bis 10 GeV mit dem Analogen Hadron Kalorimeter
aufgenommen wurden, kalibriert werden und wie Datensätze, die nur Schauer von einer
Teilchenart enthalten, selektiert werden. Die Daten werden mit Simulationen verglichen
und die verbleibenden Unterschiede zwischen Daten und Simulationen werden diskutiert.
Die validierten Simulationen werden dann genutzt um die Schauer in verschiedene Kompo-
nenten zu zerlegen. Diese Komponenten werden zwischen den beiden Absorbermaterialien
verglichen, um zu verstehen, welchen Ein�uss die Wahl des Absorbermaterials auf die
Kalorimeterleistung hat.
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Introduction

Roughly a century after the beginning of modern physics with the discovery of quantum
theory and relativity, particle physics has formed a theoretical model, which can explain
the overwhelming majority of all measurement results: the Standard Model of particle
physics [1, 2, 3]. The Standard Model describes the constituents of matter as twelve
fermions, six quarks, which form the hadrons, and six leptons. For each of the particles,
there is an anti-particle, having the same mass, but opposite quantum numbers. Hadrons
like protons, neutrons, pions and others are formed from either combinations of three quarks
or quark-anti-quark pairs. The twelve fermions are further divided into three generations,
where the properties of the generations are similar, except for the mass. The gauge bosons
of the strong and electroweak interaction mediate the forces between these fermions. All
these particles have been observed in experiments. Not included in the standard model of
particle physics is the gravitational force, which can typically be neglected in the quantum
regime due to the small involved masses.

The standard model particles have zero mass in this theory, which obviously contradicts
the measured masses of these particles. This shortcoming of the standard model can be
overcome by breaking of the electroweak symmetry, which can be done by adding a new
scalar �eld, the Higgs �eld. The Higgs-�eld generates the particle masses by its couplings
to the standard model particles [4, 5, 6]. By the introduction of this �eld a new parti-
cle, the Higgs particle is also introduced. The search for this particle lasted for several
decades without success and the possible mass of the Higgs, which is not �xed by theory,
was already severely constrained by earlier experiments at the LEP and Tevatron colliders
(and other experiments). However, a new boson with a mass around 125 GeV, that is so
far consistent with this Standard Model Higgs, has recently been discovered by both the
ATLAS and CMS collaborations at the Large Hadron Collider at CERN [7, 8].

Despite the enormous success of the standard model to explain experimental results,
it is clear, that the standard model has limitations. At the moment it is not clear, how
neutrino masses, that are measured in neutrino oscillation experiments can be consistent
with the experimental absence of right-handed neutrinos (and left handed anti-neutrinos).
Another example that can point at physics beyond the standard model are the measured
rotational spectra of galaxies and larger cosmological objects, that are not in agreement
with the visible matter distributions of these objects. The additional matter needed to
explain the rotational spectra is called dark matter, since it underlies gravity but is not
visible in the electromagnetic spectrum. A possible candidate for this matter is one or
more unknown particles.
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The capability of the Large Hadron Collider for precision measurements of this new par-
ticle, and others that might be found in the future, is limited, since the collisions parameters
are not well de�ned due to the compound nature of the collided protons and the strong
backgrounds from proton collisions. Therefore, a next generation of electron-positron col-
liders, which have the capability for precision measurements of the Higgs particle, has been
developed and proposed. Besides precision measurements of the Higgs-like particle, these
physics programs also foresee searches for physics beyond the Standard Model, precision
measurements of th top quark mass and many others [9, 10].

Besides new accelerator technology that has to be developed for the next generation col-
liders to achieve the desired collision energy and collision rate, the precision requirements
set also unprecedented performance goals for the detectors that record the collisions. The
required jet-energy resolution of a few percent at around 100 GeV (to distinguish W-boson
and Z-boson decays), can only be achieved with new detector concepts as the Particle Flow
concept. This concept aims to measure each collision product with the sub-detectors which
o�ers the best measurement. It is used in a simple version, called energy �ow, at the CMS
detector. It requires optimized sub-detectors as tracking systems and calorimeters, with
high granularity to disentangle the signals from the individual collision products. The
CALICE collaboration has developed several high-granular calorimeter prototypes with
di�erent read-out technologies: Digital, semi-digital and analog high-granular sandwich
calorimeters. However, the choice of the absorber material is not �xed by the read-out
technology. Therefore this thesis will investigate the di�erences of hadron showers in an
analogue high-granular sandwich calorimeter equipped with either tungsten or iron ab-
sorber plates.

Chapter 1 will give a brief introduction to the two most advanced next generation
electron-positron collider projects and their detectors.
Chapter 2 will introduce the physics of particle showers and the underlying mechanisms for
di�erent particles. This chapter will also give a summary on the most important principles
in calorimetry and an introduction into the principles of Particle Flow calorimetry, which
is the design paradigm of the detectors for the next generation of electron-positron linear
colliders.
Chapter 3 is a description of the Analog Hadron Calorimeter used to record the data which
is evaluated in this thesis. It is one of the CALICE collaboration prototype calorimeters
and constructed as a sandwich calorimeter with layers of scintillator tiles which are read
out by Silicon Photomultipliers. These active layers are interleaved with metal absorber
layers which induce particle showers. The active layers are described in detail as well as
the two di�erent absorber materials used and the read-out electronics needed to record
shower data.
The shower data which is evaluated in this thesis has been recorded during two di�erent
testbeam campaign at the Fermi National Accelerator Laboratory and at CERN. The two
experimental setups are described in chapter 4.
The recorded data is compared with di�erent hadron shower simulations. Chapter 5 gives
a brief overview on the di�erent hadrons physics simulations from the GEANT4 software
framework, which are used for the thesis.
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The data which has been recorded needs to be calibrated and corrected for e�ects
like saturation of the Silicon Photomultipliers. The calibration procedure is explained
in chapter 6. Also explained are the extraction of the calibration constants and the re-
quired measurements. Although, both datasets have been analyzed before [11, 12], several
problems in the calibration of both data sets have been spotted and �xed. Additionally
the inter-tile crosstalk, an important parameter for the detector simulation of the Analog
Hadron Calorimeter, has been measured.
The recorded data sets include showers from electrons and hadrons as well as muons and
have to be separated into samples containing only shower data from one particle type. The
existing event selections for both analysis has been harmonized for both datasets. Addi-
tional criteria to improve the data quality, especially for a multi-particle contamination of
the FNAL data, which has not been reported before, are described in chapter 7.
The simulation parameters used for the existing analysis di�er and lead to unreasonable re-
sults if applied to the other analysis. Chapter 8 describes how detector e�ects are simulated
and the input parameters to the simulation are discussed. Also a shower decomposition al-
gorithm developed for this thesis is described. It searches in the shower history backwards
from the energy deposition inside the calorimeter to the �rst inelastic scattering for certain
processes and assigns the scintillator energy depositions to di�erent showers components
according to the found intermediate interactions.

The simulated data is then compared to recorded data in chapter 9. The data from
muons and electrons is used to validate the detector simulation. Once the uncertainty of
the detector simulations is quanti�ed, the simulated pion showers are compared to experi-
mental shower data for both iron and tungsten absorber.
Additional details of the shower development can then be extracted from the veri�ed pion
shower simulation to understand the di�erences of the shower development between iron
and tungsten absorber con�gurations of the Analog Hadron Calorimeter. In chapter 10 the
simulated data is used to decompose the showers into di�erent components, which are then
compared for the two absorber types. These di�erences of the shower components can be
used to understand and explain the di�erences of the single particle energy resolution for
the two absorber con�gurations of the Analog Hadron Calorimeter.
The thesis will close with a summary and discussion of the results and a outlook.
The results contained in this thesis have not yet been approved by the CALICE collabo-
ration.
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Chapter I

Future Linear Collider Experiments

The Large Hadron Collider (LHC) [13] is up to the present day the most powerful particle
accelerator. It is a proton-proton ring collider which can accelerate and collide protons
up to an center-of-mass energy of

√
s = 14 TeV. Additionally it o�ers the possibility to

accelerate and collide also heavy ions. The main purpose was to extend the Higgs search to
higher energies as well as to search for physics beyond the standard model. However, due
to the composite nature of the protons, neither the exact energy of the colliding particles,
nor other collision parameters like the spin orientation of the colliding particles is well
de�ned.
These limitations can be overcome by colliding leptons instead of hadrons, as these are
particles without any known substructure. Therefore, the collision energy of a lepton
collision is known with signi�cantly higher precision. Additionally the lepton beams can
be polarized, so that also the spin orientations of the colliding particles are well known.
Therefore an e+e− collider is the natural candidate to complement the discovery machine
LHC for precision measurement.
The maximum achievable collision energy of a ring collider is limited by energy losses of
the accelerated particles due to synchrotron radiation, which scales in power Psync as:

Psync ∝
E4

r ·m4
, (1.1)

with E as energy, m as mass of the accelerated particle, and r as acceleration ring radius.
The radiation losses are signi�cantly higher for electrons than for protons, due to the strong
mass dependence. So far, the maximum energy for electrons was achieved with the LEP
accelerator at CERN (

√
s = 209 GeV with a ring circumference of around 27 km), taking

into account nowadays acceleration technology and a reasonable ring radius in terms of
building costs.

Therefore the next electron-positron collider will most likely be a linear accelerator with
collision energies near the TeV region, and with a physics program concentrated of preci-
sion measurements of the Higgs-like particle found at the LHC, since this energy regime
gives access to several productions channels (see �g. 1.1). Also the search for possible new
physics beyond the standard model will continue. Two di�erent linear accelerators are
currently discussed as the most promising and mature projects: the International Linear
Collider (ILC) and the Compact Linear Collider (CLIC). Although both di�er drastically
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Figure 1.1: Cross sections for di�erent production mechanisms for a 125 GeV Higgs boson as a
function of the e+e− center-of-mass energy [14].

in the used accelerator technology and the resulting beams, the foreseen detectors to record
the collision data are similar. In fact the CLIC detectors have been adapted from the ILC
ones and have been modi�ed for the di�erent collision environment. The following chapter
will give a brief summary of the two accelerators and their detectors.

1.1 The International Linear Collider

The International Linear Collider is a planned electron-positron linear collider based on
super-conducting acceleration cavities and with a design luminosity of 1.8 · 1034 cm−2s−1

at a center-of-mass energy of 500 GeV [15]. A possibility for a later upgrade of the center-
of-mass energy to 1 TeV and higher luminosity is foreseen. The project has reached a level
of maturity where a site for the construction has been identi�ed.
Figure 1.2 shows a schematic overview of the ILC accelerator. Bunches of polarized elec-
trons are ejected by laser pulses from a photocathode in the electron source. The bunches
are accelerated to 5 GeV in a superconducting linac and then collected in the electron
damping ring. Bunch trains are formed and the beam emittance is reduced by the use of
superconducting wiggler magnets which induce synchrotron radiation.
The electron bunch trains are transported from the damping rings to the main linac by the
Ring to Main Linac. It accelerates the electrons from 5 GeV to 15 GeV, while compressing
the bunches from a bunch length of several millimeters to a few microns as required in the
region where the electrons and positrons interact (IR). It also features magnets to orient
the spin polarization in the desired direction.
The ILC Main Linacs accelerate the electrons (and positrons) from 15 GeV to a maximum
energy of 250 GeV. The acceleration is achieved with superconducting niobium cavities
which are powered by clystrons. The cavities are operated at 2 Kelvin and are housed in
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Figure 1.2: Overview of the ILC layout (not to scale)[15].

cryomodules. The cavities provide acceleration gradients of more than 30 MV
m
, which was

only achieved for mass production techniques after a decade of extensive R&D.
After the acceleration to 250 GeV the electrons are transported through a superconducting
helical undulator that generates photons with maximum energies up to around 30 MeV.
Then the electron beam is separated from the generated photon beam by using a low-
emittance-preserving chicane and transported by the Beam Delivery System (BDS) to the
IR where two detectors can be operated alternately in a push-pull con�guration. The BDS
focuses the beam to the size needed to meet the design luminosity goals and also dumps
the beams after the collision.
The photon beam generated by the undulator is directed to a titanium target, where
electron-positron pairs are produced. The electrons and remaining photons are dumped,
while the positrons are accelerated in a �rst step to 400 MeV. The positron bunches are
then also accelerated to 5 GeV with a superconducting linac as the electrons. Afterwards
the positrons are injected into a second damping ring parallel to the electron ring, from
where they follow a similar line as the electron beams until they are brought into collision
with the electrons. The foreseen beam-structure will result in bunch trains, that allow
roughly one collision per 0.5 µs for more than 1000 bunches, but with a long spacing of
almost 200 ms between the bunch trains.

1.2 The Compact Linear Collider

The second project for a planned electron-positron linear collider, which has reached a
reasonable level of maturity, is the Compact Linear Collider (CLIC) [14]. However, it is
not as advanced as the ILC project, since a new acceleration concept for the electron and
positron beams is foreseen, which requires still ongoing R&D: Additional low energy, high
current beams, called drive beams, are decelerated and the energy is transferred to copper
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Figure 1.3: Overview of the CLIC layout at
√
s = 3 TeV [14].

cavities to accelerate the colliding electron and positron beams. The center-of-mass energy
is foreseen to be initially at 500 GeV. An extensions of the acceleration region could up-
grade the accelerator to a center-of-mass energy of up to 3 TeV.
Figure 1.3 shows a schematic overview of the accelerator. The colliding beams are produced
in conventional electron and positron sources and accelerated to 2.86 GeV until they are
injected into two consecutive damping rings, the pre-damping rings (PDR) and the damp-
ing rings (DR), where the beam emittance is reduced. The main beams are transferred
from the damping rings to the main linac by the Ring to Main Linac, where the beams are
compressed longitudinally and accelerated to 9 GeV. The main linac uses cavities made of
copper to achieve acceleration gradients of around 100 MV

m
.

The RF power needed to achieve the acceleration is extracted from high-current, low-
energy drive beams, that run parallel to the colliding beams through a sequence of power
extraction and transfer structures. A 500 GeV CLIC would only need a single drive beam
that can power both the main electron and the main positron beam.
Once the beams have been accelerated to the collision energy, they are transported by the
Beam Delivery System (BDS) to the Interaction Region, where they are brought into col-
lision. Prior to the collision the beams are further compressed by the BDS. The collisions
are recorded by either one of two detectors in a push-pull con�guration. The beam-related
backgrounds for the collisions are stronger compared to ILC due to the even more com-
pressed bunches and therefore stronger �elds.
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1.3 Detectors

Both accelerators are foreseen to have two multi-purpose detectors recording the e+-e−

collisions, where either one records data, while the other detector can be accessed for
maintenance. The two planned detectors for the ILC are the International Large Detector
(ILD) and the Silicon Detector (SiD) [16]. Schematic overviews of both detectors are shown
in �gure 1.4 and �gure 1.5. The two detectors currently foreseen for the CLIC accelera-
tor are CLIC-ILC and CLIC-SID [10], which are adaptations of the ILC detectors for the
di�erent collision environment at CLIC. Some of the key parameters for the detectors are
summarized in table 1.1.
The detectors have been optimized for unprecedented jet-energy resolution of 3-4 % at
the a jet-energies between 50 GeV and 500 GeV, maximized hermeticity and minimized
dead material budget, while providing also good vertex reconstruction. The requirement
for the jet-energy resolution is ful�lled by designing the detectors for the Particle Flow
algorithm (see chap. 2), which uses the best suited sub-detector to precisely measure the
energy of each of the collision products to optimize the overall jet-energy resolution. This
requires excellent tracking resolution and highly granular calorimeters. The tracking and
calorimeter system are placed inside the magnet coil to minimize uninstrumented volumes.
Additionally the �ux return yoke is also instrumented, which can be utilized for muon
tracking and as tail catcher for the calorimeter.

The SiD detector concept is based almost completely on silicon read-out technologies
and features an all silicon tracking system and an electromagnetic calorimeter based on sil-
icon chips as active material. For the hadron calorimeter gas is foreseen as active material.
In contrast to this, the ILC concept foresees a Time-Projection-Chamber (TPC) combined
with a silicon vertex detector as tracking system. The electromagnetic calorimeter for this
detector is planned with scintillator and silicon as active material. The hadron calorimeter
is planned to use either scintillator or gas as active material. The detectors have been
designed with a central barrel regions with two end-cap plugs.

The modi�cation for the CLIC detectors include higher performance constraints on
the vertex detectors, due to the stronger backgrounds, and an increased magnetic �eld,
due to the higher average particle momentum of the collision products. Additionally the
calorimeters have to be thicker in terms of interaction lengths (see chap. 2), which can be
achieved by a change of the absorber material for the hadronic calorimeter from iron to
tungsten. It is crucial to understand the di�erences of the shower development in iron and
tungsten to estimate the impact of this absorber change.
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Figure 1.4: View of the ILD detector concept on its platform [16].

Figure 1.5: View of the SiD detector concept on its platform [16].
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Concept ILD CLIC_ILD SiD CLIC_SiD

Tracker TPC / Silicon TPC / Silicon Silicon Silicon
Solenoid Field [T] 3.5 4 5 5
Solenoid Free Bore [m] 3.3 3.4 2.6 2.7
Solenoid Length [m] 8.0 8.3 6.0 6.5
Vertex Inner Radius [mm] 16 31 14 27
ECAL rmin [m] 1.8 1.8 1.3 1.3
ECAL δr [mm] 172 172 135 135
HCAL Absorber B / E Fe / Fe W / Fe Fe / Fe W / Fe
HCAL [λint] 5.5 7.5 4.8 7.5
Overall Height [m] 14.0 14.0 12.0 14.0
Overall Length [m] 13.2 12.8 11.2 12.8

Table 1.1: Some key parameters for the ILC and CLIC detector concepts [10]. The inner radius
of the electromagnetic calorimeter is given by the smallest distance to the main detector axis.
Materials for the HCAL absorber are given for the barrel (B) and end-cap (E) sections.
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Chapter II

Particle Showers and Calorimetry

When high energetic particles traverse dense matter, they will typically interact with the
atoms of the matter. Calorimeters in high energy physics, which are used to measure
particle energies, make use of this fact by measuring signals from the remnants of these
interactions. This chapter gives a brief overview of the physics that describe the inter-
actions of the traversing electrons, muons, and hadrons with the atoms of the traversed
matter. It will also give a short summary of the aspects of calorimetry that are relevant
for this thesis, the energy resolution of calorimeters and an introduction to Particle Flow
calorimetry.

2.1 Electromagnetic Cascades

High-energy electrons, positrons, and photons traversing dense matter, like the absorber
material of a calorimeter, lose their kinetic energy by electromagnetic processes. The con-
tributions of these processes to the total energy loss depend on the kinetic energy of the
electron (or positron) as shown in �gure 2.1.

At energies above roughly 100 MeV, and in many materials already at lower energies,
the principal source for energy loss is the emission of Bremsstrahlung photons, which is due
to de�ections of the electron in the electric �eld of the absorber atoms. At lower energies the
principal source of energy loss is ionization. There are also minor contributions from other
processes like low-energy electron-electron scattering (Møller scattering), and low-energy
electron-positron scattering and annihilation processes for positrons (Bhabha scattering).
The transition point, where the energy losses from ionization and Bremsstrahlung con-
tribute equally to the total energy loss, is usually referred to as the critical energy Ec.
However, there is a di�erent de�nition of the critical energy used by the PDG. In this
de�nition Ec is the energy at which the ionization loss per radiation length X0 (see below)
equals the electron energy E [17]:

(∆E)ion =
[dE
dx

]
ion
X0 = E. (2.1)
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Figure 2.1: Fractional energy loss per radiation length in lead as a function of electron or
positron energy [17]. Electron (positron) scattering is considered as ionization when the energy
loss per collision is below 0.255 MeV, and as Møller (Bhabha) scattering when it is above.

The critical energy for iron is about 22 MeV and for tungsten about 8 MeV (see table 3.1).

Photons traversing dense matter lose their energy by the following processes: At high-
est energies the most likely process to occur is pair production where the photon creates an
antiparticle-particle-pair (typically e+-e−-pair) in an external electromagnetic �eld. How-
ever, this process needs photon energies of at least the rest mass of the electron-positron-
pair. At energies below the e+-e−-pair-production threshold Compton scattering is the
most likely process where the photon is scattered incoherently by an electron. The energy
regime where this process is dominant depends on the proton number Z of the material,
and is smallest for high-Z materials [18]. At lowest energies the Photoelectric Absorption
is dominant, the absorption of the photon by an atom, where the cross sections depend
crucially on the electron shell structure of the hit atom. Figure 2.2 shows the cross sections
for the processes for iron and tungsten (data from [19]).

The combination of these e�ects leads to the development of small showers already at
relatively low energies of a few MeV, a typical energy for γs from nuclear de-excitation.
Such a γ may create an e+-e−-pair, which loose their energy via ionization of the medium.
The positron may then annihilate with an electron at rest leading to two 511 keV γs, which
may undergo a series of Compton scatterings until they are photoelectrically absorbed. The
Compton electrons and the photoelectron loose their energy via ionization. This way the
initial γ deposited all its energy in the medium via ionization of daughter particles.

An electromagnetic cascade initiated by a multi-GeV electron underlies the same princi-
ples as this example. But in addition, Bremsstrahlung plays a major role in electromagnetic
cascades. As mentioned above, the most signi�cant energy loss for high energy electrons is
Bremsstrahlung, and a multi-GeV electron will immediately start to emit huge numbers of
Bremsstrahlung photons once it starts to traverse dense matter. Although the vast major-
ity of these photons is very soft, there is still a considerable number of photons exceeding
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Figure 2.2: Photon total cross section and contributions for iron(left) and tungsten(right). Data
obtained from [19]

the necessary energy for pair production, resulting in a much higher shower particle multi-
plication than in the simple example above. The cascade has reached its peak multiplicity
when the average electron energy is approximately Ec. The depth where the peak multi-
plicity is reached is called shower maximum and shows a logarithmic dependence on the
energy of the electron initiating the cascade.

The typical scale to describe these electromagnetic cascades in a material-independent
way is the radiation length X0, which is the distance after which the traversing high energy
electron has lost on average (1− e−1) = 63.2% of its initial energy. It can be approximated
within 3 % by [17]:

X0 =
716.4A

Z(Z + 1) ln(287/
√
Z)

g

cm2
(2.2)

where A denotes the number of nucleons and Z the number of protons in a nucleus of the
material.

Typically the energy deposit E in the longitudinal direction x in electron showers is
parametrized as:

dE

dx
= E0 · xα · e−βx (2.3)

with the two free �t parameters α and β and the total energy deposit E0 [20].

The radiation length of a mixture of materials can be calculated with

1

X0

=
∑
i

Vi
X0,i

(2.4)

with Vi and X0.i being the fraction of the volume and the radiation length in mm of the
ith component of the mixture [18].

In contrast to the continuously Bremsstrahlung emitting electrons, a photon will travel
some distance before it is converted to a particle-antiparticle-pair. The mean free path
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length Iγ of a photon is related to the radiation length:

Iγ =
9

7
X0. (2.5)

This also means, that the photon total cross section is related to the radiation length by

σ(E →∞) =
7

9

A

NAX0

(2.6)

with A as atomic weight and NA being Avogadro's number [17].

As the lateral extension of a cascade is described by the radiation length, the Moliere
radius ρM describes the radial extension of an electromagnetic cascade. A cylinder with
a radius of ρM will contain 90 % of the energy of the cascade (99 % if the radius of the
cylinder is 3.5 ρM). The Moliere radius is given by [17]:

ρM = Es
X0

Ec
. (2.7)

with the scale energy Es de�ned as mec
2
√

4π/α, which equals 21.2 MeV.

2.2 Charged heavy Particles traversing Matter

As described in section 2.1, the absorption of high energy electrons is a multi step process,
which leads to the full absorption of these particles in relatively small amounts of matter.
This is di�erent for muons, although, as electrons, they also underly only the electromag-
netic interaction and not the strong interaction. Up to very high energies of 100 GeV,
ionization is the main source of energy loss for muons (and other heavy charged particles)
when traversing a dense medium. Although they can also emit Bremsstrahlung, which
then partially also converts into e+-e−-pairs, this plays a role only at much higher energies,
since this is suppressed by a scale-factor (mµ/me)

2 ≈ 40000. However, since ionization
results typically only in an energy loss of 1-2 MeV g−1cm2 it takes substantial amounts of
material to absorb the energy of these particles completely.

The mean energy loss per path length 〈− dE
dX
〉 for a heavy charged particle traversing

a medium with atomic number Z and atomic mass A can be described with the Bethe-
Bloch-formula:

〈−dE
dx
〉 = Kz2

Z

A

1

β2

(1

2
ln

2mec
2β2γ2Tmax
I2

− β2 − δ(βγ)

2

)
(2.8)

where K equals 4πNAr
2
emec

2, Tmax represents the maximum kinetic energy that can be
transferred to an electron in a single collision, I is the mean excitation energy and δ de-
scribes the density e�ect. Figure 2.3 shows this energy loss for muons in copper as a
function of the particle momentum. At momenta of βγ ≈ 3-4 the mean energy loss distri-
bution shows a broad minimum. Particles with these momenta are referred to as minimum
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Figure 2.3: Mean energy loss per path length, also called �Stopping power� 〈− dE
dx 〉 for positive

muons in copper as a function of βγ = p
Mc [17]. Solid curves indicate the total stopping power,

vertical bands indicate boundaries between di�erent approximations. The short dotted lines labeled
�µ−� illustrate the �Barkas e�ect,� the dependence of stopping power on projectile charge at very
low energies.

ionizing particles (MIPs).

However, the mean energy loss does not reveal the full picture and is not well-de�ned
experimentally, since the energy loss distribution for muons traversing moderate amounts
of material like scintillator tiles of the AHCAL (see chap. 3) di�ers substantially from a
Gaussian distribution and can instead be described by a Landau [21] or Landau-Vavilov [22]
distribution if the mean energy loss in a scintillator tile is small in comparison to the max-
imum energy transfer in a collision Tmax. The most probable value (MPV) for the energy
loss of this distribution is below the value of 〈− dE

dx
〉 in �gure 2.3, but the distribution

also has a long tail to high energy losses for several reasons: The production of knock-on
electrons (δ-rays), when in an ionization a signi�cant amount of the muon kinetic energy is
transfered in a single collision; Small electromagnetic showers initiated by Bremsstrahlung
photons, which becomes more important at higher energies, but also contributes at lower
energies; And photo-nuclear reactions, where the muon electromagnetically interacts with
a nucleus of the material, which also gives very high local energy deposits [17].
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2.3 Hadron Showers

Charged hadrons also lose energy via ionization as described is section 2.2, but additionally
they may interact strongly with the nuclei of the medium, whereas neutral hadrons deposit
their energy only via strong scattering processes. At high energies of several GeV down
to some MeV both the hit nucleus and the projectile hadron will typically change their
identity during the scattering. During this scattering additional particles are created or
released from the hit nucleus.

The most likely process to occur, when a hadron interacts strongly with a nucleus, is
spallation, but also �ssion or nuclear break-up may take place. The spallation process can
be described as a two stage process with very di�erent time scales [18]: In a �rst step,
the intra-nuclear cascade takes place, where some of the nucleons may be released from
the nucleus. Typically also pions are created if the energy is above the pion production
threshold. The timescale of this cascade is of the order of 10−22 s, and several di�erent
approaches exist to model this stage (see chapter 5). The manifold variety of possible end
states of this step reaches from just some created pions to the release of many nucleons
and combinations of both. Typically many of these �nal states have cross sections in the
same order of magnitude. However, the details also strongly depend on the identity of the
hit nucleus.

In the second stage of scattering, the de-excitation, typically on timescales of 10−18s
and much longer, the nucleus will change further to reach a stable con�guration after the
intranuclear cascade. For lighter nuclei, this happens via the evaporation of neutrons and
de-excitation via the emission of γs. For heavier nuclei, even nuclear �ssion may take place
to bring the nucleus to a stable con�guration. Also several models exist to describe this
de-excitation and evaporation stage (see chapter 5).

The released protons and charged pions will lose their energy via subsequent hadron
interactions or ionization. This is di�erent for the released neutrons as they can lose their
kinetic energy only via hadron scattering until they either leave the detector, decay, or are
captured by another nucleus. Typically neutrons will undergo a series of elastic scatterings,
where the average energy transfer per scattering is very low, but increases with decreasing
size of the nucleus, until they are eventually captured by some nucleus, since the cross
section for neutron capture is highest for neutrons at rest. This leads to very late energy
depositions from neutrons and the time of the energy deposition often exceeds the readout
time of a detector. The most extreme case is neutron decay with a half-life time of about
15 minutes.

In the intranuclear cascade, on average one third of the produced pions are neutral
pions, which decay almost instantly into two photons, which results in electromagnetic
sub-showers inside the hadron cascade. The fraction of the total hadron cascade energy
that is deposited by these electromagnetic sub-showers is called electromagnetic fraction
fEM and varies strongly from event to event between 0 and 1. However, on average one third
of the available energy of a hadron scattering is carried by this electromagnetic component
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per hadron collision. If the initial projectile had su�cient energy for several generations
of hadron interactions in the cascade, on average the total electromagnetic fraction after
n generations of hadron scatterings equals to:

fEM = 1−
(

1− 1

3

)n
. (2.9)

Nevertheless, this is just a simpli�ed model and in reality the situation is more complex as
not only π mesons are produced and the 1

3
should be taken as an upper limit [18] for the

average electromagnetic fraction.

The energy that is needed to account for the binding energy of the released nucleons in
hadron showers is lost for the measurement process and therefore called invisible energy.
Also this invisible energy �uctuates strongly from interaction to interaction. However, one
may regain a fraction of this energy by the use of absorber materials which have either
high �ssion cross sections like uranium or by materials with high neutron cross section like
tungsten.

Since this invisible energy or gaining energy by �ssion only occurs in hadronic showers,
the response of a calorimeter to hadrons is in general di�erent than the response to electrons
of the same energy. The response to a pion π can then be described as the weighted sum
of an electromagnetic shower part e and a purely hadronic part h, where the weight is the
mean electromagnetic fraction fEM:

π = e · fEM + h · (1− fEM) (2.10)

The hadronic cascades show di�erent topology than the electromagnetic cascades and
are described on the scale of the nuclear interaction length λint which is de�ned as the
mean length that a hadron traverses through the medium before a strong interaction takes
place. It is typically much larger than the radiation length. The interaction lengths
for compound materials can be calculated in the same way as the radiation length for
compound materials [18]:

1

λint
=
∑
i

Vi
λint,i

, (2.11)

were λint,i is the interaction length of the i-th component and Vi the fraction of the total
volume for this component.

2.4 Calorimeters

A calorimeter is a device consisting of a block of matter to absorb and measure the energy
of the cascade initiated by a high-energy particle and thereby measuring the initial energy
of this particle. The fact, that the shower length increases only logarithmically with energy,
makes it possible to contain most (or all) of the cascade energy even for very high-energy
particles, which are encountered in collisions at modern high energy particle accelerators,
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within reasonable amounts of matter.

In general one distinguishes between two construction principles for calorimeters: the
homogeneous calorimeters, where showers are initiated and detected by the same material
(e.g. CMS ECAL with PbWO4 crystals [23]), and heterogeneous calorimeters, where dif-
ferent materials are used to initiate the cascades (absorber) and for the detection of the
shower energy (active material), like the CALICE AHCAL discussed in this thesis (chap-
ter 3). The most common approach to the construction of heterogeneous calorimeters is
the sandwich calorimeter, where absorber material is typically placed in layers interleaved
with layers of the active material. However, these heterogeneous calorimeters can detect
by construction only a fraction of the total cascade energy, the energy deposited in the
active layers. This fraction is called sampling fraction, which is de�ned as the energy of
a minimum ionizing particle that is deposited inside the active material in comparison to
the total energy deposit inside the calorimeter [18].

The freedom to chose absorber and active materials independently for heterogeneous
calorimeters has some decisive advantages: Absorber materials can be chosen with high
density to minimize the thickness of the total calorimeters, while maintaining the same
shower containment. At the same time active materials, like scintillator or gas, can be cho-
sen for special properties. For example, organic scintillators which include a high fraction
of hydrogen, can serve to e�ciently moderate neutrons from hadron interactions. So the
neutrons can be absorbed and contribute to the measured energy and thereby improve the
overall energy resolution by reducing the average invisible energy. This freedom helps also
to minimize the total material costs, an important factor for the construction of realistic 4π
detectors for accelerator experiments. However, there is also the disadvantage that energy
resolution is in general worse for heterogeneous calorimeters due to sampling �uctuations
in the energy deposit.

In modern high energy collider experiments the calorimeters are mostly segmented
and optimized for their individual purposes: typically the calorimeter system is divided
into a �ne grained electromagnetic calorimeter (ECAL), measuring electrons and photons,
followed by a coarser calorimeter for the measurement of hadrons (HCAL). The hadron
calorimeters have generally a reduced granularity, as hadron cascades su�er much more
from �uctuations in the energy deposit, and could not bene�t from increased granularity
as much as electromagnetic calorimeters. Since electromagnetic showers scale with X0 and
hadron showers scale with λint which is typically much larger, the cost of such an optimized
calorimeter system are in general drastically reduced in comparison to a single all-purpose
calorimeter.

As described in section 2.1 inside an electromagnetic cascade, in principle, all the cas-
cade energy can be measured. In contrast to this hadronic showers involve processes, where
part of the energy is not detectable (invisible energy, see section 2.3). In addition the mean
electromagnetic fraction increases non-linearly with the energy of the shower-initiating par-
ticle. This leads to a ratio e

h
of the calorimeter response to electromagnetic and to hadronic

processes which is in general 6= 1. This ratio can be adjusted by a careful choice of active
and absorber materials and their fraction of the total volume [24]. By using e.g. absorber
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Calorimeter Energy resolution
(stochastic term only)

CMS ECAL 2.8%/
√
E [28]

ZEUS HCAL 35%/
√
E [25]

CMS HCAL 125%/
√
E [29]

ATLAS HCAL 54%/
√
E [29]

Table 2.1: The single particle energy resolution for the barrel region of several built calorimeters.

materials like tungsten with a high neutron capture cross section, one may regain part of
the invisible energy by neutron capture. Also uranium absorber material with high �ssion
cross section has been used for adjusting the e

h
ratio. Calorimeters with a e

h
ratio equal to

one are called compensating calorimeters. Examples for almost compensating calorimeters
with depleted uranium as absorber are the HCAL of the ZEUS detector [25], the HCAL
of the AFS experiment at the CERN ISR [26] and the HELIOS experiment at the CERN
SPS [27].

However, the ratio e
h
can not be measured directly. Instead the ratio of the response

of the calorimeter to pions and electrons of the same energy can be measured, which is
related to the e

h
by:

e

π
=

e
h

1− fem(1− e
h
)
. (2.12)

The ratio e
π
is energy dependent due to the energy dependence of fem.

The most important �gure of merit for a calorimeter system is typically the relative
energy resolution σE

〈E〉 , which can be parametrized as the quadratic sum of three terms:

σE
〈E〉

=
a√
E
⊕ b⊕ c

E
, (2.13)

were the a denotes the stochastic term. The constant b term takes into account calibration
uncertainties and response inhomogeneities of the calorimeter. The third term c describes
e�ects like electronic noise, which are energy independent. At very low energies, the noise
term limits the calorimeter resolution, while at high energies the resolution is limited by
the constant term. Several examples for the energy resolution of the central regions of build
calorimeters are given in table 2.1. The examples include the CMS ECAL as a modern
ECAL with very good energy resolution, the ZEUS HCAL as the hadron calorimeter with
the best single particle energy resolution achieved so far, and the HCALs from the CMS
and ATLAS experiments as examples for currently used hadron calorimeters at modern
experiments.

2.5 Particle Flow concept

Conventional hadron calorimetry in high energy physics has basically reached the achiev-
able limit in single particle energy resolution with the development of the ZEUS calorimeter,
since the resolution is limited by the strong �uctuations in hadron showers. The ZEUS
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calorimeter was almost compensating and was exceptionally thick in terms of nuclear in-
teraction lengths. It thereby minimized the resolution degradation due to leakage e�ects,
but it had a very coarse granularity with no longitudinal segmentation. However, with the
given resolution of the ZEUS hadron calorimeter for all hadrons it is not possible to achieve
the jet energy resolution required by modern linear collider experiments (chapter 1), since
the jet energy resolution is worse than the single hadron energy resolution (see �g. 2.4).
Therefore novel approaches to calorimetry had to be developed. One is the dual-readout
technology which utilizes two di�erent active materials, one sensitive to cherenkov light, the
other conventional scintillator, to estimate the electromagnetic fraction for every hadron
shower and therefore correct the energy measurement accordingly. A prototype with this
technology is described in [30].

A second approach is the Particle Flow concept, which is also the design paradigm of the
currently planned detectors for future linear colliders, but was �rst used in a less sophisti-
cated version at the ALEPH detector at LEP. The fact, that the energy of charged particles
can be measured with much greater accuracy by tracking systems, gives the possibility to
measure the energy of charged particles with the good energy resolution of the tracking
system, and measure only the neutral particles with the calorimeters. Thus, the energy
of charged particles has to be subtracted from the energy measurement in the calorimeter
system (see �gure 2.5). Therefore the calorimeters need to have have su�cient granularity
to distinguish the contributions from the individual particles inside the jet. Several huge
experiments like CMS at CERN [31] or H1 at DESY [32] have shown that the use of parti-
cle �ow algorithms improves the achievable jet energy resolution even if the detectors were
not speci�cally designed for this.

The CALICE collaboration has developed highly granular calorimeters, which give the
possibility to identify individual clusters of energy depositions from the showers of indi-
vidual particles inside a jet. Together with the tracking system it is possible to identify
clusters belonging to showers of neutral particles by the use of the Pandora Particle Flow
algorithm [33, 34] and measure only the energy of the neutral hadron part of a jet with the
moderate energy resolution of the HCAL, whereas photons are measured with the ECAL
and all charged particles are measured with the excellent resolution of the tracking sys-
tem. The performance of the Pandora Particle Flow algorithm has been evaluated with
testbeam data from CALICE detectors [35].

The total jet energy resolution can then be described by a quadratic sum of the indi-
vidual detector resolutions weighted by the average fraction of the particle types inside a
jet:

σ2
jet =σ2

TRACK · fp±+

σ2
ECAL · fγ+
σ2
HCAL · fh0+
σ2
conf + σ2

thr + σ2
loss,

(2.14)

were the σTRACK , σECAL, σHCAL denote the di�erent sub-detector resolutions which are
weighted by their average fraction of the particle type inside a jet. On average, fp± ≈ 60%
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Figure 2.4: The empirical functional form of the jet energy resolution obtained from PFlow
calorimetry [34]. The estimated contribution from the confusion term only is shown (dotted).
The dot-dashed curve shows a parametrization of the jet energy resolution obtained from the total
calorimetric energy deposition in the ILD detector. An indication of the resolution achievable by
using a traditional calorimetric approach is given by the dashed curve ( 60%√

E(GeV )
⊕ 2.0 %).

of the energy of a jet is carried by charged particles, fγ ≈ 30% of the energy is carried by
photons and the remaining fh0 ≈ 10% are carried by neutral hadrons. The σthr describes
e�ects from detector readout thresholds, the σloss describes contributions due to undetected
particles. The CALICE detector granularity has been optimized to minimize contributions
from the confusion term σconf , which describes the e�ects of wrongly attributed clusters
of energy deposition and is the limiting term for the resolution at high energies (see �g. 2.6).
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Figure 2.5: (a) Simple calorimetry: The calorimeters (ECAL+HCAL) measure the total energy
deposited by all particles in a jet (charged particles p±, photons γ, and neutral hadrons h0). The
track momentum measurement from the tracker is not used. (b) Particle Flow approach: The
tracking system measures the energy of all charged particles and associated energy depositions are
removed from the energy sum in the calorimeters. Photon energies are measured with the ECAL
and only neutral hadron energies are measured by the HCAL. (data used for reconstruction of
events is shown in color) [11].

Figure 2.6: The contributions to the Particle Flow jet energy resolution obtained with Pando-
raPFA as a function of energy. The total is (approximately) the quadrature sum of the compo-
nents [34].
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Chapter III

The CALICE AHCAL

Physics Prototype

The CALICE Analog Hadron Calorimeter physics prototype (AHCAL) [36], shown in �g-
ure 3.1, is a scintillator-absorber sandwich calorimeter, covering approximately one cubic
meter in volume in a classical layer design � 38 active layers called modules, which are in-
terleaved with absorber layers, where the layers are oriented perpendicular to the incoming
particles. The novel Silicon Photomultipliers (SiPM) were chosen as read out technology,
making this prototype the �rst experiment using these new devices in large numbers. It
was designed as a prototype to prove the physics measurement capabilities of a Particle
Flow hadron calorimeter in a future high-energy linear collider. Two di�erent options of
absorber material, iron and tungsten, have been evaluated in testbeam campaigns (see
chapter 4). This chapter describes the details of the prototype, its electronics, and the two
di�erent absorber options.

3.1 The Active Layers

The active layers consist of 5 mm thick quadratic tiles of di�erent size made up of the or-
ganic scintillator BASF 143 from UNIPLAST, which is essentially polystyrene. Figure 3.2
shows the chemical structure of polystyrene. The scintillation light is generated by the
decay of excited states of the delocalized π-electrons in the benzene rings. The electrons
are excited by ionizing charged particles traversing the scintillator. Additionally the energy
loss of muons in polystyrene is given in the same �gure.
The tile structure of the layers is the following: In the central core, consisting of ten times
ten tiles, the tiles are 3x3 cm2 size, followed by three rings of 6x6 cm2 size tiles (96 tiles)
and then by 12x12 cm2 size tiles as outermost ring consisting of 20 tiles. The last eight of
the 38 layers do not have the 3x3 cm2 tiles in the core, but also 6x6 cm2 tiles. This results
in total in 7608 readout channels for all tiles in the AHCAL (6480 channels in the �rst
30 �nely segmented layers). The layout of the tiles for the �nely segmented layers and a
single tile with SiPM is shown in �gure 3.3.



34 CHAPTER 3. The CALICE AHCAL Physics Prototype

Figure 3.1: The setup of the detector at CERN PS. The calorimeter (in the red box) is mounted
on a support platform. Left to the calorimeter is a crate containing the front-end electronics and
the power supplies.

The edges of the tiles have undergone a chemical treatment to minimize the light leak-
age into neighboring tiles (inter-tile crosstalk), whereas the top and bottom of the tiles
are covered with re�ective foil (VN2000 super-radiant from 3M). A measurement of the
inter-tile crosstalk is described in section 6.9. There is also a small grove molded into each
tile which houses a wavelength-shifting �ber (Y11, 300 ppm from Kuraray) to collect the
scintillation light, shift the collected light to a peak wavelength of 500 nm and to guide it
to the SiPM readout. The other end of the �ber is covered with a mirror.

Each layer has also �ve temperature sensors which allow a continuous monitoring of
the temperature inside the layer and two temperature sensors next to the very-frontend
electronics, which are attached to the modules. The whole setup is enclosed in a steel
cassette with a wall thickness of 2 mm. The position of the sensors is shown in �gure 3.4.
The calibrations system (see section 3.2.4) is mounted to the side of the module.

3.2 Read-out Electronics

The readout-out electronics of the AHCAL start with the SiPMs, which measure the en-
ergy deposits. They continue with the very-frontend electronics, where the signals from
the individual cells are further processed by read-out chips. These chips integrate and
shape the SiPM signals and they also amplify, multiplex and transfer the signals via SCSI
bus to a VME crate with the CALICE Readout Cards (CRC). The CRC boards convert
the analog signal into a digital signal, which is then stored on a computer. This is shown
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Figure 3.2: The chemical structure of polystyrene (left) and the average energy loss of muons in
polystyrene (right) [37], data compiled from [38]

Figure 3.3: Shown are the tiles of an active layer (left) and a single scintillator tile with a size
of 3x3 cm2 (right).
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Figure 3.4: Schematic overview of a module. Visible are the tile pattern, the very-frontend
electronics (VFE) and the calibration and monitoring board (CMB) attached to the side of the
module. Temperature sensors are shown as red dots (two in the CMB, two in the VFE, and �ve
inside the module) [36].



Read-out Electronics 37

Figure 3.5: Schematic view of the read-out and data acquisition [36].

schematically in �gure 3.5.

3.2.1 Silicon Photomultiplier

The active layers are read out with Silicon photomultiplier (SiPM) devices [39, 40], which
have been produced by a collaboration of the National Research Nuclear University MePhI
and Pulsar Enterprise. SiPMs are used instead of photomultiplier tubes due to the insen-
sitivity to magnetic �elds [41] and their small size, which allows to have the full read-out
integrated into the detector, minimizing non-active material. In addition to their small size
and their insensitivity to magnetic �elds, they require only a bias voltage below 100 V in
comparison to photomultiplier tubes which need high voltage (typically in the order of kV).
SiPMs are a rather new technological development, and the AHCAL is the �rst experiment
in high energy physics to use them in a large number, although other big experiments like
CMS also plan their use [42].

A SiPM is essentially a matrix of pn-diodes, which are the pixels. Each pixel works
like an avalanche photo diode (APD) in Geiger mode. When an electron-hole pair is cre-
ated in the drift region of a pixel the electron and the hole will be accelerated by the
applied electrical �eld and move to the multiplication region where it creates additional
electron-hole pairs by ionization of the silicon. These secondaries again are accelerated
by the electric �eld, create further electron-hole pairs, and this way an avalanche is gen-
erated. The avalanche continues until it is quenched by some high ohmic resistor. The
time to build up the electrical �eld again, which is the minimum time interval between two
avalanches in a single pixel, is called recovery time. In addition the resistors also decouple
the individual pixels electrically from each other. However, due to the �nite number of
pixels of a SiPM and the recovery time of the individual pixels, the measured SiPM signals
need to be corrected for saturation e�ects.
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The SiPMs used for the AHCAL consist of 34x34 individual pixels (1156 in total) on
an area of about 1 mm2. A pixel has a 50 fF capacitance and a quenching resistor of
2-20 MΩ yielding a recovery time between 100-1000 ns. They are operated at reverse bias
voltages in the range of between roughly 40 V to roughly 80 V, which is a few Volts above
breakdown voltage, resulting in a gain in the order of 106 photoelectrons per pixel. The
geometrical e�ciency is between 20 and 35 % and their quantum e�ciency, which is a
chance of a hit pixel starting an avalanche, is about 80 %. The tiles have been tuned by
adjusting the operation voltage such, that the energy deposit of a minimal ionizing particle
corresponds to 15 pixels (lightyield LY = 15 pix

Mip
), which leads to an acceptable dynamic

range and a reasonable signal-to-noise ratio. However, the SiPM gain and the response
show a signi�cant voltage and temperature dependence [43].

3.2.2 Very-frontend Electronics

The very-frontend electronics (VFE) consist of the Application Speci�c Integrated Circuit
(ASIC) chips and the HCAL Base Boards (HBAB), which group the readout of up to six
ASIC chips (one half module) and transfer the multiplexed data via a SCSI bus to the
CRC boards in the VME crate. The ASIC chip is based on the ASIC chips of the CALICE
Si-W ECAL [36].

Each ASIC can read out up to 18 channels for which the chip ampli�es and shapes the
signals from the SiPMs individually as explained schematically in �gure 3.6. Each time
a pixel of a SiPM �res a small charge is emitted, which is collected by a capacitor. The
charge and discharge curve of the capacitor is then further shaped so that the maximum
of the signal curve (hold curve) is proportional to the total signal. The signal curve is then
sampled only at one point, which is the maximum for all signal strengths.
A schematic view of the ILC ASIC chip is shown in �gure 3.8. The chip o�ers the option to
choose one out of 16 preampli�er gains between 1 and 100 mV

pC
and one of sixteen CR-CR2

shapers with shaping times between 40 ns and 180 ns per channel. Due to the shaping the
signals from the SiPMs can be delayed such that the maximum of the signal is only reached
after the generation of a trigger decision in a testbeam setup. The delay between trigger
input and sampling of the shaped signal, the so called hold value, is adjusted per module
due to the production tolerances of the electronic parts of each channel (see �g. 3.7). The
large plateau region of the hold curves allow su�cient tolerance in adjusting this value
per module, although the hold curves for the individual channels di�er even inside a mod-
ule [44].

In the AHCAL setup the ASIC is operated in two di�erent modes with di�erent am-
pli�cation and shaping time. The physics mode (PM) which is used for data taking has an
measured ampli�cation of GPM = 8.2 mV

pC
and a shaping time of 150 ns [36], which gives

a su�cient dynamic range to record energy deposits from muons, which leave only a very
small signal in every cell, as well as from electrons, which give the highest signals inside
a single cell. In contrast to this the calibration mode (CM) has a gain of GCM = 92 mV

pC

in order to resolve single pixels from single photon spectra, but only a shaping time of 40
ns, since LED pulses from the CMB system are short and no waiting for a trigger decision
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Figure 3.6: A simple pulse shaper using a CR di�erentiator as a high-pass and an RC integrator
as a low-pass �lter [44]. The illustrated signal shapes are valid for a delta-function like input
pulse.

is necessary. The ratio of the response to a given signal in a cell in physics (APM
i ) and

calibration mode (ACM
i ) is called the intercalibration factor ICi and can di�er from the

ratio of the ampli�cations due to the di�erent shaping times:

ICi =
APMi
ACMi

The ASIC chips also route the necessary bias voltages for the SiPMs. Since only a
single external bias voltage is provided per half module, the ASIC chips have the ability to
adjust this applied bias voltage for every SiPM by up to -5 V. The SiPMs of a half module
have been selected to have breakdown voltages within this interval. The HBABs which
house the ASICs amplify the signal by an additional factor of 2.

3.2.3 The Data Acquisition

The main component of the CALICE data acquisition system (DAQ) are the CALICE
Readout Cards (CRC) which are build into a VME crate and connected to a common
back-end panel. These cards comprise a 16 bit analog-to-digital-converter (ADC) for each
of the 12 ASICs read out per layer, which digitizes the analog signal from the VFE before
it is transferred to a computer for storage. The backplane has the possibility to read in
trigger information from external detectors (cherenkov detectors, scintillator counters, etc)
and distribute these trigger signals to all CRCs to have a common trigger decision and en-
sure the synchronous readout of the whole detector. The CRC boards also have an internal
memory which can store the information of up to 2000 events, before the data needs to be
transferred to the computer for storage. This bu�er minimizes dead times in a testbeam
measurement due to the read-out of the DAQ. The data is transferred to a computer using
a �ber link.

3.2.4 The Calibration and Monitoring Boards

The Calibration and Monitoring Boards (CMB) are a calibration system that can be at-
tached to the side of each of the active layers [45]. It was designed to determine calibration
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Figure 3.7: The hold curves in physics ampli�cation mode for three di�erent modules [44].

Figure 3.8: Block diagram of the ASIC chip for a single channel [36].
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constants and saturation curves for every SiPM read-out channel. Each of the CMBs con-
sists of an electronics board with a specially designed LED driver circuit steering 12 LEDs
which can all be turned on separately. Each of the LEDs provides light for 18 tiles, which
is routed via optical �bers to the individual tiles. Another �ber per LED is routed to a
PIN diode to monitor the stability of the light output from the LEDs, but after installation
of the PIN diodes it became clear that the measurement accuracy of the PIN diodes was
not su�cient. Therefore information from the PIN diodes is not used in this analysis.
The LED driver circuit was designed to provide short pulses (around 10 ns) with a nearly
rectangular shape (fall and rise time around 1 ns), which are triggered by the DAQ to
ensure synchronization of the emitted pulses with the read-out.

To ful�ll its requirements, the CMB system must provide su�cient dynamic range in
light output: it must be able to emit only a few photons into a cell to record single photon
spectra, which are needed for the gain calibration of cells (see chapter 6), but it must also
provide su�ciently high light intensities to fully saturate each SiPM. The system must
also provide several light intensities in between these two extremes to determine precisely
the saturation curves of each readout channel. It also gives the possibility to measure the
response to a �xed LED light intensity in both ampli�cation modes (CM and PM) of the
ASIC, and can therefore be used to determine the intercalibration factors. The option to
turn the LEDs individually on and o� made it possible to measure the inter-tile crosstalk
(see 6.9).

The second function of the CMB is the readout of the temperature sensors inside the
active layers as well as the readout of two additional temperature sensors inside the CMB.

3.3 The Absorber

The active layers of the AHCAL have been operated with two di�erent absorber struc-
tures: One is made up of approximately 1.7 cm thick iron plates, the other is made up of
approximately 1 cm thick tungsten plates (see �g. 3.9). The properties of both materials
are given in table 3.1. The exact setup of the absorber stacks is described in chapter 4.
The iron plates are made of massive iron and fully cover the active layers, whereas the
tungsten layers are made from tungsten alloy (92.99% tungsten, 5.25% nickel, 1.76% cop-
per) due to mechanical reasons. For cost reasons they do not have quadratic shape but
octagonal shape, so the tungsten plates do not cover the corners of the active layers [46].
The thicknesses of the absorber plates have been chosen such, that one absorber layer
has approximately the same thickness in interaction length λint. But this results in very
di�erent thickness in radiation length X0.
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Material [unit] Iron Tungsten

Atomic number 26 74
Atomic mass [g / mol] 55.845 183.84
Density [g / cm3] 7.87 19.3
Minimum ionization [MeV / cm] 11.43 22.10
Nuclear collision length [cm] 10.37 5.719
Nuclear interaction length λint [cm] 16.77 9.946
Pion collision length [cm] 13.59 6.936
Pion interaction length [cm] 20.42 11.33
Radiation length X0 [cm] 1.757 0.3504
Critical energy [MeV] 21.68 (e−) 21.00 (e+) 7.97 (e−) 7.68 (e+)
Molière radius ρM [cm] 1.719 0.9327
Muon critical energy [GeV] 347.0 150.0

Table 3.1: Nuclear properties of iron and tungsten [17].

Figure 3.9: The tungsten absorber stack. It consists of 1 cm thick tungsten plates where the
active layers are mounted in between.
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Chapter IV

The Testbeam Setups

This thesis investigates the di�erences of pions showers in two di�erent absorber mate-
rials. But since both datasets were recorded at di�erent testbeams at di�erent particle
accelerators it is crucial to identify the di�erences which are due to the di�erent beamlines
and detector setups. The following chapter will summarize both testbeam setups, at the
FNAL MTest beamline for iron absorber testbeam data and at the CERN PS accelerator
for tungsten absorber testbeam data, and the di�erences.

4.1 The FNAL 2008 and 2009 Testbeams

During the years 2008 and 2009 CALICE performed several testbeam campaigns with the
AHCAL physics prototype, equipped with 38 iron absorber plates (see sec. 3.3) and the
CALICE TCMT (Tail Catcher and Muon Tracker). Some of the testbeam campaigns were
taken with CALICE ECAL prototypes mounted in addition in front of the AHCAL. The
data was recorded at beam momenta from 1 GeV to 32 GeV. The detectors were placed on
a movable stage, to record also showers, where the incoming particle is not perpendicular
to the layers of the detector. This thesis will evaluate pion shower data taken at beam
momenta from 2�10 GeV taken in July 2008 and electron shower data at the same beam
momentum range recorded in May 2009. During both periods no ECAL was mounted
before the AHCAL. In addition muon events recorded in September 2008 will be used for
calibration purposes (see sec. 6.6).

The detector has been installed in sector MT6-2B at the MTest beamline of the Fermi-
lab Testbeam Facility FTBF [47] (FNAL), together with auxiliary beam instrumentation.
This additional beam instrumentation (see �g. 4.1) consisted of two 10x10 cm2 scintillators
read out with photomultiplier tubes, three wire chambers, a 20x20 cm2 scintillator read
out with a photomultiplier, and four scintillator plates of 40x60 cm2, each read out with a
photomultiplier. The coincidence of the 10x10 cm2 scintillators was used as main trigger
for the detector read-out, the 20x20 cm2 scintillator was used as multi-particle veto. The
four large scintillator plates were assembled together to form a 1x1 m2 plate with a 20 by
20 cm2 hole in the center, utilized as beam halo veto. However, at least two sectors of the
beam halo veto were read out with low e�ciency, also the multi-particle counter was not
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read out with high e�ciency [11]. For the muon calibration runs, two scintillators with
an area of 1x1 m2 each were installed, one in front and one behind the calorimeter. Their
coincidence served as main trigger for the detector read-out during muon calibration data
recording. For all other recorded data, the upstream scintillator has been removed from
the beamline. The wire chamber information, which could provide information about the
number of incoming particles and the beam size, cannot be used due to problems with the
readout and calibration of the wire chambers.

The additional triggers, a beam halo muon veto and a multi-particle veto, are neces-
sary due to the beam structure at the FNAL MTest beamline. Figure 4.2, which shows
the beam composition during runs with an ECAL mounted in front of the AHCAL as a
function of the beam momentum, already proves that there is a non-negligible amount of
multi-particle events. There is no indication, that the beam for the runs recorded without
an ECAL in front of the AHCAL, which will be analyzed in this thesis, have a composition
that di�ers drastically from the one shown in the �gure. The evaluation was done with
one of the CALICE ECALs, which have a higher granularity than the AHCAL and can
therefore identify two incoming tracks with much greater accuracy than the AHCAL. But
since the ECAL testbeam prototypes covered only an area of roughly 30x30 cm2, this rep-
resents only the multi-particle events, in which particles arrive at the center of the AHCAL.
Chapter 7 will show that in addition there is a huge number of showers, which are also
accompanied by additional muons coming from the beam halo and depositing their energy
in the outer region of the AHCAL.

The beamline provided also a di�erential cherenkov detector upstream of the experi-
mental site, to tag the incoming particles [48]. Cherenkov detectors make use of the fact,
that particles, that traverse a medium with a velocity which is faster than the velocity of
light in this medium, will generate cherenkov light. The emitted light is then identi�ed
by a photomultiplier. The cherenkov detector at this beamline o�ers the possibility to set
two separate thresholds for particle tagging (see details of the chrenkov detector in [11]).
Typically those are set, such that one can distinguish particles lighter than a muon and
pion and particles that are heavier than those [49]. However, at beam momenta of 6 GeV
and below, only the lower of the two thresholds could be used due to the pressure limit
of the gas tank and the safety regulations which allow only certain gas types to used.
Typically the e�ciency of the cherenkov detector to tag particles is close to one. Only at
lowest momenta, the gas pressure of the cherenkov detector for the electron tagging has
to be set so low, that eventually electrons do not generate su�cient amounts of cherenkov
light. This leads to a small contamination of electrons in the pion samples at these energies.

4.2 The CERN 2010 Testbeam

At the end of 2010 the AHCAL, equipped with tungsten absorber, was used in a testbeam
campaign at the CERN PS accelerator [50] to record particle shower data with a particle
beam of mixed content in the energy range from 1 GeV to 10 GeV. This was complemented
with an additional high energy testbeam at the CERN SPS to extend the range of recorded
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Figure 4.1: The experimental setup at MTest: (1) 1x1m2 scintillators, (2) 1x1 m2 veto wall,
(3) 10x10 cm2 scintillators, (4) drift chambers, (5) 20x20 cm2 multiplicity counter, (6) AHCAL,
and (7) TCMT. While operated, the Si-W ECAL or the Sci-ECAL are located upstream of the
AHCAL. The upstream 1x1 m2 scintillator is only installed during muon measurements. The
z-axis indicates the beam position and direction. This �gure is a visualization of the test-beam
geometry implemented in the Mokka simulation explained in chapter 8 [11].

Figure 4.2: MTest secondary beam composition (in low-energy pion mode) measured with the
CALICE detectors [11].
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Momentum Electron Muon Pion Kaon Proton
[GeV]

1 0.0003 13.61 23.91 -.- -.-
2 0.0001 3.38 5.92 -.- -.-
3 0.0000 1.50 2.63 33.40 -.-
4 0.0000 0.84 1.48 18.64 -.-
5 0.0000 0.54 0.94 11.88 43.68
6 0.0000 0.38 0.66 8.24 30.11
7 0.0000 0.28 0.48 6.04 22.02
8 0.0000 0.21 0.37 4.62 16.81
9 0.0000 0.17 0.29 3.65 13.26
10 0.0000 0.14 0.24 2.96 10.73

Table 4.1: Tabulated Cerenkov pressures for CO2 [46]

particle showers up to the energy of 300 GeV [46], but this high energy data is not evalu-
ated in this thesis.

The testbeam period is split into a repair and commissioning time, taking place from
September to the beginning of November in the T7 experimental area of the PS accelerator.
At the end of this period also the muon calibration data was recorded (see sec. 6.6). During
November the shower data was recorded for approximately three weeks, after moving the
detector to the T9 area.

The CALICE AHCAL was mounted together with VME crates containing the read-out
electronics and power supply on a steel platform, together with additional beam optics
placed just in front of the detector. The detector consisted of 30 active layers, interleaved
with tungsten absorber plates of 1 cm thickness (see sec. 3.3). The additional beam in-
strumentation mounted on the platform (�g. 4.3) consisted of two 10 x 10 cm2 scintillators
read out with photomultiplier tubes, which were used in coincidence as main trigger for
the readout-out of the detector for beam events. Additionally three wire chambers were
installed, but their information is not used in this thesis.

Upstream of the detector there was additional beam instrumentation provided by the
testbeam facility, consisting of another unused wire chamber as well as two threshold
cherenkov gas detectors, which provide the information on the particle identity during the
recording of particle showers. However, due to safety regulations these could only be �lled
with CO2, which limited in conjunctions with the pressure limits of the Cerenkov gas tanks
(adjustable between bar 0 and 3.5 bar) the possibilities to set thresholds accordingly to
calculations given in table 4.1. Also the cherenkov detectors have limited e�ciency if the
gas pressure is too low (see �g. 4.4), which a�ects the e�ciency of the electron tagging at
2 GeV (see chap. 7).
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Figure 4.3: Photograph of the experimental setup in the T9 beam line. The zoom-in shows a
picture of the trigger telescope with three wire chambers and two scintillators [46].

Figure 4.4: Tagging e�ciency of Cerenkov counter A and B as a function of the gas pressure
(in bar absolute), obtained with electron samples at a momentum of 1 GeV [46].
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Chapter V

Physics Simulation

In modern particle physics as well as in other research areas simulations have become an
indispensable tool. They are not only used to investigate and cost e�ciently optimize
various design options, but can, to a limited extend, also be used as a guideline for the
analysis of data. In this thesis the simulations will also guide the development of rejection
criteria for events of the recorded data to select data subsamples that contain shower data
of only one particle type (see chap. 7).

The GEANT4 framework [51] for the simulations of the physics processes inside a parti-
cle shower in conjunction with the MOKKA framework [52] for the simulation of detector
geometries with realistic material compositions provides a set of tools necessary for the
simulation of physics processes occurring in calorimeters during particle showers. The full
simulation software is explained in detail in chapter 8, whereas this chapter will focus on
di�erent models to simulate hadronic interactions.

Electromagnetic interactions are calculated in GEANT4 by the standard EM package
and a low-energy EM package [53]. Due to the manifold variety of di�erent processes that
can occur when a hadron hits a nucleus the simulation of hadronic interactions is much
more complicated than the simulation of electromagnetic interactions, where only elec-
trons, positrons and photons are involved (see chap. 2). Therefore several di�erent models
for the simulation of hadron interactions are provided by the GEANT4 framework, as well
as several simulation backends for the treatment of the residual nuclei.

5.1 Hadron Cascade Simulation

Hadronic showers are more di�cult to simulate than purely electromagnetic ones, due
to the composite nature of both the projectile, which has a quark substructure, and the
substructure of the hit nucleus, which is made up of nucleons, which also have a quark
substructure. Also additional hadrons may be generated during the interaction, if the in-
teraction energy is su�cient, resulting in a very large phase space of possible �nal states.
Although several models exist to describe hadronic interactions, up to the present day there
is no model that describes hadronic interactions in agreement with experimental data over
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the full energy range.

Which aspects of the system dominate the interaction depends on the energy of the
projectile. This can be illustrated in the simpli�ed picture where the incoming particle is
described by its deBroglie wavelength λB = h

p
. With increasing projectile energy the wave-

length becomes shorter and smaller structures become more important for the description
of the interaction.

GEANT4 provides several hadronic interaction models, each valid for a given energy
range, which are combined to �physics lists� (see sec. 5.3) to provide a description over the
full energy range. These models are described in the following.

5.1.1 Cascade Models

If the particle energy is above a few hundred eV and does not exceed a few GeV, then the
quark substructure of the nucleons can still be neglected, although the deBroglie wave-
length of the projectile is comparable to the size of nucleons. In this case, the hadronic
interaction can be described with the cascade models provided by GEANT4.

The cascade models track the path of the incoming projectile and that of secondaries
emerging from the interaction through the nucleus (see �g. 5.1). The path length be-
tween interactions inside the nucleus is calculated from the modeled nucleon densities and
parametrized cross-sections. The cascade is stopped when all particles are either absorbed,
leave the nucleus or have an energy below a threshold. In this thesis only physics lists are
investigated that use either the Bertini (BERT) or the Binary (BIC) cascade model, which
di�er in modeling of the nucleon densities and the treatment of hadron-nucleon interactions.

The GEANT4 implementation of the Bertini intra-nuclear cascade model [54] features
not only the model of the cascade itself, but also modeling of excitons, a pre-equilibrium
model, a nucleus explosion model for light nuclei, a model for Fermi break-up, a phe-
nomenological �ssion model and an evaporation model at equilibrium. Its validity ranges
from 200 MeV, where it is supplemented with a pre-equilibrium model, up to 5-10 GeV
(dependent on the physics list), where the picture of the intra-nuclear cascade breaks down.

The Bertini model describes the nucleus as three concentric spheres with constant nu-
cleon density with nucleons that follow a Fermi-gas momentum distribution at zero Kelvin
to approximate the continuously changing nucleon density in nuclear matter. For each
collision the model calculates the momentum of the struck nucleon, the type of reaction,
and the four momenta of the reaction products, as long as the particle energy Eparticle >
Ecutoff = 2 MeV. The evaporation of the resulting highly excited nucleus is then treated
by the built-in pre-equilibrium model using the exciton con�guration as input parameter.

In contrast to this, the Binary intra-nuclear cascade model [55] features no built-in
models for the treatment of pre-equilibrium or de-excitation and the exciton con�guration
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Figure 5.1: Schematic working principle of the cascade models: The projectile hadron and all
secondaries emerging from the interactions are tracked through the nucleus and have further in-
teractions calculated until they are absorbed or leave the nucleus [11].

has to be transferred to external models provided by GEANT4 for the treatment of corre-
sponding processes. The validity range extends from 75 MeV up to 10 GeV (for pions only
1.5 GeV).

The Binary cascade model describes a nucleus as made up of nucleons with de�ned
momentum and position. The momentum is chosen randomly between zero and the Fermi
momentum, whereas the position is sampled from a Woods-Saxon distribution for heavy
nuclei (A > 16) or from a harmonic oscillator shell model for light nuclei. In this model the
interaction is treated using an intermediate step of short lived nuclear resonances which
decay into the secondary particles emerging from the interaction. If no particle is above
this kinetic energy threshold or the mean energy of the interaction participants drops below
15 MeV, the cascade is stopped and the remaining nucleus is further treated by the native
GEANT4 pre-equilibrium and de-excitation models.

5.1.2 String Parton Models

The string parton models [56] in GEANT4 are used to simulate the inelastic scattering
of particles with nuclei at energies beyond the validity range of cascade models where the
quark substructure of nucleons must be taken into account. Instead of cascade models, a
string excitation model is used to calculate the scattering. At the moment GEANT4 pro-
vides two di�erent string excitation models, the di�ractive string model or Fritiof model
(FTF) and the quark gluon string model (QGS).

In the initial state of parton string models a nucleus is built, consisting of individual
protons and neutrons. Each nucleon has position and momentum con�guration sampled
from either a density distribution of Wood-Saxon form for heavy nuclei (A > 16) or from a
density distribution of a harmonic oscillator model for light nuclei, respectively. The result
of an interaction between the primary particle and the nucleon are one or more excited
strings, consisting of two endpoints with a de�ned quark content, which carry energy and
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Figure 5.2: Schematic working principle of the string parton models: A string is formed between
one of the projectiles and one of the targets quarks (left). The string then fragments via the
generation of quark-antiquark pairs into hadrons (right) [11].

momentum, and an excited nucleus. The fragmentation of the strings into hadrons is han-
dled by a fragmentation model, the interactions of secondaries with the excited nucleus are
calculated by a cascade model and the simulation of de-excitation of the nucleus is done
by the native GEANT4 nuclear fragmentation, pre-compound and nuclear de-excitation
models. This is schematically shown in �gure 5.2

Both models di�er in the approach of modeling the string formation and the fragmen-
tation function they use for string fragmentation. In the di�ractive model the interaction
probability is calculated based on the impact parameter, the center of mass energy of the
interaction, and the elastic and di�rative cross sections, with scattering particles only ex-
changing momentum. A string is then formed and the quarks of the original hadron are
assigned randomly to one of the two string endpoints. In contrast to this, the quark gluon
string model uses two types of strings, longitudinal strings, which represent the momentum
transfer, and transverse strings, which model color exchange via pomerons.

5.1.3 Chiral Invariant Phase-space Model

The chiral invariant phase space model (CHIPS) is a quark-level event generator for the
fragmentation of hadronic systems into hadrons [57]. Since the phase space refers to the
phase space of massless partons, only the three lightest quarks (u,d and s) are considered
in this model. The model uses Quasmons, an excited intermediate state of massless quarks
that are asymptotically free, to model the excited nuclear matter. This is similar to the
QGS model, but with an additional string-at-rest object, the Quasmon. It uses a di�er-
ent split up of the projectile and the target into partons and the partons are massless in
contrast to the QGS model. The Quasmon is initially formed from the partons assuming
some critical energy of the system. An increase of the Quasmon energy beyond this critical
energy results not in a further increase of the temperature of the system, but instead of the
generation of new quark-antiquark pairs. The Quasmon then decays gradually via quark
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Figure 5.3: Schematic working principle of the CHIPS model: The Quasmon is formed from the
quarks of the projectile and the target (left) and it decays via quark fusion (right) [11].

fusion and emission of hadrons and by double quark exchange with neighbor nucleons (see
�g. 5.3).

This model is applicable over the full energy range since it describes the interactions
both at the nucleon and at the quark level and can also handle the de-excitation of the
nuclei. It is also used in other models to describe processes that cannot be treated in these
models like photo nuclear reactions.

5.1.4 LEP

The low energy parametrized model LEP is a model which utilizes �ts to experimental
data instead of a theoretically motivated hadronic model. It is an adaptation of the old
GEISHA hadronic package to C++, with several corrections and improvements. No de-
tailed interactions are calculated and energy is only conserved on average but not for each
individual event. Therefore this model is nowadays only used because of its low compu-
tation time and to �ll gaps of validity ranges of other models (transition region between
parton-string and cascade models). It is also used for particles which cannot be described
by other models, e.g. long-lived hyperons [58].

5.2 GEANT4 Pre-compound and De-excitation Models

The native GEANT4 pre-compound and de-excitation models are used as backends for the
parton string models and for the binary cascade and handle the fragmentation of residual
nuclei. The pre-compound model is based on a semi-classical exciton model and describes
the emission of protons, neutrons, and light compound fragments up to α-particles until
the nuclear system reaches equilibrium. Further emission of evaporation particles, like



54 CHAPTER 5. Physics Simulation

Figure 5.4: Schematic representation of the model content of the investigated GEANT4 physics
lists. In the overlap regions one of the two models is chosen at random.

photons and nuclear fragments, as well as �ssion and nucleus explosive break-ups are then
simulated with the native GEANT4 equilibrium de-excitation models [59].

5.3 Physics Lists

The physics lists QGSP_BERT, FTFP_BERT, QGSP_BIC, and QBBC all combine sev-
eral of the above mentioned hadron physics models, each used in a given energy range. The
di�erent lists used for this thesis models are shown in �gure 5.4 with the validity ranges of
the individual models for pions [60]. The CHIPS physics list uses the CHIPS model over
the full energy range. In addition to the models used for the inelastic hadron scattering,
all physics lists include also models for elastic scattering, ionization, and various other
processes which occur in a hadron shower.

5.4 Precision Neutron Calculations

The physics lists QGSP_BERT, FTFP_BERT, and QGSP_BIC o�er the option of high
precision neutron tracking (_HP option), but at the cost of increased computation time.
This increased accuracy of the neutron description is achieved by using high-precision data
based lookup tables for the cross sections of neutron interactions below 20 MeV. It is
expected, that using this additional information yields a much better description of the
showers in neutron rich materials like tungsten. The physics list QBBC has a comparable
neutron tracking part with less precision, but also with less computation time needed.
The CHIPS physics list is somewhat special, since it has also its own neutron transport
calculations, however this is much simpler than the HP-package and also neutron capture
is not modeled as a separate process, but as part of the CHIPS neutron inelastic package.
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Chapter VI

Detector Calibration

and Characterization

The data recorded by the CALICE DAQ system for the energy deposit in a single cell is
measured in ADC counts, but this scale cannot be directly compared between di�erent
channels. Therefore the measured amplitudes are converted a physics related energy scale.
The conversion of a cell amplitude in ADC counts to a physics related energy scale like
MIPs or GeV depends on the electronics chain of this individual channel as well as on envi-
ronmental parameters like temperature. For the AHCAL the energy of a minimal ionizing
particle (MIP) has been chosen as energy scale. The conversion requires a calibration of
every individual channel to equalize the individual energy measurements in ADC counts
to the common MIP scale, which relates the cell amplitudes to a well understood physical
process, which is almost independent of the environmental conditions. The MIP scale dif-
fers from the GeV scale by a constant factor (see chap. 8).

One of the challenges of a highly granular calorimeter with analog readout like the
CALICE AHCAL physics prototype with SiPMs is the synchronous and stable calibration
of the high number of readout channels. However, due to the large number of channels,
and SiPMs originating from di�erent production batches, this procedure must be autom-
atized and therefore requires robust algorithms to extract the calibration data. Besides a
temperature dependent factor to convert from the ADC to the MIP scale, the amplitudes
are also corrected for saturation e�ects of the SiPMs, due to their limited number of pix-
els. The cell amplitudes are converted to the pixel scale, then the saturation correction is
applied, and afterwards the desaturated amplitudes are converted back to the ADC scale
and �nally to the MIP scale. The full calibration can be expressed as:

Ai[MIP] = f−1i

(
(Ai[ADC]− Pedi[ADC]) · ICi

Gi[
ADC
PIX

]

)
·

Gi[
ADC
PIX

]

ICi

· 1

Mi[
ADC
MIP

]
, (6.1)

where Ai is the amplitude, f
−1
i is the inverse of the saturation function, Pedi is the pedestal,

ICi, Gi, Mi are the intercalibration, gain and MIP constants of the i− th cell. Each factor,
and how they are obtained, is described in the following paragraphs.
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Also described is a measurement of the inter-tile crosstalk and a procedure to iden-
tify non-working or dead and very noisy readout channels, which will be excluded from
analysis. These measurements are also used for the simulation of the detector (see chap. 9).

All used calibration constants can be found in the o�cial CALICE database. The lo-
cation of the individual database folders is given in Appendix A.

6.1 O�ine Calibration of the Temperature Sensors

In addition to an online calibration of each temperature sensor, which is just an o�set,
an o�ine calibration is applied. This is necessary since occasionally the measured values
of individual sensors show unphysical jumps. This jumping sensor behavior was already
observed at earlier testbeams and points to an instability of the temperature sensors.
However, the procedure is slightly di�erent for both testbeam setups. For the CERN data
the temperature readings are �ltered by checking if the read temperatures are within the
interval from 0◦C to 45◦C. If not, these readings are replaced with the module average
temperature. For the FNAL data all the temperature readings are then replaced with
the module median temperature. Since the temperature correction of the calibration needs
only the di�erence to a reference temperature where the calibration was recorded, a precise
measurement of the absolute temperature is not necessary.

Figure 6.1 shows the mean layer temperature as a function of the layer for a single
run from each testbeam setup. The CERN data has been recorded at lower temperatures
and shows also a more pronounced pro�le along the detector. Figure 6.2 shows the mean
detector temperature as a function of the time from the start of the testbeam campaign.
There is a huge di�erence in the average detector temperature between the runs recorded
at CERN and the runs recorded FNAL, both in summer 2008 and in winter 2009. Also
visible are the day and night cycles. The individual runs used for the analysis are also
marked (for CERN data, electrons and pions are selected from the same runs). Both plots
indicate that a temperature correction has to be applied to the recorded data for a precise
calibration.

6.2 Pedestal Subtraction

The pedestal values used for the pedestal subtraction in formula 6.1 are obtained from the
individual data taking runs. Every data taking run starts with 500 pedestal trigger events,
where the cell amplitudes are read out at random times when no particles are showering
in the detector. In addition there are small periods, typically after 10000 beam events, in
which 500 events with pedestal triggers are recorded (the exact numbers were set to match
with the spill structure of the beam and are therefore di�erent for every testbeam). The
value Pedi in ADC counts used for pedestal subtraction is then the mean amplitude of the
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Figure 6.1: The average longitudinal temperature pro�les for the AHCAL for a single run from
the CERN testbeam (red) and from the FNAL testbeam (blue).

Figure 6.2: The mean detector temperature as a function of time from the beginning of every
testbeam campaign. Also marked are the individual runs used for analysis. For the CERN testbeam
electrons and pions are selected from the same runs.
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last period of pedestal events for every individual channel i.

6.3 Gain Calibration

The gain constants Gi describe how many ADC counts are measured per �red pixel for a
single cell. It is measured by injecting very small light intensities with the CMB system
(see sec. 3.2.4) into each of the tiles, while using the high ampli�cation of the calibration
mode of the readout electronics (see sec. 3.2.2). This measurement is done in calibration
mode to achieve the ampli�cation needed to resolve single pixels (see �g. 6.3), which are
then �tted with a sum of Gaussians. The algorithm used to �t these single photon spectra
is described in detail in [61]. The distance between two consecutive peaks is the gain of a
single measurement at a given cell temperature. All the measurements for a given channel
are then averaged to have an average gain constant Gi,0 at an average cell temperature Ti,0.

In addition, the gain of a given cell i has a signi�cant dependence on the temperature
Ti which needs to be corrected for. It can be described by a linear function:

Gi(T ) =
(dG
dT

)
i
· (Ti − Ti,0) + Gi,0 (6.2)

This dependence ( 1
G

dG
ddT

)i has been measured and found to be on average −1.7 %
K
with a low

spread of 0.3 %
K
[43]. This mean value is then applied as the slope of the linear correction

for all cells.

Figure 6.4 shows the channel-wise comparison of gain constants Gi used for the cal-
ibration of the FNAL and CERN testbeam data. Both sets have been corrected to a
temperature of 25◦C. Both calibration sets are in good agreement with each other taking
into account, that damaged ASICs and HBABs were exchanged during the commissioning
at CERN. This also proves, that the temperature correction works well, since the tempera-
tures of the calibration data di�ered by several degree Kelvin. Channels for which no gain
constant could be measured, e.g. due to broken LEDs, are assigned with a default value
of 400 ADC

PIX
at a temperature of 25◦C.

6.4 Inter-Calibration

The inter-calibration constants ICi describe the ratio of the two ampli�cation modes of the
readout electronics for every individual channel.

ICi =
Ampcalib-mode
Ampphys-mode

(6.3)

They are measured by injecting several �xed light intensities, which are in the linear re-
sponse range of the SiPM, into the tiles in both ampli�cation modes. The responses in both



Inter-Calibration 59

Figure 6.3: An example of a single pixel spectrum of a SiPM with a multi-gaussian �t [61]. The
distance between two consecutive peaks is the gain constant.

Figure 6.4: Comparison of the gain constants Gi(25
◦C) at CERN and FNAL testbeams.
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Figure 6.5: Comparison of FNAL and CERN inter-calibration constants. If no value could be
measured a default ratio of 10 is used between the physics and the calibration ampli�cation modes.

modes are then approximated with a linear function. The inter-calibration constant is then
the ratio of the two slopes in both ampli�cation modes. If no value could be measured,
e.g. due to a broken LED, a default IC constant of 10 is used [11]. Figure 6.5 shows the
comparison of the inter-calibration constants for both testbeam periods. Like for the gain
constants a good correlation between the constants from both testbeam periods is found.

The inter-calibration constants are then used to calculate the corresponding gain con-
stants for the physics ampli�cation mode, since the gain constants can only be measured
with the high calibration ampli�cation mode.

6.5 Saturation Correction

Since the SiPMs incorporate only a �nite number of pixels and a recovery time for every
pixel, one has to correct saturation e�ects of every cell response. The saturation curves
of the bare SiPMs, not mounted to tiles, have been measured at ITEP. Since only the
curves for the bare SiPMs are known, these saturation curves have to be adjusted for the
geometrical mismatch of the WLS-�ber of the tile and the SiPM surface after they have
been glued to the tiles. This mismatch results in pixels that cannot be illuminated by light
from the WLS. However, the maximum number of pixel for a SiPM is then no longer a well
de�ned number, since inter-pixel crosstalk may �re pixels that are not directly illuminated
by the WLS-�ber. In previous analyses the saturation curves for the bare SiPMs are all
scaled with a factor of 0.8. Instead, a measurement of these scaling factors for individual
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cells is presented and applied for this thesis.

To estimate the scaling factors for every SiPM individually, LED data has been eval-
uated: In special calibration runs, the LED light output is increased stepwise until the
maximum light intensity is reached. However, this measurement cannot be used to deter-
mine the saturation curves directly as the non-linear dependence on the LED light output
on the LED voltage is not su�ciently known. The runs are fully reconstructed (pedestal
subtracted, conversion to the MIP scale and temperature corrected) but no saturation cor-
rection is applied. Since the maximum pixel amplitude is smeared by noise, not the highest
response measured is used, but the highest peak in the response. In order to remove those
channels, which did not reach saturation, this highest peak is only taken if the peak is
at maximum 10 MIP lower than the maximum response measured for this cell, otherwise
the measurement for this channel is discarded. The measured maximum amplitude is then
converted to the pixel scale using the temperature corrected gain values. The saturation
correction scale factor is the ratio of maximum amplitude in pixels and the nominal number
of 1156 total pixels of a SiPM.

For some channels the ADC gets saturated before all pixels of a SiPM are illuminated,
but those channels are easy to identify since the bin with the highest amplitude shows a
much higher number of entries, than the surrounding bins and this peak is not smeared
by noise. Figure 6.6 shows two example channels: one where SiPM saturation is reached
and one where ADC saturation is reached before. If no saturation correction scale factor
could be estimated (due to broken LED, discarded measurement, etc) or ADC saturation
was reached �rst, a default scaling factor of 0.8 is used, which is also used for cells, where
a scaling factor below 0.4 was measured. Cells for which a factor > 1 was found were
replaced with a factor of 1. Factors above 1 are either due to rounding (measured factor
< 1.1), or a default value for the gain constant or the inter-calibration was applied for this
cell. Figure 6.7 shows the measured 5833 saturation correction scale factors which could
be extracted from a single run. Further �ltering and the combination of more data could
increase the number measured saturation correction factors.
In parallel the scaling factors for a handful of central cells have been estimated using elec-
trons at higher energies [35]. These values show a good agreement with the estimation
from LED data and are used for those few cells where they are available.

The scaled saturation curves are �tted with a double exponential function described
in [61] and 250 points for every function are stored. The last two points are extrapolated
with a linear function to higher values. The inverse of these points, together with the linear
extrapolation is used for the desaturation. If the amplitude that has to be desaturated is in
between these stored points, the desaturation factor is calculated by a linear interpolation
of the closest two stored points. The linear extrapolation of the saturation curves ensures
the existence of a desaturation factor also for large amplitudes. For the relatively low hit
energy densities encountered for shower energies investigated in this thesis, the systematic
error introduced by the extrapolation should be negligible.
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Figure 6.6: Two examples for saturation in readout channels for a run with LED light of increas-
ing intensity: the left plot shows a channel were the SiPM gets saturated, whereas the channel on
the right reaches ADC saturation before the SiPM is saturated.

Figure 6.7: Left: Response of 500 arbitrary SiPMs from the AHCAL (green lines) and their
mean response (black line) with respect to a linear photomultiplier tube scale [62]. Right: The
distribution of 5833 saturation correction scale factors measured in a single run. Scale factors
below 0.4 are replaced with a default value of 0.8 (not included in plot) and scale factors above 1.0
are replaced with this value (see text).
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6.6 Cell Equalization with Muons

Since every channel has its individual ADC scale, all channels need to be normalized to
a common physics scale. The AHCAL utilizes muons as minimum-ionizing particles for
this normalization. Therefore long data taking runs with muons only are recorded. The
response of a single cell to these muons is approximated with a convolution of a Landau
and a Gaussian. The most-probable-value (MPV) extracted from this convoluted function
is the MIP constant Mi(T0) of the i-th channel.

However, if all hits from muon runs are considered, this includes also noise hits. If a
convolution of a Gaussian and a Landau distribution is used as approximation for these
spectra, this will lead to unstable �ts and wrong MPV �tting results, since the spectrum
of a single cell will also contain hits due to noise. Therefore a �ltering based on an existing
CALICE tracking algorithm is applied �rst. This algorithm �nds track segments consisting
of at least three hits in a straight line (see sec. 7.5 for more details). Only the hits which
are found to be on a track are further evaluated. However, this �ltering could be improved
with a more sophisticated algorithm for muon track identi�cation.
The �tting procedure is very sensitive to initial parameters of the �t. Two consecutive
Gaussian �ts are used (second one in the range of ± 1σ around the mean of the �rst �t) to
estimate the initial value for the MPV. The initial values of the other free �t parameters are
the total number of entries in the spectrum, the natural width of the Landau (0.06 times
the initial MPV) and the width of the second Gaussian �t. The spectrum of the �ltered
hits is �tted for every channel in the range from 0.6 to 2.0 times the initial MPV (�g. 6.8)
and the MPV of the convoluted function is extracted and used as MIP constant. All �ts
have been inspected manually. Cells for which the �t failed are added to the list of bad cells.

As the gain constants, also the MIP constants show a signi�cant temperature depen-
dence, which can be described by a linear function for the temperature di�erences which
occur in the data analyzed in this thesis (see [11]):

Mi(T ) =
(dM
dT

)
i
· (Ti − Ti,0) +Mi,0 (6.4)

The mean value of the temperature dependence 〈 1
M

dM
dT
〉 has been measured as −3.7 %

K
[11].

However, due to the limited muon data, there is not su�cient statistics to measure the
slope for every channel individually with the necessary precision.

Another method that has been developed in the past is the application of layer-wise
slopes. These slopes are estimated with muon events from the normal data taking. But
since the muons from the normal runs hit only few cells in each layer (the beam size is
typically not larger then 2-3 cells in diameter), this method cannot provide reliable results
for the outer cells [63].

Therefore a di�erent method has been developed for this thesis: LED events, which are
constantly recorded during data taking, and which are available for every cell with su�cient
statistics, are used to measure the relative MIP constant temperature dependence for the
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Figure 6.8: The distribution �ltered hits in muon calibration data of a single channel in ADC
counts. The distribution has been �tted with a convolution of a landau and a gaussian distribution.
The mean and the RMS of the histogram are given as well as the most probable value of the �t.

individual channels. LED events can be used instead of muon events, as the relative MIP
constant temperature dependence is equal to the relative temperature of any signal of
�xed strength if both are measured at the same temperature. The events undergo the
full CALICE reconstruction chain except for the MIP temperature correction. For every
run, the mean amplitude of the LED events is stored and studied as a function of the
mean cell temperature (the uncertainty on the temperature measurement of a single cell
is unknown).
Due to instabilities of the LED system, the values have to be �ltered for unreasonable
jumps of the mean amplitude between runs. This is done with a very simple algorithm,
which calculates the mean Mtot and the RMS Rtot of the distribution of the mean LED
amplitudes. Is also calculates the mean Mσ and the RMS Rσ of the distribution of those
mean LED amplitudes which are within ± 1 Rtot of Mtot. If Rtot > 2 Rσ, then all mean
amplitudes which are outside of the interval Mtot ± 5 Rtot are excluded, otherwise all
mean amplitudes outside the interval Mσ ± 5 Rσ. The mean response as a function of
temperature is then approximated with a linear function (see �g. 6.9) and the slope of the
�t relative to the MIP constant srel is used to calculate the absolute slope in ADC counts:(dM

dT

)
i

= sreli ·Mi,0 (6.5)

However, the amplitudes of LED events do not only have the temperature dependence
of the SiPM but instead a convolution of the SIPM temperature dependence with the
temperature dependence of the light output of the LED system, which is unknown. To
estimate the temperature dependence of the LED system, the convoluted slopes calculated
with the LED events are used to reconstruct pion runs of a given energy. It is assumed
that the temperature dependence of the LED system can be linearized for the temperature
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Figure 6.9: Shown is the mean amplitude of LED events as a function of the mean cell tempera-
ture of that LED events for a single cell. The error bars are purely statistical, since the error on the
temperature measurement of a single cell is unknown. The red line shows the linear approximation.

intervals needed for this thesis. The remaining relative dependence of the mean amplitude
of the pion events on the temperature srelLED has been measured to be −1.13 %

K
and is added

to each of the measured relative slopes from the LED events:(dM
dT

)
i

= (sreli + srelLED) ·Mi,0. (6.6)

Figure 6.10 shows the mean pion event amplitudes reconstructed with the convoluted slopes
and a linear approximation, which shows a remaining temperature dependence as well as
the deconvoluted slopes with the linear approximation, which are consistent with no re-
maining temperature dependence.
The distribution of the resulting relative slopes is shown in �gure 6.11 and the mean value
agrees with −3.7 %

K
. The width of the distribution cannot be explained with the quality

of the the �ts alone and supports the hypothesis, that a cell-wise relative temperature
correction will improve the calibration accuracy.
Both set of MIP constants for the FNAL and the CERN testbeams periods have been
measured as described above. However, due to too large instabilities of the LED ampli-
tudes during the FNAL testbeam, not the individual slopes have been used, but instead
the slope in ADC counts is calculated with the mean slope of −3.7 %

K
. Also for the CERN

testbeam data, 19 broken LEDs were found (10 in layer 18), as well as 96 channels, where
the �ts failed. Those cells are attributed with a default relative slope of −3.7 %

K
and their

respective absolute slopes. However, due to the small temperature range that is covered
by the analyzes CERN data, no signi�cant di�erence is observable between the LED based
cell-wise MIP temperature correction and the global MIP temperature correction.
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Figure 6.10: Shown are the mean amplitudes of reconstructed pion runs for 6 GeV (red) and
10 GeV (blue) without the LED system temperature slope correction (squares) and with the addi-
tional correction (circles), as well as their linear �ts (dotted lines without correction, solid lines
with correction applied).

Figure 6.11: Shown is the distribution of the measured cell-wise relative MIP temperature de-
pendence sreli measured with LED events and corrected for the temperature dependence of the LED
system. Excluded are dead channels, channels connected to broken LEDs and channels where the
�ts failed.
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Both calibration sets have also been tested for individual cells. Therefore muon from
normal beam runs have been selected (see sec. 7.6). These muons and the muon calibra-
tion runs have been reconstructed with the calibration applied. Then the same MIP �t
has been applied to the track hits found in the muon events. This is done only for the 9
central towers, as the muons from the normal data taking are only recorded in this area
because of the size of the main trigger. Then the MPV on the MIP scale is extracted. The
distribution of these MPVs is shown in �gure 6.12.
The �gure shows for the CERN data the distribution of the �tted MPVs for the central
towers for a single muon calibration run and for muons inside a hadron run. Both sets peak
at a MPV of one within 1% uncertainty which proves that the calibration works in general.
For the iron data the MPV distribution also peaks around one for the muon calibration
run, proving that the calibration is consistent in itself. However, if this calibration set is
applied to muons from normal hadron runs, the peak is shifted to higher values by ap-
proximately 6-7% (dependent of the actual run). This e�ect has been studied intensively
with the result, that the peak position of the MPVs is increased by approximately 6%
for all electron and hadron runs during the FNAL testbeam campaign if this calibration
is applied. Additionally, a second muon calibration set, which has been recorded also at
FNAL, but at di�erent bias voltages of the SiPMs, shows the same increased mean MPV
if the MIP constants are rescaled to the corresponding bias voltage of the �rst calibration
set.
In principle such a shift of the mean MPV could be caused by either a wrong bias voltage
applied or a wrong temperature monitoring. However, neither option seems realistic to ex-
plain this shift, as the voltages and the temperature are both monitored continuously and
no problem could be found. Also the shift is visible for hadron runs recorded a day before
and after the muon calibration runs, but it does not occur for the two muon calibration
sets recorded with several months in between. Nevertheless there is a crucial di�erence in
the recording of the muons runs and all other beam data: the muon runs were triggered
with 1x1 m2 scintillators, whereas all other runs were triggered by the 10x10 cm2 scin-
tillators, which also had di�erent photomultipliers for read out (see sec. 4.1). The delay
between trigger signal and readout, called hold value (see sec. 3.2), needs to be adjusted
individually for each of the trigger types. If the trigger delay for the muon trigger was
adjusted wrongly, then exactly such a shift of the mean MPV is observable.
To correct this shift, probably caused by a wrong trigger delay, all MIP calibration con-
stants have been scaled by a factor of approximately 1.067, so that the mean MPV extracted
from muon cell spectra from muons in hadron runs becomes one (shown in �g. 6.12). The
temperature correction has been calculated according to the scaled MIP constants with
−3.7 %

K
.

The rescaling is done globally and based only on the MPVs of the single cell spectra of
muons of the 9 central towers, since only these cells provide su�cient statistics within a
single hadron runs for a reasonable approximation. The exact hold curves and therefore
the correct time delay is di�erent for every module (in principle also for every read-out
channel). Since the calibration is on average o� by 6-7% , this implies that for some chan-
nels the amplitude is no longer measured in the plateau region of the hold curve. However,
it would require individual rescaling factors, which cannot be estimated due to the low
statistics, to correct fully for the wrong time delay between trigger signal and read-out.
Therefore an increased calibration uncertainty can be expected for some of the modules.



68 CHAPTER 6. Detector Calibration and Characterization

Figure 6.12: Extracted MPVs from the MIP �ts for CERN (left) and FNAL (right) data as
crosscheck of the MIP calibration (see text for details). The mean stated is the mean of the
Gaussian approximation.

Figure 6.13 shows the comparison of both MIP calibration sets shifted to a temperature
of 25◦C and shows that both sets are in reasonable agreement, taking into account, that
hardware was replaced and both sets were recorded at di�erent temperatures.

6.7 Identi�cation of Bad Channels

After several years of testbeam campaigns at DESY, CERN and FNAL some of the readout
channels of the AHCAL are broken (dead) or show a very high noise occupancy (noisy),
These channels, together with channels for which no valid muon peak could be found (see
sec. 6.6), are called bad channels and are excluded from the analysis of data and simulations.

The dead channels do not show any signals above the pedestal level, which is mostly
due to broken pins of the SiPMs. In addition some channels have been disconnected due
to high noise occupancy. They are identi�ed by the very small width of their pedestal
distribution. Following the de�nitions given in [11], channels with a pedestal RMS of lower
than 20.5 ADC counts are considered to be dead. In contrast to the dead channels, the
noisy channels have an increased width of the pedestal distribution. These channels are
also removed because on average they would contribute signi�cantly to the total energy
sum and thereby distort topological observables like shower pro�les. Also for noisy cells
the de�nition given in the reference is used, resulting in the removal of cells from the anal-
ysis, which have a RMS of larger than 120 ADC counts in pedestal events. The dead and
noisy channels are about 2% of the total channels for both testbeam setups. However, the
channels inside a given layers are not the same for both testbeams, as the order in which
the modules were placed in the absorber structures di�ered for both testbeams. In addi-
tion some channels were repaired in between the two testbeams and some additional broke.
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Figure 6.13: Shown is the channel-wise comparison of the MIP calibration used for CERN and
for FNAL testbeam data.

Figure 6.14 shows the percentage of channels which are marked as bad per layer. The
calorimeter region, where on average the most shower energy from hadron showers is de-
posited, has the least fraction of bad cells for both testbeam setups. The large di�erence
in the total number of bad channels between the two setups is due to the large number of
channels, for which no valid MIP calibration for the CERN testbeam was found, due to
insu�cient statistics. However, a map of the z-projection of the bad channels shows that
most of these channels are located in the outer part of the calorimeter. Therefore no signi�-
cant bias on the total energy and on longitudinal shower pro�les is expected. Nevertheless,
an impact on the tails of the radial shower pro�les for the CERN setup cannot be excluded.

6.8 Noise after Calibration

The electronics noise would give a signi�cant contribution to the total detector response if
it is not suppressed. Therefore all cell amplitudes below 0.5 MIP are removed from analysis
to limit the impact of electronics noise on the detector response. It has been shown that
with this threshold only around 5% of all muon cell energy depositions are suppressed,
while at the same time the contribution from electronics noise to the detector response is
drastically reduced [36]. Nevertheless the noise cannot be fully removed, due to the limited
signal-to-noise ratio of the �rst generation SiPMs used in the AHCAL prototype.
The 0.5 MIP threshold has the same temperature dependence as the MIP calibration it-
self. However, the mean noise of the electronics in ADC counts has almost no temperature
dependence. Therefore, the noise after suppression becomes inherently temperature depen-
dent, since the fraction of the electronics noise that is removed depends on the temperature
dependent threshold.
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Figure 6.14: The percentage of cells that is excluded from analysis per layers for CERN and
FNAL testbeam setups (left) and a map of the z-projection of the bad cells (right) for the CERN
setup. The color of the cell indicates the number of bad cells in the respective tower.

Figure 6.15 shows the mean number and the mean energy sum of the hits above the
0.5 MIP threshold for pedestal events from individual data runs as a function of the mean
run temperature. For both testbeam setups there is a strong dependence on temperature
for the mean number and the mean energy sum of the hits above threshold in pedestal
events observable. This strong temperature dependence of the noise would require the
noise to be subtracted for each run individually if it should be removed from the data.
However, the noise is not subtracted for this analysis, since it is not clear how to subtract
noise from shower data. This is due to the fact, that the even small additional energy
depositions from a shower might bring the amplitude above threshold. Additionally the
noise for all cells that have su�cient energy depositions from showers is added to the total
detector signal. So the total contribution from noise to the detector response is di�erent in
noise-only events than in shower events. Also the correct in-spill noise for the CERN data
is unknown. Instead of subtracting the noise from data, it is added to the simulation for
each simulated run individually (see chap. 8). This strong temperature dependence of the
noise as well as the the total noise itself could be drastically lowered with modern SiPMs
with better signal-to-noise ratios.

6.9 Inter-tile Crosstalk

The inter-tile crosstalk Xt describes the amount of light that leaks from one tile into an
adjacent one:

Xt =
ANeigh

ASum

, (6.7)

where ASum is the theoretical response of the cell with no crosstalk to a given energy de-
position, and ANeigh is the response of an adjacent cell, where a signal is only generated by
optical crosstalk. The crosstalk is mainly caused by the imperfect re�ection properties of
the tile edges, but also by a not tightly attached re�ective foil which covers the two large
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Figure 6.15: The mean energy 〈Evis〉 (left) and mean number of hits 〈nHits〉 (right) of pedestal
events from individual runs from the CERN and both periods of the FNAL testbeam as a function
of the mean run temperature.

sides of the tiles. To measure the light leakage, a simpli�ed model of the true crosstalk will
be used. In this model the boundaries of the cells are considered to be semi-transparent
mirrors without any absorption.
In the past the inter-tile crosstalk has just been measured for a sample of two tiles before
they were built into the detector, giving an average inter-tile crosstalk of 2.5 % per tile
edge [64], but it was also found out, that badly attached foil would increase the light leak-
age between cells. The following section will explain the measurement of this property for
a much larger set of tiles.

In order to measure the inter-tile crosstalk, special calibration datasets have been
recorded, where only one LED per layer was turned on, resulting in 12 LED runs per
dataset. Each of the LEDs lights 18 cells, which are more or less in a row. In addition
runs with pedestal triggers have been recorded before, after all, and after half of the LED
runs, to have data for the pedestal subtraction of the channels and to exclude pedestal
shifts during the data-taking. Three di�erent datasets have been obtained this way, the
�rst has been recorded at DESY during commissioning of the detector for testbeam prepa-
ration (dataset 1). For this set the active layers were horizontally stored on wooden plates
and not inside the absorber structure. The other two datasets (datasets 2&3) have been
recorded at CERN in the testbeam setup of the detector in between data taking periods.
For these two datasets, the active layers were mounted vertically inside the tungsten ab-
sorber structure.

The inter-tile crosstalk can then be measured in the following way: To estimate the
crosstalk for a single cell, only an array of 3 times 3 cells (see �g. 6.16), centered on the
investigated cell, is considered, where none of the cells must be dead, and the middle row
of cells is lit by a single LED. Cells with neighboring tiles with di�erent size are ignored.
All amplitudes from the cells of this array are then pedestal subtracted. If the average
amplitude of the central cell exceeds 10000 ADC counts or is below 3000 ADC counts it is
ignored to limit impact from SiPM saturation, which is not corrected in this simple analysis
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and to make sure that this cell is lit, since some of the LEDs were broken. The amplitudes
in ADC counts are then converted to a common MIP scale with a MIP calibration. The
inter-tile crosstalk Xt for a single tile edge of cell Ai is then in a �rst step estimated as:

Xt =
Ai

Ai + Aj1 + Aj2
(6.8)

where A denotes the amplitude of the cell given in �gure 6.16 with j1, k1, and k2 being the
lit cells. However, this approach assumes that there is the same amount of light leaking
from one lit cell to another one, which is not true due to the fact, that the cells connected
to a single LED do not receive the same light when only one LED is turned on. Therefore,
this result is used for a second iteration, which takes also the neighboring lit cells into
account:

Xt,final =
Ai

Ai + Aj1 + Aj2 +Xt · (2Aj1 − Ak1 − Ak2)
(6.9)

Since this second iteration results only in a correction at the percent level of the �rst itera-
tion, no further iterations are done. The results for all three datasets are shown separately
for cell sizes of 3x3 cm2 and 6x6 cm2 in �gure 6.17 with just the statistical errors. To also
take into account systematic uncertainties, the impact from using di�erent MIP calibra-
tions and the impact of saturation has been studied.
Di�erent MIP calibrations have been used for all datasets to estimate the uncertainty on
the crosstalk due to the used MIP calibration. This is especially important for the �rst
dataset for which no MIP calibration from the same data taking period (native MIP cali-
bration) exists. Figure 6.18 shows the crosstalk for dataset 3 for the native MIP calibration
(MIP set 3) and two other MIP calibration sets from earlier testbeam periods (set 1 from
2007, set 2 from 2008). The result is almost independent from the used MIP calibration
and a conservative estimate of 0.1% is used as uncertainty due to the used MIP calibration.
To estimate the impact of saturation on the result, the cell responses have been divided
into bins of 1000 ADC counts (see �g. 6.18) The crosstalk is stable within the interval from
3000 to 10000 ADC counts and also an estimate of 0.1% as uncertainty is used. The upper
threshold could be set lower to exclude any impact from SiPM saturation, but this would
further increase the statistical error in the same order of magnitude. An unforeseen feature
of the CMB system is the main reason for the low statistics: The light of a single LED
is no longer uniformly distributed among the �bers if only a single LED is lit per CMB.
This feature was reproducible, however, it is not understood and would require additional
debugging of the CMB electronics.

The statistical and the systematic errors are added in quadrature. The results from
dataset 2 and 3 of 4.5 ± 0.2% crosstalk per tile edge are consistent, dataset 1 gives a
lower mean crosstalk of 3.5 ± 0.2% per tile edge for the 3x3 cm2 cells. For the 6x6 cm2

cells all three datasets give a consistent result of 2.6 ± 0.3% crosstalk per tile edge. Fig-
ure 6.19 shows a comparison of the individual cell border measurements between dataset
1 and dataset 2, respectively dataset 2 and dataset 3. Almost all cells show an increased
crosstalk in dataset 2 in comparison to dataset 1, whereas measurements for the individual
cells in datasets 2 and 3 are consistent with each other. This comparison gives further indi-
cation, that the spread of the measured crosstalk values, is real and not due to measuring
inaccuracy.
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Figure 6.16: Scheme of a 3 times 3 cell array for the inter-tile crosstalk calculation. The cells
in the middle row are lit by �bers from the same LED.

The cause for the increase crosstalk for the 3x3 cm2 cells between the datasets can only
be guessed. Aging or scratching of the tiles edges seems very unlikely. Instead, the di�er-
ence between the datasets for the 3x3cm2 cells is interpreted as being due to a not tightly
attached re�ective foil on the cells for the setup in datasets 2 and 3, where the layers were
placed vertically in the absorber stack. For dataset 1 the layers where placed horizontally
on wooden plates. In the vertical position there might be enough space between tiles and
cover, that the foil might bend away from t he cells, especially in the middle of the layer
where the 3x3 cm2 cells are located. Further indication for this hypothesis is from the
a direct comparison of the measurements for the individual tile edges (see �g. 6.19). A
strong dependence of the inter-tile crosstalk on a correctly attached re�ective foil was also
reported from [64], and lab measurements with tiles indicate the same problems [65].

The measured crosstalk values have been cross checked with some cells that have two
lit neighbors, and those cells see roughly twice as much light as the single lit cells. How-
ever there are very few of these double lid cells and therefore this crosscheck has a huge
statistical uncertainty. The 4.5% crosstalk per tile edge will be used for the detector sim-
ulation, since this setup was closest to the data taking setup, and its impact is studied
and compared to a simulation with the original crosstalk value of 2.5% per tile edge in the
simulation validation chapter (see chap. 9).
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Figure 6.17: Distributions of the measured inter-tile crosstalk for the 3x3 cm2 (left) and 6x6 cm2

(right) tiles for all three data sets.

Figure 6.18: Dependence of the crosstalk measurement on di�erent MIP calibrations used for
dataset 3 (left) and the average crosstalk 〈Xt〉 for signals with di�erent size (right). Between 3000
and 10000 ADC counts the result is stable, which is indicated by the purple dotted line showing the
mean in this interval. At higher values, the impact from SiPM saturation on the result is visible.
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Figure 6.19: Comparison of the crosstalk measurement for the individual tile edges in di�erent
datasets.
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Chapter VII

Event Selection

The particle beams provided at the CERN PS and the FNAL MTest beamlines comprise
not only a single particle type, but instead a mixture of electrons, muons, and hadrons. Fig-
ure 7.1 shows the energy sum for all events recorded during a single 10 GeV run at CERN
and at FNAL. The multi-peak structure indicates that there is more than one particle
type interacting. Also the long tail for the FNAL data suggests additional contamination
of the events. Therefore it is mandatory to �lter the recorded datasets for events that were
initiated by just one particle type, so they can be compared to simulations, or to compare
both absorber types with each other.

However, the existing particle selections for the CERN [63, 12] and FNAL data [11] had
to be modi�ed, since this thesis will investigate di�erences in particle showers for two dif-
ferent absorber materials, and therefore aims to get as clean single particle shower samples
as possible. At the same time, as little events as possible of the given particle should be
rejected to ensure that the samples are not biased. Also the selection should be as similar
as possible for both absorber setups. While the main part of the particle identi�cation
is done with the external cherenkov counters, additional software �lters, called cuts, are
needed. They are necessary not only to distinguish particles with similar mass (e.g. pion
and muons), but also improve the data quality, and to remove multi-particle events, es-
pecially in case of the FNAL data, which are not addressed in previous selections for this
data. Unless it is mentioned otherwise, the cuts are applied to both CERN and FNAL
testbeam data and the simulation. The exact values of cuts can be found in Appendix B.

7.1 Beam Events

During the data taking, not only events that contain particle showers are recorded, but
there is also the continuous recording of calibration events in the same run. These calibra-
tion events include pedestal events and LED events. For every event special trigger bits are
set during the data taking, which are available for analysis, e.g. the beam bit for particle
showers, the pedestal bit for random noise triggers, and the calibration bit for LED events.
Therefore the �rst and trivial cut that is applied to the event selection of muon, electron,
or pion samples is requiring that an event has a beam bit set to clear the data samples
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Figure 7.1: The mean visible energy for a single CERN (left) and FNAL (right) run at 10 GeV
without any selection applied.

from noise and calibration events. This cut is only necessary for data since the bits are not
set in the simulation.

7.2 Events with LED �ashes

At the CERN testbeam in 2010 one of the CMBs was not working properly (CMB of
module 9). Sometimes there were unforeseen LED-triggers in this module, resulting in
random LED light �ashes in all cells of this module. But since all cells in this module have
an unreasonable high energy deposit and also the hit multiplicity for this module is high
due to simultaneous �ashes in all cells, these events could be easily removed by requiring
that the hit multiplicity in this layer should be below 100. Although only a few events are
removed by this cut, these events would bias the width of the energy sum distributions and
hit multiplicity distributions. One of these events is visible in the CERN data in �gure 7.1
with a visible energy sum of more then 2200 MIPs. This cut is only applied to the CERN
data, since it does not remove any events in the FNAL data or in either simulation.

7.3 Empty Events

To ensure that in every event of the particle data samples there is at least one particle de-
positing energy in the calorimeter, a rejection criteria for empty events has been developed
in [11]: The total energy deposit in the 3x3 cm2 tiles of the �rst 5 layers must be at least 4
MIPs. This cut has very little impact on the recorded dataset, where a coincidence trigger
of the two 10x10 cm2 scintillators is required for the detector readout, making it almost
impossible that a particle is scattered to the side in the distance between the second trigger
scintillator and the detector. Also in the simulation the particle gun has been placed just
upstream of the main scintillators and the tracking chambers. Nevertheless, the response
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Figure 7.2: The number of hits in the volume VRing (6x6 cm2 and 12x12 cm2 cells in the �rst
�ve layers) for the normal 6 GeV simulation and a second simulation, where the particle gun was
placed a few centimeters before the calorimeter front for the CERN setup (left) and the FNAL
setup (right).

of the scintillators is not simulated. Therefore some particles are scattered away and do not
reach the calorimeter in the simulation. The cut removes these events from the simulated
data samples.

7.4 Upstream Interactions

For an incoming particle there is a chance that it may interact upstream of the calorimeter
and start a shower already before it reaches the calorimeter. Since the energy of these
particles or their remains is not well de�ned, these events also need to be removed from
the data samples. This is done by requiring to have a low hit multiplicity in the 6x6 cm2

and 12x12 cm2 cells in the �rst �ve layers of the calorimeter, a volume which will be called
VRing. The hit multiplicity in this volume of the normal simulation is compared with the
hit multiplicity in the same volume of a dedicated simulation, were the particle gun was
placed only a few centimeters in front of the calorimeter, so that these particle do not
traverse any beam instrumentation and only need to traverse a minimum distance in air.
The hit multiplicity in the volume VRing for the normal simulation and the dedicated one
are displayed in �gure 7.2. All events with more than 15 hits in the volume VRing are
removed from the pion samples for 4 GeV and above. For 2 GeV the distributions of both
simulations overlap completely and no additional cut was found for this energy.

7.5 Additional Algorithms

For the particle identi�cation and especially for the multi-particle event rejection two addi-
tional algorithms are utilized and brie�y described in the following. A tracking algorithm
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which identi�es track segments [66] and a clustering algorithm used for shower start �nd-
ing [67]. The track segment �nding algorithm tries to merge hits to clusters which are on
a straight line and are therefore track candidates. The algorithm starts with isolated hits
as seed hits for track �nding and then tries to merge additional isolated hits in subsequent
layers which are inside a small cone with the tip being the seed hit. A valid track segment
is at least three hits long and therefore traverses at least three subsequent layers. However,
the algorithm is incapable of �nding track segments which are (almost) perpendicular to
the beam axis.
The clustering algorithm identi�es clusters of energy deposition in neighboring cells which
can be a potential shower start, which is de�ned as the �rst inelastic scattering of the incom-
ing hadron. The algorithm �rst tries to identify regions of interest, which are calorimeter
hits exceeding a certain energy threshold. Then the energy depositions around this clus-
ter seed hit are added, or clustered up. The cluster which is closest to the origin of the
incoming particle and which meets certain requirements in size and shape is then consid-
ered as the shower start cluster. The shower starting point is then calculated from the
position of the cell with the highest energy deposition in the cluster. However, previous
investigations with simulated events indicate, that the agreement of the calculated shower
starting point with the actual one which is also stored in the simulation is worse than a
layer at energies below 10 GeV. Nevertheless, the clustering information and information
if a shower start was found inside the calorimeter can still be utilized for the event selection.

7.6 Particle Identi�cation

Both testbeam facilities at CERN and FNAL deliver a particle beam with an energy de-
pendent mixed particle content. In order to study muon, electron and pion data separately
the incoming particles have to be identi�ed. This is done with the calorimeter itself as well
as with additional beam instrumentation as cherenkov detectors. The external cherenkov
detectors provided in both testbeam setups are able to tag particles heavier than a given
mass, within a certain energy regime. In case of the CERN PS testbeam it was possible
to apply separate tags for electrons, for pions and muons and for particles that are heavier
at all energies. Pions and muons can not be separated by the cherenkov detector reliably,
because of their similar mass. In case of the FNAL testbeam it was only possible down
to 8 GeV to give particles heavier than a pion a separate tag. For lower energies, it was
only possible to give two kinds of tags - electron or heavier (see chap. 4). Since pions and
protons cannot be separated event by event with the calorimeter itself, there is a small
fraction of protons in the pion samples at 6 GeV and below. But since this fraction is
small and the proton shower topology is similar to the pion shower topology no signi�cant
bias is expected. For both testbeam setups the e�ciency of the electron tagging with the
cherenkov detectors decreased at 2 GeV. At these energies electron and pion showers look
almost the same, however an estimation of the remaining electron contamination is done
once the �nal pion selection is complete.

Since muons and pions cannot be separated reliably with the cherenkov detectors, a
di�erent strategy had to be developed. For energies above 4 GeV the combination of the
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Pion Sample Muon Sample
Beam Energy Pion Selection Muon Rejection Muon Selection Pion Rejection

[GeV] E�ciency E�ciency E�ciency E�ciency

2 0.91 (0.91) 0.82 (0.82) 0.80 (0.80) 0.95 (0.95)
4 0.67 (0.63) 1.00 (1.00) 0.85 (0.85) 0.96 (0.96)
6 0.93 (0.92) 0.97 (0.97) 0.89 (0.90) 0.96 (0.96)
8 0.94 (0.94) 0.96 (0.96) 0.80 (0.81) 0.97 (0.97)
10 0.94 (0.94) 0.96 (0.96) 0.85 (0.85) 0.97 (0.97)

Table 7.1: The selection and rejection e�ciencies for the muon-pion separation for simulated
CERN data. The simulation used 18% crosstalk and the physics list QGSP_BERT_HP, the values
in brackets are given for a simulation with 10% crosstalk.

number of hits and the longitudinal center of gravity of an event is used to distinguish
between muon and pion events. This is shown for simulated particles in the upper two
plots in �gure 7.3. The muons can be well separated from the electron and pion events.
Nevertheless, there is a small fraction of pion events looking like muons. These are either
pions that decayed into a muon during the �ight to the detector or pions that traverse the
calorimeter without initiating a shower, and therefore have the same calorimeter signature
as muons. Both types of events are also removed from the pion samples. The resulting se-
lections for 6 GeV runs are shown in the lower two plots in �gure 7.3. For the CERN data,
the resulting distributions look as expected. However, the electron and pion selections at
FNAL show a signi�cant tail to higher hit multiplicities. This is a hint for some additional
contamination of the samples which requires further �ltering.

At energies of 4 GeV and below muons and pions cannot be distinguished with the
above selection alone anymore, because the pion showers become smaller and have less
hits. This results in an overlap of the distributions. Therefore, as additional criterion, it
is required, that the energy deposit in the last layers does not exceed a certain threshold,
since the energy deposition at the end of the calorimeter is typically very low for pion
showers of these energies, while muons still reach the last calorimeter layers. Additionally,
the shower start �nding algorithm must not detect a shower start.

The cut e�ciencies for the muon-pion separation are given in table 7.1 and table 7.2.
They have been estimated with simulated data samples. However, as the energy deposit per
layer in simulated particle showers depends on the used crosstalk parameter (see sec. 9.2),
so does the cut e�ciency at low energies. Therefore the e�ciencies have been estimated
with a simulation with 18 % crosstalk and a simulation with 10 % crosstalk. The sepa-
ration is worst at 4 GeV. However, a low muon contamination of the 4 GeV pion sample
could only be achieved at the price of a small bias on the sample.
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Figure 7.3: The number of hits versus the center of gravity from the calorimeter front for the
CERN tungsten absorber setup (left) and the FNAL iron absorber setup (right) for simulated 6 GeV
e−(1000), µ−(1000) and π− (10000) events (upper two). The number of events has been chosen
such, that the overlap regions remain visible. The two bottom plots show the same distribution for
the cherenkov selected e− and π− samples and the selected muon sample. The data quality cuts
have been applied in addition (see text).

Pion Sample Muon Sample
Beam Energy Pion Selection Muon Rejection Muon Selection Pion Rejection

[GeV] E�ciency E�ciency E�ciency E�ciency

2 0.77 (0.75) 1.00 (1.00) 0.72 (0.68) 0.95 (0.95)
4 0.82 (0.76) 0.99 (0.99) 0.69 (0.66) 0.98 (0.98)
6 0.94 (0.92) 0.98 (0.98) 0.68 (0.66) 0.98 (0.98)
8 0.95 (0.95) 0.97 (0.97) 0.67 (0.65) 0.98 (0.98)
10 0.95 (0.95) 0.97 (0.97) 0.67 (0.64) 0.99 (0.99)

Table 7.2: The selection and rejection e�ciencies for the muon-pion separation for simulated
FNAL data. The simulation used 18% crosstalk and the physics list QGSP_BERT_HP, the values
in brackets are given for a simulation with 10% crosstalk.
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7.7 Multi-Particle Events

As already shown in the particle identi�cation section, there is a signi�cant contamination
for the FNAL data with events with a large visible energy sum and high hit multiplicities,
most likely due to multi-particle events, In contrast to this, there was basically no multi-
particle event contamination recorded for the CERN data. However, there is not only the
case of two or more centrally incoming particles as mentioned in section 4.1, but there is
also a signi�cant number of events, which contain a centrally showering particle as well
as one or several additional muons which traverse the outer tiles of the calorimeter at the
same time as the central particle showers (see �g. 7.4). Additionally many events contain
also remnants from particles interacting upstream of the calorimeter.

To remove those events which contain one or more additional muons, the track seg-
ment �nding algorithm is utilized. Those events which contain a track (almost) parallel
to the beamline, which traverses only 6x6 cm2 or 12x12 cm2 cells, are removed from the
analysis, since for electron showers, tracks in this calorimeter region do not occur, and for
pion showers it is very unlikely that a secondary hadronic inelastic scattering has such a
signature.
Events containing more than one centrally showering particle are much harder to remove.
For electrons all events are rejected, that contain more than one shower cluster, found by
the clustering algorithm. However, this is not an option for the pion showers, as hadronic
showers can contain multiple clusters of energy deposition, each originating from a hadronic
inelastic scattering. If both particles shower directly on top of each other, not an increased
number of clusters is found, but clusters containing a huge amount of energy. Therefore
also pion events are rejected, that contain clusters exceeding a certain amount of energy
or a certain size. The actual cut parameters depend on the beam energy and are given in
appendix B. However, the one and two or more particle events show a signi�cant overlap
for these distribution and not all contamination can be removed.
The removal of events containing additionally remnants of other particles which interacted
upstream of the calorimeter is the most di�cult type of multi-particle contamination to get
rid o�. These events typically show an increased activity at the calorimeter front, however,
these additional energy deposits are almost impossible to distinguish from noise �uctua-
tions. Therefore, no dedicated rejection criterion is applied for this type of contamination.
For muons, the multi-particle rejection is included in the box-cut from the particle identi�-
cation, for electrons the rejection works also well, because of the small size of the showers,
but for pions works worse, due to the large �uctuations of the showers. The percentage of
events that is rejected by the additional o�ine multi.particle cuts in relation to the number
of events, that is selected without the additional o�ine rejection is given in table 7.3.
Figure 7.5 shows the energy sum and hit multiplicity for 6 GeV pions at FNAL with only
the online multi-particle rejection applied and with the additional o�ine multi-particle
rejection applied. The online rejection consists of the trigger bits from the multi-particle
scintillator and the muon-veto-scintillators (see sec. 4.1). The right-handed tails in both
distributions could be signi�cantly reduced with the additional o�ine rejection.



84 CHAPTER 7. Event Selection

Figure 7.4: Event Display from an Multi-particle event. Shown are only those tiles, which exceed
the 0.5 Mip threshold and their color represents the energy deposit of the tile (from green to red).
Visible are several tracks in the outer part of the calorimeter, which are most likely additional
muons. Also the size of the central shower indicates more than one showering particle in the
central region.

Figure 7.5: The energy sum (left) and hit multiplicity (right) for 6 GeV pions at FNAL with
and without the additional o�ine multi-particle rejection applied.
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Electrons
Energy [GeV] Simulation Data
2 0.3 (0.3) 42,0
4 1.2 (1.3) 63,0
6 2.6 (3.0) 74,0

Pions
Energy [GeV] Simulation Data
2 3.3 (5.8) 9.1
4 0.5 (0.4) 9.8
6 0.8 (0.8) 12.0
8 1.2 (1.0) 8.3
10 1.4 (1.1) 9.5

Table 7.3: Percentage of events that is removed by the additional o�ine multi-particle rejection
for simulation and data for electrons and pions at FNAL. The simulation used QGSP_BERT_HP
and 18% (10%) crosstalk.

7.8 Selection of the Tungsten Data Samples

The �nal selection for the CERN tungsten data includes muons from 4 GeV to 10 GeV,
electrons from 2 GeV to 6 GeV and negative pions from 2 GeV to 10 GeV. Although also
runs at 8 GeV and 10 GeV have been recorded, the number of electrons that they contain
is not su�cient for a precise analysis. Additional electron data points at uneven energies
(1 GeV, 3 GeV, 5 GeV) are not considered for this thesis, as the same energy points are
not available for iron data. The selection cuts applied to these datasets include the data
quality cuts discussed above as well as the particle identi�cation discussed above. From
the 6 GeV electron sample a single multi-particle event is removed by hand, and no further
indications of multi-particle contamination could be found.

Figure 7.6 shows distributions of the visible energy sum for the electron and pion sam-
ples. The electron samples have been �tted with a Gaussian distribution with a range of ±
3 σ of a previous Gaussian �t and show a very good agreement between the data and the
Gaussian �t. Also beyond the three standard deviations there is a good agreement with
a Gaussian shaped response, proving that the electron samples contain only a negligible
amount of contamination.
The pion distributions have been �tted with a Novosibirsk distribution [68] instead, since
this describes the energy sums far more accurate. The asymmetry of the visible energy
sum distribution is caused by the suppression of low cell energy deposits and therefore is
strongest at the lowest energies. However, as the pion distributions naturally show a much
larger spread due to the �uctuations in the shower development, they have just been �tted
in a range of ± 2 σ of an initial Gaussian �t. Within this range the distributions are very
well described by the �t. Only for the 8 GeV and 10 GeV samples a tail to lower energies,
which extends beyond the Novosibirsk function, can be observed. This tail is most likely
caused by pion showers not fully contained inside the calorimeter (see sec. 9.3). Also, this
is e�ect is enhanced in comparison to the iron absorber setup by the limited length of the
tungsten absorber setup with 30 layers only. The number of events passing the selection
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for all particle types and energies are given in table 7.8.

The response of electrons and pions as a function of the incident energy is �tted with
a linear function:

〈Evis〉 = u · Eavail + v (7.1)

The �t resulted for electrons is ue = 28.1 ± 0.3 MIP
GeV

and ve = 4.2± 1.0 MIP . For pions
the approximation gives uπ = 25.5± 0.2 MIP

GeV
and vπ = 3.7± 0.7 MIP. The u factors agree

within uncertainty for electrons and pions with the ones from previous analysis, but the
o�sets only agrees for pions with previous analysis [63]. The di�erence ismost likely due to
the calibration improvements. For both particle types, also the deviation from the linear
response has been calculated (see �g. 7.7). The response of the electrons deviates at all en-
ergy points below 0.5% from linearity, which is an improvement to previous results, where
the deviation from a linear response was only below 2-4% for electrons [12]. For the pions
the deviation from linearity is largest at 4 GeV, nevertheless it does not exceed 3%, which
is similar than in previous analysis. However, di�erences in the comparison for particles
with opposite charge in the previous analysis [63, 12] point already to unsolved problems
in the calibration of data in the previous analysis.

Additionally, the remaining contamination of the samples is estimated. The electron
samples cannot contain pion contamination as a signal in the cherenkov counter is required,
and the noise triggers of the photomultiplier practically never coincide with the beam trig-
gers. However, the pion samples can contain electron contamination at low energies, as
the gas pressure of the cherenkov detector for electron tagging has to be set very low (see
chap. 4) and electrons may traverse the cherenkov detector without generating su�cient
amounts of light to trigger the photomultiplier. To estimate the remaining electron con-
tamination the distribution of the ratio of the energy deposit in the �rst 3 layers E3 divided
by the total energy deposit E30 has been plotted for 100000 simulated electrons, pions, and
the �nally selected pion events. This distribution in data is then approximated with the
TFractionalFitter of the ROOT analysis framework by a weighted sum of the distributions
for simulated electron and pions (see �g. 7.7). The resulting �t is consistent with no elec-
tron contamination.

7.9 Selection of the Iron Data Samples

The �nal selection for the FNAL iron absorber data samples is done for the same particles
and energies as the CERN tungsten data. It is also based on the same selection strategies
with only variations of the cut parameters. However, this dataset contains a signi�cant
multi-particle event contamination. Therefore the multi-particle event rejection cuts are
applied in addition.

Figure 7.9 shows the visible energy sum Evis for selected electron and pion event sam-
ples. The distributions have been �tted with the same functions and within the same
ranges as for the CERN tungsten data. The electron samples for 4 GeV and 6 GeV are
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Figure 7.6: The sum of the visible energy Evis in MIPs for the selected electron events from
2 GeV to 6 GeV and the selected pion events from 2 GeV to 10 GeV for the CERN testbeam data
with all cuts applied. The thick lines indicate the �t results (see text for details).

Figure 7.7: The deviation from a linear response of electrons and pions at CERN as a function
of the beam momentum (left) and an estimation of the remaining electron contamination in the
selected pions at 2 GeV at CERN.

Beam momentum [GeV] µ− e− π−

2 -.- 6839 116336
4 16762 8220 70620
6 15284 2714 104724
8 11539 -.- 111768
10 9761 -.- 121734

Figure 7.8: The number of events passing the selection criteria used for the tungsten data
analysis.
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well described by the �t within the �tting range of three standard deviations. Beyond this
range, non-Gaussian tails become apparent. This is due to the limitations of the multi-
particle rejection and additionally due to electrons which lose signi�cant amounts of energy
upstream of the calorimeter. The low energy tail is even more pronounced for the 2 GeV
electron sample, where no rejection for the upstream showering particles can be applied
(see sec. 7.4).
The visible energy sum for the pions is well approximated by the Novosibirsk function.
However, also for the pions tails in the energy sum are observable, showing also for pions
the limitations of the event selection. Also for the iron absorber pion samples signi�cant
low energy tails are present above 6 GeV, which are also caused by shower leakage. The
number of events for the di�erent particles and energies that passed the selection are given
in table 7.11.

The responses for electrons and pions for the iron absorber setup have also been �tted
with a linear function. The calculated �t parameters for electrons are ue = 41.0± 0.5 MIP

GeV

and ve = 8.5 ± 1.4 MIP. For pions the �t parameters have been calculated as uπ =
33.7± 0.3 MIP

GeV
and vpi = −1.7± 0.9 MIP. The negative o�set extracted from the �t is most

likely an artifact from the calibration errors, especially those caused by the shift of the
MIP constants, and remaining multi-particle contamination (see chap. 6 and chap. 9). The
conversion factor u for electrons agrees within errors with a previous result [11], but the
o�set w, which was consistent with 0 in previous analysis, is higher in this analysis and
does not agree with the previous one. This can most likely be attributed to improvements
achieved in calibration and event selection. The deviation from the linear response (see
�g. 7.10) is similar as in the CERN data case. It is well below the percent level for elec-
trons. For pions the deviation is also slightly bigger than for the CERN tungsten data.
This can most likely be attributed to the worse sample purity and calibration errors. This
is a clear improvement in terms of linearity of the electron response in comparison to pre-
vious analysis [11], which showed linearity within 2%.

Also for the iron 2 GeV pions a possible electron contamination is estimated. Instead
of the ratio of the energy sum in the �rst three layers and the total energy sum, the ratio of
the energy deposit in the �rst �ve layers and the total energy sum used, as electrons show-
ers in iron extend further into the calorimeter (see chap. 9). In contrast to the tungsten
absorber pion sample, an indication for a small contamination of the 2 GeV pion sample
with electrons is found. Although, this contamination is expected to have a non-signi�cant
impact on the integral detector observables like visible energy sum or hit multiplicity, it
can a�ect topological observables like shower pro�les, since these are very di�erent for the
two particle types. The result of a previous analysis [11] which found signi�cant electron
contamination also at higher energies could not be veri�ed. This is most likely due to the
improved calibration and the additional multi-particle rejection.
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Figure 7.9: The sum of the visible energy Evis in MIPs for the selected electron events from
2 GeV to 6 GeV and the selected pion events from 2 GeV to 10 GeV for the FNAL testbeam data
with all cuts applied. The thick lines indicate the �t results (see text for details).

Figure 7.10: The deviation from a linear response of electrons and pions at FNAL as a function
of the beam momentum (left) and an estimation of the remaining electron contamination in the
selected pions at 2 GeV at FNAL.

Beam momentum [GeV] µ− e− π−

2 -.- 101443 68503
4 4920 109412 69643
6 5565 126746 91949
8 3397 -.- 87783
10 4116 -.- 113042

Figure 7.11: The number of events passing the selection criteria used for the iron data analysis.
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Chapter VIII

Detector Simulation

This chapter will explain how particle shower data are simulated for the AHCAL prototype.
The simulation is done with common Monte-Carlo tools like the GEANT4 toolkit [51] (Ver-
sion 9.5) in conjunction with the MOKKA framework [52], to model the physics processes
for a given detector model, and the additional CALICE simulation software implemented in
the MARLIN framework [69], to model the detector response to these simulated processes.
After this procedure this simulated data is calibrated and reconstructed in the same way
as recorded showers from testbeams by applying the same calibration software. In addition
a MOKKA software plugin created for this thesis will be described, which can decompose
hadron showers into di�erent shower components.
The values for all simulation parameters are given in Appendix C.

8.1 Simulation of the Physics Processes

The physics processes that occur when a high energy particle hits the calorimeter are sim-
ulated with GEANT4 (see chap. 5) in conjunction with the MOKKA framework which
provides implementations of the simulated detectors with realistic material compositions.
These implementations, so called MOKKA drivers, are available both for the FNAL [70]
and the CERN testbeam setups [63], including the actual calorimeter as well as additional
beam instrumentation like tracking chambers, scintillators, etc. MOKKA also simulates
the beam position and spread with a GEANT4 particle gun. However, the particle gun
emits all particles parallel to the z-axis of the detector and assumes a gaussian beam pro�le,
which is only an approximation of the real beam, since e.g. at the CERN T9 beamline the
last beam optics magnet upstream of the detector focuses the beam on the detector. This
can result in small deviations of the radial shower pro�les.

A timing cut of 150 ns is applied to the simulation, to model the readout time window
of the AHCAL electronics. This is especially necessary in case of tungsten absorber, where
late energy deposits from neutron processes (see chap. 2) give a signi�cant contribution to
the total energy deposit. Also e�ects for scintillators at high ionization densities dE

dx
are

taken into account, described by Birks Law [71], resulting in a non-linear light yield per
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unit length dL
dx
:

dL

dx
∝ dE

dx
· 1

1 + kB · dEdx
(8.1)

using a Birks factor kB = 0.007943 cm
MeV

[72].

Event samples for electrons, negatively charged muons, and negatively charged pions
containing 100000 events each were generated with the software described above for the
beam momenta 2,4,6,8, and 10 GeV for both testbeams (no 8 GeV electrons for FNAL). For
the pions, the physics list QGSP_BERT, FTFP_BERT, QGSP_BIC, with and without
_HP extension, as well as QBBC and CHIPS were used. The position of the particle gun
and the run conditions (identi�ed by the run number) used are given in Appendix C.

The output of the simulation, in the form of energy deposits in eV per virtual 1x1 cm2

scintillator cells, is stored in the LCIO �le format [73] to be further processed within the
MARLIN framework.

8.2 Simulation of the Detector Response

Since the raw simulation output includes only the energy deposits inside virtual scintillator
tiles, which neither re�ect the true scintillator geometry nor take into account e�ects of
the SiPMs, additional simulation software is used to model the readout of the AHCAL
prototype. CALICE has additional detector simulation software based on the MARLIN
framework called digitization software. This software emulates in several steps detector
e�ects like inter-tile crosstalk, electronics noise, photon detection e�ciencies and satura-
tion of the SiPMs, and converts and adds the virtual cell energy deposits in eV from the
MOKKA output into channel amplitudes in ADC as they are recorded during data tak-
ing [74]. This makes it possible to calibrate and reconstruct this digitized simulation data
with exactly the same software as recorded testbeam data.

The �rst step of the digitization, called ganging, is the adding up of energy deposits in
the virtual cells to energy deposits in the real scintillator tile sizes of the actual modules
(see sec. 3.1). Once the energy depositions in the real cell geometry is calculated, these
depositions in eV need to be converted to the ADC scale and thereby detector e�ects
need to be simulated. Intuitively, the light distribution due to the crosstalk would be
calculated �rst and only afterwards, the resulting energy depositions are converted to MIP
scale with a global factor, called MIP2GeV factor, and from there to the individual ADC
scales of the readout channels with the MIP constants. With this implementation, the
two input parameters to the simulation, the inter-tile crosstalk and the MIP2GeV factor
are correlated and cannot be tested separately. However, a second method that has been
introduced in [62] allows the decoupling of the two parameters, for the simulation of muons.
In this implementation, the cell energy depositions are directly converted to the MIP scale
with a conversion factor MIP2GeV and only then the impact of the crosstalk is calculated.
For the calculation of the crosstalk, the fraction of a cell energy deposition that is leaked
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Figure 8.1: The energy deposits in the virtual 1 cm2 cells from the raw simulation without
any detector e�ects applied for 8 GeV µ− for the two testbeam setup simulations (left). Each
spectrum has been �tted with a pure Landau distribution and the MPV has been extracted. After
the digitization the cell energy spectra have been �tted with a Landau convoluted with a Gaussian.
The right plot shows the mean of a Gaussian �t of the distribution of these MPVs as a function
of the MIP2GeV factor.

to the four direct neighbors is calculated and added to the neighboring cells, but not
subtracted from the original central cell. This leads e�ectively to a rescaling of the original
MIP2GeV factor to an e�ective factor MIP2GeV∗:

MIP2GeV∗ = MIP2GeV · 1

(1−Xcell
t )

(8.2)

with Xcell
t as the crosstalk for a whole cell (all 4 edges added up, see sec. 6.9). However,

for simulated muons the leaked light in the cells surrounding the hit tile is always below
the read-out threshold of 0.5 MIP and does not contribute to the measured detector re-
sponse. This way, the simulation of muons is independent of the applied parameter for the
crosstalk, and the MIP2GeV factor can be estimated separately with muons.

Figure 8.1 shows, that there is no di�erence in the energy deposits of muons between
the simulations with iron and the tungsten absorber. However, the simulated energy depo-
sition cannot be compared to data directly. The detector e�ects need to be modeled and
the calibration chain needs to be applied to the simulated data, in order to be compara-
ble to recorded data. Therefore, the factor MIP2GeV was chosen such, that the average
MPV of a �t with a Landau distribution convoluted with a Gaussian of the individual cell
responses (see sec. 6.6) is 1.0 after all detector e�ect have been applied. The dependence
of the MPVs on the chosen MIP2GeV factor for the cell energy deposit for 8 GeV muons
is also shown in �gure 8.1. According to this analysis, a MIP2GeV factor of 840 keV

MIP
was

chosen. Di�erent crosstalk values can used for di�erent tile sizes, since the measured values
for the di�erent tile sizes are very di�erent (see sec. 6.9).

After calculating the energy deposits in MIPs for the real tile geometry, the SiPM pho-
ton detection is simulated. The energy deposition Ai in MIPs for the cell i is converted to
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the pixel scale, using temperature corrected MIP Mi, gain Gi and intercalibration constants
ICi (see chap. 6 for details):

Ai[PIX] = Ai[MIP] · Mi(T)

Gi(T) · ICi
(8.3)

Then the number of pixels is corrected with the scaled saturation function of this cell (see
sec. 6.5) and smeared with a binomial distribution to model the statistical process of photon
detection. Then the smeared saturation corrected number of pixels is then converted to
the ADC scale with the temperature corrected gain and intercalibration constants:

Ai,sat[ADC] = Ai,sat[PIX] ·Gi(T) · ICi. (8.4)

As last step, the noise of the read out electronics is overlaid to the simulated physics
event. This is done by adding amplitudes in ADC from random trigger event data to the
simulated ADC amplitudes for every individual cell. The random trigger events are taken
from the same run as the run conditions for the simulation and were readout without any
threshold applied.

8.3 Beam Pro�les

One of the input parameters of the simulation is the position and width of the particle gun.
It has to be placed such in x- and y-direction, that the actual beam sizes of the experiments
are modeled to ensure that the same cells of the detector are hit in the simulation as during
the data taking. Otherwise, the fact that di�erent dead and noisy cells are hit would sig-
ni�cantly bias the comparison of data and simulation. In the z-direction, the particle gun
is placed just in front of the main triggers and wire chambers, which are located roughly
a meter away from the detector. The gun is placed as close to the detector as possible to
minimize scattering of the particles in air, which would broaden the simulated beam before
it reaches the calorimeter.

The best way to estimate the beam sizes for each data run would be the analysis of
the beam pro�le in the wire chambers mounted next to the main trigger. However, there
is no wire chamber information for the FNAL testbeam data available, and to treat both
setups consistently, the mean and the RMS of the center-of-gravity distributions in x- and
y-direction in the AHCAL is used to estimate the beam size instead. This is done with
electrons, since their showers are radially very symmetrical, and the center of gravity for
an event will typically re�ect the impact position of the electron on the calorimeter. The
estimation of the beam sizes was done for every simulated run separately.
Figure 8.2 shows the agreement between the distributions of the center of gravity in x-
and y-direction for data and simulation for a single electron run for each testbeam setup,
which proves that the same tiles are hit with the simulated beam as during data taking.
It is also visible that the beam of the FNAL setup was much broader than the beam at
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CERN.
Although naively one would expect, that muons are better suited for the estimation of the
beam size, since typically they do not shower, one has to keep in mind, that the beams
are collimated before and after magnetic chicanes to achieve a small momentum spread of
the beam. Muons, which can penetrate huge amounts of material, are not �ltered away by
these collimators. This muon beam halo is visible in �gure 8.3. The �gure also shows the
beam pro�le agreement between data and simulation for a pion run from FNAL. Since the
cherenkov information was included into the main trigger for the FNAL setup, the runs
contain either electron events or pion and muon events. Therefore the beam sizes for the
pion event simulation had to be estimated from pions events in data instead of electron
events, although the beam settings are comparable.

The muon events are simulated with the same particle gun settings as for pions events
(for CERN also electrons) of the same energy. The mean of the center of gravity distri-
bution is extracted and used as initial value for the particle gun position. The spread of
the gun position is set according to the RMS of this distribution. However, these input
values do not re�ect the true impact positions, since both values are biased by dead and
noisy cells. Therefore the exact particle gun position had to be estimated iteratively by
adjusting the position and the spread until a reasonable agreement in the center of gravity
distributions was achieved.

8.4 Simulation of the Detector Noise

In section 8.2 it is described that the noise amplitudes that are added to the simulated
response are extracted from random trigger events recorded during the same run. How-
ever, there are two di�erent types of noise event triggers recorded by the AHCAL. The
�rst, called Pedestal trigger, is typically used to measure the noise amplitudes for the sim-
ulation, by reading out all cells at random times. However this trigger always records a
�xed number of events at once and always while there is no beam spill. The other noise
event trigger, called CrcOscillator, is read out every second, independent of the spill signal.

The second trigger is combined with the beam spill trigger to compare the noise during
a beam spill with the noise recorded o� spill, since there might be a di�erence due to very
late energy depositions from particle showers, e.g. from neutrons. Figure 8.4 shows the dif-
ference of the detector energy sum for both triggers for a single run for each testbeam setup
for the energy sum and the number of hits above the 0.5 MIP threshold. The di�erence
for the FNAL data is typically 0.2 MIPs on average for the energy sum and 0.4 hits for the
whole detector. Because of this di�erence the in-spill noise triggers are use to estimate the
noise amplitudes for the FNAL detector simulation. For the CERN testbeam the number
of in-spill triggers is very low, because the beam bunch structure allowed a very continuous
shower recording and the main triggers veto the CrcOscillator trigger. Although there is
a clear indication that both the mean energy deposition and the number of hits is higher
in-spill than o�-spill, the pedestal trigger events are used, because the number of in-spill
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Figure 8.2: Beam pro�les for 6 GeV e− for data and simulation in x- and y-direction for the
CERN(upper) and FNAL(bottom) testbeams. The simulation used 18 % crosstalk.

Figure 8.3: Beam pro�les in x-direction for 6 GeV µ− at CERN (left) and 6 GeV π− at FNAL
(right) in data and simulation. The simulation used 18 % crosstalk.
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Figure 8.4: Comparison of noise recorded with two di�erent triggers during data taking for a
single CERN and FNAL run.

noise events is too low.

8.5 Hadron Shower Decomposition

Hadron showers can be decomposed into at least two di�erent components, the electromag-
netic and the hadronic component (see chap. 2). In addition neutrons play a crucial role
in the di�erence of the shower development in iron and tungsten absorbers. However, it
it not possible to measure these di�erent shower components individually inside recorded
data, but they can be extracted from the simulation. In order to understand di�erences
in the shower development of particle showers in iron and tungsten a MOKKA plugin has
been developed, which temporarily stores the full shower development tree from GEANT4
and decomposes the shower into di�erent components by investigating the particle history
for every energy deposition.

Almost all �nal energy depositions, which lead to an excitation of the scintillator and
therefore generate scintillation light measured by the detector, are caused by ionization
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from charged particles, independent of the processes that take place at intermediate steps
of the particle shower [17]. Therefore it is necessary to evaluate the history of the ionizing
particle inside the shower to determine the shower component, where the ionizing particle
originates from.
In order to decompose the shower into di�erent components, the plugin algorithm searches
for every energy deposition inside the scintillator (sub-hit) in the simulation output of the
shower development history until a certain particle ancestor is found. Then the interaction
between the ancestor and the daughter particle is evaluated. The algorithm moves stepwise
back in the shower history of an energy deposition. First it examines, if the �nal energy
deposition was done by an electron, positron, or photon and if the ancestor of this particle
in the history is a π0 or η particle. When a π0 or η ancestor is found, then this energy
deposition is attributed to the electromagnetic shower component.
Second, the algorithm evaluates, if the ancestor was a neutron and attributes it to the
neutron shower component accordingly. If a neutron ancestor is found, then the process it
originated from is evaluated. The neutron component of the shower is further sub-divided
into a neutron capture, a neutron elastic scattering, and a neutron inelastic scattering
component. For energy depositions from the neutron elastic scattering component, it is
furthermore investigated, if the neutron scattered with a proton, since this component is
mostly measured due to the hydrogen in the scintillator and will be suppressed for readout
materials with a smaller hydrogen amount (e.g. other readout technologies evaluated by
CALICE).
If a particle that deposits energy in the scintillator can neither be attributed to the elec-
tromagnetic nor the neutron shower component, it is attributed to the according charged
particle component (pion, proton, electron, etc).

This algorithm is illustrated in �gure 8.5. It �nally stores for every energy deposition
the determined shower component together with energy, position, and hit time information.

Since the algorithm works on tracks simulated by the GEANT4 software, it cannot re-
solve the interactions taking place below the energy threshold for production of secondary
tracks. This has no impact for charged particles, as they deposit their energy only via
ionization. However, for low energetic neutrons this can lead to a wrong labeling on the
energy depositions, as the energy depositions are attributed to the last interaction that
generated a secondary track. The subsequent interactions are not calculated in detail and
cannot be identi�ed without signi�cant changes to the GEANT4 and the MOKKA frame-
work.
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Figure 8.5: Schematic working principle of the shower decomposition algorithm from the Shower
Decomposition MOKKA plugin. Excitations of the scintillator, which generate scintillation light,
are only caused by charged ionizing particles (solid lines). Ionization from pions that leads to
released electrons is shown schematically without the remaining nucleus.
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Chapter IX

Validation of the Simulation

In order to justify the shower decomposition into di�erent components in simulations, a
comparison of the predicted shower topology in simulations to the measured topology in
recorded data is done as a validation of the shower simulation.
However, �rst muons in data and simulation are compared to validate the detector simu-
lation itself, as well as the conversion factor between the GeV and the MIP scale. Also the
calibration uncertainty is estimated with muons. In a second step electrons in data and
simulation will be compared to investigate the modeling of the inter-tile crosstalk. At last,
pions in data and simulation are compared to estimate which hadron shower simulation
(physics list) describes the pion showers best.

9.1 Detector Validation with Muons

As a �rst step of the validation of the simulation, the distributions of the visible energy
deposit Evis and number of hits nHits from muons in data and in simulation in the energy
range 4 GeV to 10 GeV are compared for both testbeam setups. For muons neither the
saturation correction of the data has a signi�cant impact, as the cell energy deposits are
typically at the level 1 MIP, nor has the used crosstalk value for the simulation any impact
because of the crosstalk implementation in the software (see sec. 8.2).

The comparison of the energy deposit and the hit multiplicity in data and simulation is
used to validate the detector simulation. Figure 9.1 shows the visible energy sum Evis and
the number of hits above the 0.5 MIP threshold nHits for 8 GeV muons in data and simu-
lation for the tungsten absorber setup. The peak of the energy sum distribution in data is
well reproduced by the simulation, although the distribution in data is broader. The large
right-hand tail in data can be explained by the use of the o�-spill noise for the simulation,
which on average gives less contribution to the detector response. However, the left-hand
tail cannot be explained with noise. The most likely explanation is an unidenti�ed dead
cell, since this would lower the mean detector response. Also the hit multiplicity distri-
bution in simulation shows a smaller tail towards lower multiplicities than in data, which
supports the thesis of an non-identi�ed bad cell. The peak position of the hit multiplicity
is well reproduced by the simulation.
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Figure 9.2 shows the mean energy deposits and the mean number of hits for muons of
4 GeV, 6 GeV, 8 GeV, and 10 GeV for data and simulation for the iron and the tungsten
absorber setup. In addition both the mean of the energy sum and the mean hit multiplicity
for those hits which are part of a track segment are given (see sec. 7.5 for track segment
algorithm) to estimate the response with a minimal bias from noise. The noise that is re-
moved by this selection is around 15 MIPs for the iron absorber setup and slightly smaller
for the tungsten absorber setup since it features also less layers. For the CERN tungsten
setup the energy sum in data is higher than predicted by the simulation at 4 GeV and at
10 GeV. At 4 GeV this is most likely an artifact of the event selection, as there is some
pion contamination in the muon sample (see sec. 7.8). At 10 GeV an explanation might be
the fact, that the o�-spill noise is used for the simulation instead of the in-spill noise which
also includes late contributions from neutron energy depositions, which are also expected
to have more impact at higher energies.
The simulation agrees within 1.5% for CERN tungsten muon data for the energy sum for
the hits, which are on a track fragment. For muons in the FNAL iron absorber the energy
sum agrees within 0.8% for all hits as well as for the track hits only. These numbers are
used as uncertainty of the total energy sum measured by the detector. The hit multiplicity
for muons is reproduced by the simulation within 1 hit for both absorber setups. However,
the agreement is worse for the track hit multiplicity for the CERN tungsten setup. The
most likely explanation is a dead cell that has not been identi�ed and is therefore not re-
moved from the analysis in the simulation. Since the tracking algorithm searches for track
fragments that consist of at least three consecutive hits, a single non-identi�ed dead cell
that is close to another bad cell can be the reason for a disagreement that is larger than
one hit, as also the hits in between the two bad cells are discarded by the algorithm.

Investigations of the energy deposit per layer (see �g. 9.3) show that the simulation
reproduces these depositions typically within 7% for the CERN setup and within 5% for
the FNAL setup, only the last layers with a high number of dead channels show worse
agreement. However, the layer-wise disagreement for the CERN data indicates, that there
are not only calibration uncertainties but also an o�set for almost every layer that is not
observed for the FNAL data and that is most likely due to the use of the o�-spill noise for
the simulation (see sec. 8.4).
As an estimate for the systematic uncertainty of the energy deposit per layer, the dis-
tribution of the layer-wise ratios has been approximated with a gaussian. The width of
this approximation is used as estimate for the systematic uncertainty on the layer energy
measurement for the electron and pion showers. It is 5% for the CERN setup and 3%
for the FNAL setup. For the CERN data, this is probably an overestimation, since the
disagreement is mostly due to the underestimated noise contribution in the simulation,
which is an o�set instead of a relative uncertainty. However, this o�set has larger impact
on the small energy sums measured in traversing muons, than on the much higher energy
sums measured in electron and hadron showers of the same energy.
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Figure 9.1: The visible energy deposit Evis (left) and the number of hits nHits (right) for 6 GeV
muon data and simulation at CERN.

Figure 9.2: Comparison of the mean visible energy deposit 〈Evis〉 (left) and the mean number of
hits 〈nHits〉 (right) as a function of the available energy for muon data and simulation for both
testbeam setups from 4 GeV to 10 GeV. The mean values are also compared for the hits that have
been found on a track segment (see text for details).



104 CHAPTER 9. Validation of the Simulation

Figure 9.3: Longitudinal shower pro�les for 8 GeV µ− for data and simulation and their ratio
for the tungsten (left) and the iron absorber setup (right).

9.2 Detector Validation with Electron Showers

The physics of electron showers is very well understood and can be simulated with negligi-
ble uncertainty. However, besides the adding of noise and the beam pro�les, an additional
e�ect must be taken into account for the detector response simulation of electron showers.
Due to the higher cell energy deposits, the crosstalk parameter has signi�cant impact on
the visible energy sum and the number of hits above threshold of the simulation. Al-
though the crosstalk simulation itself just distributes the energy deposition depending on
the used crosstalk parameter and does not change the totally deposited energy, the 0.5-
MIP threshold will suppress di�erent cells and thereby change the total visible deposited
energy. Additionally, the noise contribution to the visible energy sum in the simulation
depends on the suppressed cells and thereby on the used crosstalk parameter, as even small
additional cell energy deposits from leaked light can result in cells exceeding the 0.5 MIP
threshold. Therefore electron showers provide an important tool for the validation of the
detector simulation.
At the same time, the desaturation of the high cell energy deposits of electron shower data
becomes important, whereas the average muon response is in the linear response range of
the SiPMs. However, at the moment no method exists, that could verify the saturation
correction for all channels, as the saturation curves that have been recorded during the
data taking show not understood problems and cannot be used. Only for a handful of cen-
tral cell, the saturation could be veri�ed, as these cells reached full saturation also within
recorded electron showers. For these central cells, the estimated desaturated maximum
cell energies showed a reasonable agreements with the predictions from simulation. At the
same time, these are the cells, where the desaturation correction has most impact, as most
of the showers energy is deposited in the central cells. However, as mentioned above, the
simulation itself has some uncertainties.

Figure 9.4 shows the distribution for the visible energy Evis and the number of hits
above threshold nHits for 4 GeV electrons for data and simulation for the tungsten ab-
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Figure 9.4: The visible energy deposit Evis (left) and the number of hits nHits (right) for 4 GeV
electron data and two simulations for tungsten absorber.

sorber setup. Two di�erent versions of the detector simulation, with a crosstalk parameter
Xcell
t of either 10% or 18% are shown. The 18% crosstalk were chosen, because this is the

mean measured crosstalk (see sec. 6.9), whereas 10% crosstalk is the currently used default
value for the AHCAL and re�ects an earlier measurement of the crosstalk. However, this
earlier measurement was done only for a single tile, whereas the new measurement did not
only show an increased average crosstalk, but also a huge spread of the distribution of
measured crosstalk values for the di�erent tiles.
It is apparent that neither simulation does match the data for both observables. Although
the hit multiplicity is very well described by the 10% crosstalk simulation, the visible en-
ergy distribution in data agrees better with the 18% crosstalk simulation. Since a single
energy point can always be biased by calibration errors, problems speci�c for these runs
etc, the agreement between data and simulation is studied as a function of the electron
energy.

Figure 9.5 shows the average visible energy sum 〈Evis〉 and the average number of hits
〈nHits〉 for electron showers of 2 GeV, 4 GeV, and 6 GeV for both absorber setups for data
and the two simulations with the di�erent crosstalk parameter.
The visible energy sum for the tungsten data agrees at 2 GeV and 4 GeV better with the
18% crosstalk simulation, but at 6 GeV the agreement with the 10 % crosstalk simulation
is slightly better. The hit multiplicity is generally better described by the 10% simulation,
although an underestimation of the hit multiplicity is expected from the use of o�-spill
noise. For the iron data the 18% crosstalk simulation agrees better with data for both
distributions and at all energies. However, the data does not agree within the estimated
uncertainty for both distributions at once with either simulation with a global parameter
for the crosstalk.

The investigations of the global observables did not lead to a conclusion which crosstalk
parameter to use for the correct simulation, therefore the shower topology is studied in
greater detail with two additional observables, as calibration errors, etc do not average out
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Figure 9.5: Comparison of the mean visible energy deposit 〈Evis〉 (left) and the mean number
of hits 〈nHits〉 (right) as a function of the available energy for electron data and two simulations
with a di�erent crosstalk parameter for both testbeam setups for 2 GeV, 4 GeV, and 6 GeV.

as much as for the global observables. The two additional observables are the longitudinal
shower pro�le, which is the mean visible energy sum per layer, and the radial shower pro-
�les, which describe the mean energy deposit per area as a function of the distance from
the shower center of gravity.
Both observables are shown in �gure 9.6 for 2 GeV, 4 GeV, and 6 GeV tungsten electron
data and simulation. The longitudinal electron shower pro�les show that most of the en-
ergy is deposited within the �rst four layers for the tungsten absorber setup and almost
completely deposited within the �rst 7 layers. Later measurements of energy depositions
are exclusively due to noise and therefore are omitted in the �gure. The shower shape
and the shower maximum, which is in layer two, agree well between data and simulation.
However, there is a clear di�erence between the two simulations with the di�erent crosstalk
values observable. When data and simulation are compared layer-wise, it becomes appar-
ent that some of the layers in data are well described by the 18% crosstalk simulation,
whereas others are better described by the 10% crosstalk simulation. The seventh layer
and (later ones) show a di�erence of more that 15% to the data, almost independent of
the crosstalk value. This can be attributed to the limited accuracy of the noise simulation
due to the use of the o�-spill random trigger events.
The same �gure shows also the radial electron shower pro�les for the same energies. For
the calculation of the radial pro�les, the energy deposits in the actual cells have been
distributed homogeneously into a 1x1 cm2 virtual cell grid. Then the energy within each
radial bin of 3 cm width around the events center of gravity is summed up and normalized
by the area of the bin. This average energy deposit per area is displayed as a function of
the distance from the shower center (see [61] for details).
Almost all of the shower energy of electron showers in tungsten is radially contained within
a circle of 10 cm radius around the shower center, with no visible energy dependence on the
shower width. Beyond 10 cm radius only contributions from noise are visible. This is also
re�ected by the ratio which is given for both simulations. Both simulations show the same
level of agreement with the data for the innermost bin, but the second bin is not described
by any of the two simulations, instead a crosstalk parameter in between the two values
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is suggested. The crosstalk also smears out the radial pro�les, which are expected to be
narrower from the moliere radius in tungsten of only roughly 1 cm. However, investigations
of the radial pro�les per layer indicate that the agreement with either simulation changes
signi�cantly for di�erent layers. Beyond 10 cm distance from the shower center, the di�er-
ence between the two simulations vanishes, because the signal is caused by noise and not
by shower energy depositions. In this region the underestimation of the energy deposition
by the simulation can be explained by the use of the o�-spill noise for the simulation. A
relative uncertainty of the same level as for the longitudinal pro�les is assumed also for
radial pro�les, although a more realistic estimation must take into account the individual
cell calibration uncertainties as only very few cells contribute signi�cantly to the measured
signal for electron showers at these low energies and only the uncertainty of these cells
dominates the total uncertainty on the deposited energy.

The same distributions are given in �gure 9.7 for the electron showers with iron ab-
sorber. Also for iron absorber, the shower shape and shower maximum of the longitudinal
energy deposition are well predicted by the simulation. In contrast to the electron showers
in tungsten, the electron showers in iron extend much further into the calorimeter (for a
detailed comparison see next chapter). The shower maximum is in layer four and there is
a signi�cant energy deposit beyond layer 15. However, also for the iron absorber neither
simulation describes the data over the full range. At 2 GeV the shower is only described by
the 18% crosstalk simulation, whereas the data at higher energies also shows good agree-
ment with the 10% crosstalk simulation for some of the layers. Additionally, the energy
deposit in the �rst layer is signi�cantly higher than in simulation, but this is most likely
an artifact of the data sample, where especially in the �rst layer additional energy from re-
mains of additional particles, that interact upstream of the calorimeter, is deposited. Also
the disagreement at the end of the shower, especially at 2 GeV cannot not be attributed to
a bad noise description in the simulation, since in-spill noise is used for iron, but instead to
the remaining contamination of the electron samples from remnants of additional particles
as the dominant e�ect (see sec. 7.9).
Also the radial pro�les for electron showers in iron show a similar behavior to that in
tungsten. The central bin is similarly well described by both simulations. The next two
bins are better described by the 18% crosstalk simulation, however, this e�ect is most
likely pronounced by the remaining multi-particle contamination of the events, as it was
extremely di�cult to remove contamination in the central region. This is assumption would
imply, that the agreement between data simulation for the radial shower pro�les in iron
gives almost exactly the same result as the one in iron. The underestimation of the energy
deposit in the outer shower region by the simulation is also most likely an artifact of the
remaining multi-particle contamination in the electron sample, since the iron simulations
utilized the in-spill noise for the noise simulation and tails in the visible energy sum of the
�nal electron selection are observable for iron .

The conclusion from these results is that the precision of the detector simulation for
electron showers is limited by the crosstalk simulation and additionally for tungsten, by
the simulation of the detector noise. The investigation of the tile crosstalk (see sec. 6.9)
already indicated a huge spread for the measured values. This and the investigations of
the longitudinal shower pro�les indicate that a global crosstalk parameter cannot describe
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Figure 9.6: The comparison of data and simulation for the longitudinal (left) and radial shower
pro�les (right) for CERN e− at 6 GeV, 4 GeV, and 2 GeV (from top to bottom). The ratio is
shown for two simulations with di�erent crosstalk values (10% and 18%).
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Figure 9.7: The comparison of data and simulation for the longitudinal (left) and radial shower
pro�les (right) for FNAL e− at 6 GeV, 4 GeV, and 2 GeV (from top to bottom). The ratio is
shown for two simulations with di�erent crosstalk values (10% and 18%).
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the detector precisely. Instead the crosstalk parameter has to be adjusted for each cell in-
dividually. However, a reevaluation of the cassette design seems more feasible for a future
calorimeter.
At the same time, the reconstruction of data is limited by the desaturation of the high en-
ergetic cells. Since electron showers are small, only few cells contribute signi�cantly to the
detector signal, which makes it necessary to describe these few cells with utmost precision.
However, besides these constrains the disagreement between recorded and simulated elec-
tron shower data does not exceed a few percent.
A similar validation study on electrons at higher energies has been done in parallel [35].

9.3 Validation of the Pion Shower Simulation

Since an understanding of the limitations of the detector description in the simulation is
established, the di�erent hadron shower implementations, or physics list, can be compared.
This is necessary since the physics of hadron showers are less well understood than electron
showers, and the simulation of hadron showers still undergoes signi�cant improvements.
It was shown that integral detector observables of the simulation like the visible energy
sum or the hit multiplicity depends signi�cantly on the crosstalk simulation. Therefore a
comparison of the global observables between recorded data and simulation seems not a
suitable tool to estimate the quality of the hadron shower simulation. Instead, a comparison
of the predicted shower topologies can be used to distinguish the quality of di�erent hadron
physics simulations. This is done with the shower shape agreement parameter ξ [11] which
can be calculated in both, the longitudinal or the radial direction:

ξ =
∑
i

min

(
ESim
i

ESim
,
EData
i

EData

)
, (9.1)

with Ei as the energy the i-th bin, and E as the total visible energy of the respective
pro�le. The parameter ranges from 0.0 to 1.0, where 1.0 re�ects perfect agreement of the
simulated with the measured shower shape in the given direction. Figure 9.8 shows the
longitudinal shape agreement ξLon and the radial shape agreement ξRad for pions showers of
energies from 2 GeV to 10 GeV for the di�erent investigated physics list for both absorber
types and both crosstalk parameters.
The physics lists QGSP_BERT_HP, FTFP_BERT_HP and QBBC show the best shape
agreement in the longitudinal direction for both absorbers,which all use the BERTINI
model at low energies, whereas QGSP_BIC_HP and CHIPS show a signi�cantly worse
agreement of the shower shape in data and simulation. This is expected as QGSP_BIC_HP
uses the old LHEP model at this energy and CHIPS has no precision neutron transport
data. A decreased shape agreement, which is much more pronounced in tungsten than in
iron, is also visible for the QGSP_BERT physics list without the HP extension, which is
given as an example for a non-HP physics list. The quality of the shower topology pre-
diction of the QGSP_BERT_HP list, which gives the best description in the longitudinal
direction, is almost matched by the physics list QBBC, which performs even better at
10 GeV due to the used LHEP model for QGSP_BERT_HP at 10 GeV.
The situation is even more complex in the radial direction, where for tungsten CHIPS gives
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the best shape description. In the radial direction the neutron transport calculations are
less well visible as they shape agreement is dominated by the innermost bins, which are
dominated by energy depositions from the electromagnetic shower core. For iron QBBC
performs best, which also predicts the shower shape well for tungsten. The quality of the
radial shape prediction from QGSP_BERT_HP is in the middle of the investigated lists.
The shape agreement is generally worst for 2 GeV and the 4 GeV energy point is biased by
the event selection. Nevertheless, these topological investigations are qualitatively almost
independent of the used crosstalk parameter for the simulation, although the exact values
for the shape agreement vary with the used crosstalk parameter for the simulation. Overall
QGSP_BERT_HP gives the best shape prediction.
The shape agreement for the iron data is comparable to the shape agreement given in
previous analysis [11]. However, in the previous analysis, the shape agreement was signi�-
cantly worse if the electron contamination, that was found in the earlier analysis only (see
sec. 7.9), is not subtracted. These improvements are due to the improved calibration and
event selection.

Since the physics list QGSP_BERT_HP gives on average the best description of the
shower topology, it is used for the investigation of the visible energy sum and the hit mul-
tiplicity. Figure 9.9 shows these distributions for pion showers of 8 GeV in tungsten. The
mean values are displayed in �gure 9.10 as a function of the available energy. The show-
ers were again simulated with the two di�erent values for the crosstalk parameter of the
central tiles. The pion showers in tungsten agree better with the 18% crosstalk simulation
for the visible energy sum, although, the hit multiplicity is better reproduced by the 10%
crosstalk simulation. The iron data clearly favor the 18% crosstalk simulation, although
this is most likely biased by a remaining contamination of the events with remains from
additional particles, which can lead to a slightly increased energy sum . This also provides
an possible explanation for the fact, that the energy sum in data even exceeds the energy
predicted by the 18% crosstalk simulation.
The di�erence of the response in comparison to the analysis presented in [12], where a
di�erent MIP2GeV factor was used and a crosstalk parameter of 10%, can be explained
with the changes in the simulation and the changes in the calibration and event selection.
The di�erence of the response is at the percent level, whereas the agreement between data
and simulation for the hit multiplicity is signi�cantly better than in previous analysis [11],
most likely due to the improved calibration and event selection.

Investigation of the longitudinal and radial shower pro�les in tungsten show that pion
showers reach much further into the calorimeter and are larger than electron showers (see
�g. 9.11 and �g. 9.12). The shower maximum is in the third to �fth layer depending on the
energy. The shape in total is reproduced well, however, layer seven shows an unphysical
peak at all energies, which must be attributed to a calibration problem. Although this
was investigated in great detail, the actual problem could not be found. Also for the pion
showers, the agreement with both crosstalk simulations varies for each layer. However, the
overall agreement is better for the 18% crosstalk simulation. At 4 GeV, the ratio di�ers
drastically between the two simulations in the middle part of the shower. This can be
explained with the crosstalk dependent purity of the pion sample (see sec. 7.6).
The radial pion shower pro�les for tungsten show an agreement between data and simula-



112 CHAPTER 9. Validation of the Simulation

Figure 9.8: The longitudinal (top) shape agreement ξLon and radial (bottom) shape agreement
ξRad for tungsten (left) and iron (right) data for several GEANT4 physics lists. The solid lines
stand for a crosstalk parameter of 18% and the dashed lines for a crosstalk parameter of 10%.
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Figure 9.9: The visible energy deposit Evis (left) and the number of hits nHits (right) for 8 GeV
pion data and simulation for tungsten absorber.

Figure 9.10: Comparison of the mean visible energy deposit 〈Evis〉 (left) and the mean number
of hits 〈nHits〉 (right) as a function of the available energy for pion data and two simulations
with the QGSP_BERT_HP physics list but with a di�erent crosstalk parameter for both testbeam
setups from 2 GeV to 10 GeV.
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tion within 10%. The central part of the shower is better described by the 18% crosstalk
simulation. However, with increasing radial distance from the shower center, there is typi-
cally an overestimation of the energy deposit in the simulation. This is worse for the 18%
crosstalk simulation.
The shower shapes and the shower maximum also show a reasonable agreement between
the iron data and simulation (see �g. 9.13 and �g. 9.14). The pion showers extend further
into the calorimeter than for the tungsten absorber setup. The shower maximum is be-
tween the �fth and eighth layers depending on the total shower energy. The longitudinal
pion shower pro�les show in general a worse agreement of the shower shape with the sim-
ulation than for the tungsten absorber setup. Especially in the �rst ten layers, the energy
deposit seems to be underestimated by the simulations, whereas the energy deposit in the
last layers seems to be overestimated by the simulation. Most likely these features can be
attributed to the shift of the muon calibration constants (see sec. 6.6). The shift of the
calibration constants was done such, that the muon cell energy depositions have a MPV of
one on average for the central cells. But it was already indicated that this shift might work
badly other than the cells. Additionally the derived MIP temperature correction for these
cells will also not work well, since it is based on the actual constants. This e�ect cannot
be investigated with electron showers, as they are typically too small and involve too few
cells. Similar to the tungsten data, the crosstalk dependent sample purity is observable for
4 GeV in the central shower part.
The radial shower pro�les show the worst agreement between data and simulation in the
shower center. This disagreement could be caused by a small remaining multi-particle
contamination of the events, which is especially hard to �lter for the central region. The
further the distance from the shower center, the better is the agreement between data and
simulation. In total, the 18% crosstalk simulation agrees better with the data.

So far, only the agreement of the mean shower pro�les between data and simulation
has been investigates. Since hadron showers, in contrast to electron showers, are subject to
strong event to event �uctuations, it will also be investigated how well these �uctuations
are described by the di�erent physics lists. The events longitudinal center of gravity cogZ

cogZ =

∑
iEizi∑
iEi

(9.2)

is calculated with Ei as the energy and zi as the z-position of the i-th hit. From this the
standard deviation of the center of gravity in the z-direction is calculated to quantify the
�uctuations in the longitudinal direction:

σZ =

√∑
iEi · (zi − cogZ)2∑

iEi
. (9.3)

The mean standard deviation is shown in �gure 9.15 as a function of the available energy
for tungsten and iron for data and the investigated physics lists. The dip at 4 GeV for
tungsten is an artifact of the event selection. Besides this dip, the shower �uctuations
are relatively stable for tungsten, whereas they increase with energy for iron. Also the
showers generally �uctuate by roughly 50% stronger in the longitudinal direction for iron
than for tungsten. Generally the mean standard deviation of the center of gravity in the
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Figure 9.11: The longitudinal (left) and radial (right) shower pro�les from 2 GeV to 6 GeV π−

in data and simulation for tungsten absorber.
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Figure 9.12: The longitudinal (left) and radial (right) shower pro�les for 8 GeV and 10 GeV π−

in data and simulation for tungsten absorber.
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Figure 9.13: The longitudinal (left) and radial (right) shower pro�les from 2 GeV to 6 GeV π−

in data and simulation for iron absorber.
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Figure 9.14: The longitudinal (left) and radial (right) shower pro�les for 8 GeV and 10 GeV π−

in data and simulation for iron absorber.
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longitudinal direction is well predicted by all physics lists, with QGSP_BIC_HP giving
the worst description. For iron QGSP_BERT_HP gives the best description, whereas for
tungsten QBBC performs best.

The shower �uctuations in the radial direction have been investigated in the same way.
The center of gravity in the radial direction is calculated as:

cogR =

∑
iEiri∑
iEi

(9.4)

with
ri =

√
(xi − cogX)2 + (yi − cogY)2. (9.5)

To quantify the radial �uctuations the standard deviation from the radial center of gravity
has been calculated:

σR =

√∑
iEi · (ri − cogR)2∑

iEi
(9.6)

The mean radial standard deviation of the center of gravity in the r-direction (see �g. 9.16)
agree well between data and all simulations for both absorbers. QGSP_BERT_HP gives
the best description for both absorbers, whereas the physics list QGSP_BIC_HP has the
worst agreement, which underestimates the �uctuations. The �uctuations in tungsten are
slightly smaller than in iron.
Despite the changes done in calibration and event selection, the results for iron are in are
in very good agreement with previous results [11], both in terms of absolute numbers as
well as for the predicted change of the cascade length and width �uctuations which changes
with energy.

The results for the investigations of pion shower pro�les with the QGSP_BERT_HP
physics list support the hypothesis, that a global crosstalk parameter is not well suited
to describe the light leakage among cells in the AHCAL physics prototype. It was also
shown, that the agreement with either simulation varies with the layer for the longitudinal
pro�les. The radial pro�les suggest a larger crosstalk parameter for the shower center and
smaller ones for the outer parts of the calorimeter, which supports also the hypothesis
that there is increased crosstalk for the central region of the modules due to a not tightly
attached re�ective foil. However, the global values gives generally a better description for
pion showers than for electron showers since the showers are larger and involve more cells,
which will smear out the uncertainties. A global description also works better for iron,
where the showers are bigger than in tungsten.
The overall agreement of the pion showers in data and simulation, especially the good
prediction of the shower topology and the shower �uctuations seem to justify the use of
the simulated data for a further decomposition of the showers into components and a com-
parison of these components between the two absorber setups.
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Figure 9.15: The mean of the events longitudinal standard deviation from the showers center of
gravity in z-direction as a function of the available energy for tungsten (left) and iron (right) for
data and several physics lists.

Figure 9.16: The mean of the events radial standard deviation from the showers center of gravity
in radial direction as a function of the available energy for tungsten (left) and iron (right) for data
and several physics lists.
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Chapter X

Comparison

In this chapter the hadron shower simulation, which has been validated in the last chapter,
is used to get a deeper understanding of the di�erences of hadron showers in tungsten and
iron, since these details cannot be measured with currently available detectors inside a
particle shower.
The �rst hadronic interaction is investigated in detail and the di�erences in the shower
start are described. The topological di�erences for hadron showers in tungsten and iron
are discussed with the longitudinal shower shapes. Additionally the shower is decomposed
into di�erent showers parts (see sec. 8.5) and all the visible energy is attributed to one
of the showers parts. With this decomposition the di�erences between hadron showers in
tungsten and iron can be explained. Also the time evolution of the showers is compared.
This provides the tools to compare the two calorimeters in terms of energy resolution and
the e/h ratio and understand the di�erences in their performance.

10.1 The First Hadronic Interaction

and the Electromagnetic Fraction

Since the nuclei of tungsten and iron contain very di�erent numbers of protons and espe-
cially neutrons, the number of particles emerging from the �rst hadronic interaction of the
incident pions with the atoms of the absorber is investigated in the simulation. Therefore
the �rst hadronic inelastic scattering is evaluated and the numbers of protons, neutrons,
and pions released by the scattering are counted, if the scattering occurred inside the ab-
sorber volume of the simulation.

Figure 10.1 shows the distributions of the number of protons released by the �rst
hadronic interaction in the absorber for 6 GeV negative pions. In case of iron a two peak
structure is visible: the most likely process is the loss of either one or two, or 9 protons
during the hadronic interaction. Also for tungsten the most likely is the loss of one or two
protons due to the interaction. However, a second peak, which is also at a higher number
of released protons, is much less pronounced. On average slightly more protons are released
from the �rst hadronic interaction in tungsten than in iron. Nevertheless, no signi�cant
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di�erence in the mean visible energy deposited by protons in the shower is expected, as
the mean fraction of the showers initial energy that is carried by protons after the �rst
hadronic interaction is very similar (see Fig. 10.2) and the protons deposit their energy
mainly via ionization losses.

Figure 10.1 also shows the number of neutrons from the �rst interaction. In contrast
to the number of protons, the number of neutrons emitted from the �rst inelastic hadronic
scattering is very di�erent for iron and tungsten. This is expected due to the very di�erent
nuclei. Iron shows also for the number of emitted neutrons a two peak structure, with a
�rst sharp peak at two released neutrons and a second, less pronounced peak at 12 released
neutrons. For tungsten, the chance to emit few neutrons is in the same order of magnitude
as the loss of more than 50 neutrons for a single hadronic interaction. Nevertheless, the
fractions of the total energy that are transported by the protons and neutrons after the
�rst inelastic scattering are similar for both absorber types and only minor di�erences are
observable.
This means, that the neutrons will on average carry less kinetic energy for tungsten than
in iron. However, in contrast to the proton component, this di�erence in the number of
released neutrons is expected to result also in di�erent visible energy depositions by this
shower component, since the mechanisms of neutron energy deposition are much more
complex than for protons and depend signi�cantly on the neutron energy (e.g. the neutron
capture cross section is highest for neutrons at rest). Minor di�erences in the fractions
of the initial shower energy transported by the di�erent particle types are also observable
for neutral and charged pions, but for charged pions no impact on the visible energy is
expected for the same reasons as for protons.

The neutral pions (and heavier neutral mesons) decay almost instantly into two pho-
tons, which then deposit the energy in small electromagnetic sub-showers, which form the
electromagnetic component of the shower. However, for this shower component not only
the �rst hadronic interaction must be taken into account but also subsequent ones. There-
fore the electromagnetic fraction fEM has been calculated for each event by adding up the
energy of all neutral pions (and η-mesons) found inside the shower and dividing by the
energy of the pion initiating the shower.
Figure 10.3 shows the distribution of the electromagnetic fraction for tungsten and iron
for 6 GeV pions. The distribution ranges from zero, which means that the whole shower
is transported via charged hadrons and neutrons, to one, which means that the whole en-
ergy is used to create neutral pions which decay almost instantly into photons and create
electromagnetic sub-showers. However, there is a small di�erence between tungsten and
iron, where the electromagnetic fraction is on average slightly increased for iron. The mean
electromagnetic fraction is also shown as a function of the energy of the incoming particle.
The mean fraction increases with energy as expected from the increasing number of sub-
sequent generations of hadron interactions with increasing energy of the primary particle.
Also the di�erence between tungsten and iron is observable. However, this di�erence is
also visible if only the �rst interaction is investigated and is not only due to an on average
higher number of subsequent hadronic interactions in iron.
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Figure 10.1: The number of protons (left) and neutrons (right) from the �rst hadronic interac-
tion for 6 GeV pions in tungsten and iron. (normalized to the total number of events)

Figure 10.2: The mean fraction of the showering pions energy transported by di�erent particles
after the �rst inelastic scattering for tungsten (left) and iron (right) as a function of the available
energy.

Figure 10.3: The electromagnetic fraction fEM for 6 GeV pions (normalized to the total number
of events) and the mean electromagnetic fraction as a function of the available energy for tungsten
and iron.
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10.2 Comparison of Shower Pro�les

The last chapter showed that electron showers are larger in iron than in tungsten and in-
volve therefore more cells. In the longitudinal direction the di�erence is best observable as
the electron showers deposit almost all their energy within the �rst few layers in tungsten,
whereas in iron the showers extend signi�cantly further into the calorimeter. However, if
the longitudinal shower shapes are compared on their natural scale, the e�ective radia-
tion length Xe�

0 , they should look almost identical and their shower maxima should agree.
Only the measured total deposited energy is di�erent, due to the di�erent thickness of the
tungsten and iron absorber plates in radiation lengths, which leads to a higher fraction of
the total shower energy deposited inside the tungsten absorber plates, than in the iron ab-
sorber plates, and thereby to a di�erent sampling fraction of the shower for both absorber
con�gurations.
This is shown in �gure 10.4, which displays the same 6 GeV electron shower pro�les for
tungsten and iron as in the last chapter. The pro�les are given as a function of the e�ec-
tive radiation length instead of as a function of the layer. The e�ective radiation length
is calculated with the numbers and material amounts given table C.1 in Appendix C and
equation 2.4. The calculated e�ective radiation length for the tungsten absorber setup is
Xe�

0 (Tungsten) = 0.87 cm and for the iron absorber setup Xe�
0 (Iron) = 2.57 cm. Addition-

ally the longitudinal pro�les have been approximated with the parametrization given in
equation 2.3. The shower maxima around 0.4 Xe�

0 and the shapes of the pro�les agree on
the e�ective radiation length scale, if it is taken into account, that the approximation of
the shower maximum for the tungsten data is biased to lower values. The �t is constrained
by the absolutely small systematic error on the fourth layer and the low number of data
points.
Figure 10.4 shows also the longitudinal shower pro�les for 6 GeV π−. In contrast to the
electron showers pro�le, the pion shower pro�les do not even agree on their native scale,
the e�ective interaction length λe�int, which has been calculated with table C.1 and equa-
tion 2.11. The calculated e�ective interaction length for the tungsten absorber setup is
λe�int(Tungsten) = 19.11 cm and for the iron absorber setup λe�int(Iron) = 23.28 cm.

The reason for this di�erence in the longitudinal shower shape for pions in tungsten
and iron can be explained by decomposing the shower into the di�erent shower parts (see
sec. 8.5). Figure 10.5 and �gure 10.6 show the same longitudinal shower pro�les for pions
in tungsten and iron absorber as section 9.3, but this time as a function of the e�ective
interaction length instead of as a function of the layer. Additionally the mean energy de-
posit per layer for the di�erent shower components is shown. The mean energy deposit has
been calculated from the mean fraction per layer for each shower component multiplied by
the total mean energy deposit per layer from the simulation with 18% crosstalk.
The fraction of the shower energy, that is carried by the electromagnetic component in-
creases with increasing momentum of the showering particle and is the dominant visible
shower component except for the lowest energies, where the proton component deposits
equal amounts of visible energy. The comparison of the electromagnetic component shows
that this shower component is signi�cantly smaller in tungsten than in iron at all energies.
Besides this di�erence in the totally deposited energy there is also a signi�cant di�erence
in the longitudinal shape of the electromagnetic component between the two absorber ma-
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Figure 10.4: The longitudinal shower pro�les for 6 GeV electrons as a function of the e�ective
radiation length (left) and for 6 GeV pions as a function of the e�ective interaction length (right)
for iron and tungsten absorber. The electron pro�les have been approximated with a longitudinal
parametrization (see text for details).

terials. In tungsten the maximum of the electromagnetic shower component is typically
at around 0.5 λe�int, whereas in iron the maximum is around 0.8 λe�int. This di�erence is due
to the fact, that the e�ective radiation length is the natural scale for any electromagnetic
sub-shower inside the hadronic shower and is the dominant e�ect for the explanation of the
di�erent longitudinal shape of pion showers in tungsten and iron. This means that there is
also a di�erent sampling rate of the electromagnetic component in the two absorbers with
the given absorber thicknesses.
Additionally there is a di�erence in the neutron component, which becomes more important
for the later layers. This is studied in detail in the comparison of the shower components,
since the di�erences are better visible for the total energy sums for the components (see
sec. 10.4). The proton and pion component are very similar for both absorbers. This is also
true for the additional electron component of the shower, which originates from collisions
of charged pions and protons with electrons from the absorber with a huge momentum
transfer.

10.3 Time evolution of the Shower

Additionally the time evolution of pion showers is studied and compared for both absorber
materials. A precise understanding of the time structure of hadron showers is especially
important for calorimeters for the CLIC detectors, as the foreseen bunch structure of the
accelerator will lead to several subsequent primary collisions depositing energy in the de-
tector within the readout time window. With su�cient knowledge of the time structure it
is possible to disentangle the energy depositions into shower contributions from individual
events. Additionally the time structure can help to get a four dimensional event recon-
struction. Though the AHCAL physics prototype does not have the capability to measure
the hit time of each individual sub-hit (see sec. 8.5), a possibility to measure at least the
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Figure 10.5: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 2 GeV, 4 GeV and 6 GeV (top to bottom). For the simulation also the decomposition
into the di�erent shower components is shown. The simulation used QGSP_BERT_HP and 18%
crosstalk.
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Figure 10.6: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 8 GeV and 10 GeV (top to bottom). For the simulation also the decomposition
into the di�erent shower components is shown. The simulation used QGSP_BERT_HP and 18%
crosstalk.
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time of the �rst sub-hit in a cell is already included in the next generation of readout
electronics for the AHCAL.
Figure 10.7 shows the number of sub-hits in the simulation leading to energy depositions
in the active layers as a function of the deposition time from the entering of the primary
pion into the detector for the full readout window of the AHCAL electronics of 150 ns.
The cascade is dominated during the �rst nanoseconds by the electromagnetic component
for both absorber types. Also the charged pions and protons released from the hadronic
give signi�cant contributions during the �rst nanoseconds. For iron, the initial part of the
shower lasts longer, as the pions on average penetrate further into the calorimeter before
interacting.
However, the electromagnetic component only gives signi�cant contributions directly after
the �rst inelastic hadronic interaction, as particles from this component have velocities close
to the velocity of light and their energy is absorbed very fast. After a few nanoseconds
the neutron components start to dominate the cascade. The neutron components start
with a slow turn-on curve during the �rst nanoseconds, which is due to the fact, that, in
contrast to the charged particles, the released neutrons do not immediately deposit energy
via ionization. In the very beginning of this neutron time regime, the energy depositions
from the neutron inelastic scattering dominate, but since this component falls o� rapidly,
there is a time interval of roughly 20-30 ns where the elastic scattering dominates. This
is a feature of the active layers consisting of hydrogen-rich plastic scintillator polystyrene.
If other readout materials like gas are used, then this neutron elastic component will be
suppressed. After this intermediate regime of the neutron elastic scattering, the neutron
inelastic and neutron capture shower components start to dominate the energy deposition.
It is also well observable, that the neutron components give typically an order of magnitude
more contributions to the deposited energy for tungsten, than for iron.
The late neutron inelastic tail is mostly an artifact of the decomposition algorithm, as these
neutron have typically an energy below the production threshold for secondary tracks.
Therefore the last interaction that generated a secondary track is used for the labeling of
these hits. In reality these hits must most likely be attributed to neutron elastic scattering
and neutron capture instead.
The other shower components like the charged pion component, the proton component,
and the additional electron component, which is a feature of the ionization simulation in
GEANT, are very similar for both absorber types.

10.4 Comparison of the Shower Components

for di�erent Physics Lists

Although the comparison of the di�erent hadron simulations to data in chapter 9 overall
favored the QGSP_BERT physics list, this does not necessarily mean that also the indi-
vidual shower components are described correctly or just better than for the other hadron
simulations. Therefore the investigation of the shower components has been done for each
of the used hadron physics lists. However, one can try to relate the di�erent shower compo-
nents, and the quality of their modeling to the shape agreement of the respective physics
list. This distinction works only between the electromagnetic component and all other
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components together, as most of the shower components deposit energy in the same region
of the shower. The di�erences between the physics lists for the relevant shower components
are small compared to the di�erences of the absorber materials. Therefore a quantitative
statement of the shower component comparison between the two absorber setups can be
given.
Figure 10.8 shows the mean visible energy deposited by the electromagnetic shower com-
ponent 〈EEMvis 〉 as a function of the pion energy, where the di�erence between both absorber
types is well visible: The visible energy which was deposited via the electromagnetic shower
component is almost twice as much in iron as in tungsten. However, it was also shown,
that the mean electromagnetic fraction of the shower is only slightly increased in iron in
comparison to tungsten (see �g. 10.3). This can be explained with the very di�erent sam-
pling of this shower component for the chosen absorber thicknesses, which leads in case of
tungsten to a signi�cantly higher amount of energy deposited inside the absorber and which
is therefore not visible. The mean visible energy that is deposited by the electromagnetic
shower component is predicted very similar by all physics lists, although QGSP_BIC_HP
and CHIPS give a higher prediction.
The investigation of the �rst hadronic interaction showed also a di�erence between iron
and tungsten in the number of neutrons released by this interaction. Therefore also a dif-
ference in the neutron component of the showers is expected. The same �gure shows also
the mean visible energy deposition via the neutron shower component for both absorber
types as a function of the pion shower energy. Also for this shower component there is
a di�erence between the two absorbers visible, however this time, the neutron deposits
more visible energy for the tungsten absorber con�guration. The neutron component is
predicted lowest by the physics lists QGSP_BIC_HP and CHIPS, whereas the other lists
predict a signi�cantly higher neutron component. Also visible is a higher prediction for
the neutron component in tungsten for the QGSP_BERT physics list in comparison to
the same list with HP-extension, but almost no di�erence for these two lists for iron. The
energy deposit via the other shower components shows no signi�cant di�erences between
the two absorbers.

The neutron component is also further decomposed into an inelastic scattering, an elas-
tic scattering and a neutron capture component to understand the details of the di�erent
neutron components for the two absorbers (see �g. 10.9). However, the predictions for the
individual neutron components cannot be related to the shape agreement, as the neutron
components deposit their energy in the same shower regions. QBBC gives the highest
prediction for the neutron inelastic component, whereas QGSP_BIC_HP gives the lowest
prediction. The energy deposit via the inelastic neutron scattering does not show a signif-
icant di�erence between the two absorber types.
In contrast to this, the elastic neutron component is roughly a factor two higher in tungsten.
This can be explained with the fact, that there are much more medium energetic neutrons
inside the tungsten showers, as already expected from the higher number of neutrons which
are released from the �rst interaction. The di�erent physics lists give similar predictions for
this component, with the prediction for highest energy deposit from QGSP_BERT_HP
and the lowest from QGSP_BIC_HP.
The prediction for the visible energy deposit by the neutron capture component di�ers by
roughly a factor of ten between the two absorber setups. However, from the comparison
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of the cross sections for neutron capture one would expect an even stronger neutron cap-
ture component for tungsten as the cross section is (dependent on the exact energy) up to
three orders of magnitude higher. Thus, the di�erence of only one order of magnitude for
the visible energy for this shower component can be explained in the same way as for the
electromagnetic shower component. Since neutron capture results in the release of one to
several γs, which will give electromagnetic sub-showers, a huge fraction of the energy of
these sub-showers is also deposited inside the absorber in case of tungsten. The physics
list QGSP_BERT_HP and FTFP_BERT_HP give almost identical predictions, whereas
QBBC gives the lowest prediction and QGSP_BIC_HP is in between the three. Also well
visible is the di�erence between the physics QGSP_BERT with and without the HP exten-
sion. Without the high precision neutron data, the energy deposition via neutron capture
is predicted signi�cantly higher for both absorbers, although the total contribution in iron
is negligible. The CHIPS physics list shows zero contribution for neutron elastic scattering
and neutron capture because it treats both processes inside its neutron inelastic scattering
calculations. This also leads to an increased deposition for the neutron inelastic shower
component, which is observable. However, disentangling for CHIPS would require a more
sophisticated decomposition algorithm, which identi�es the processes inside the neutron
inelastic scattering calculations.

However, one must distinguish between di�erences in the shower development which
is due to the absorber and e�ects that are caused by the active layers. An e�ect, that is
enhanced by the choice of organic scintillator as active material is the elastic scattering
of neutrons. The average energy transfer per scattering is larger the smaller the mass of
the scattering nucleus. The average energy deposit per scattering is therefore largest for
elastic scattering with single protons, or hydrogen atoms.
Figure 10.10 shows the mean visible energy that is deposited by the neutron elastic scat-
tering shower component, for those scatterings that occurred with a single proton. The
di�erence between tungsten and iron for this part of the neutron elastic scattering shower
component is almost as big as the di�erence in the complete neutron elastic scattering com-
ponent. Therefore a less signi�cant di�erence is expected for the neutron elastic shower
component if an active material with a low hydrogen density is chosen, e.g. gas for mi-
cromegas active layers. This would also a�ect the neutron capture component as the
neutrons are less e�ciently moderated and the neutron capture cross section depends on
the neutron momentum.

10.5 Comparison of the Calorimeters

The two �gures of merit for a hadron calorimeter are the e/h ratio and the single particle
energy resolution. The small number of di�erent energies that are evaluated by this thesis
does not allow for a precise estimation of these parameters, as they are not constrained
enough. Nevertheless the precision is su�cient for a qualitative comparison of both ab-
sorber con�gurations. However, the number given here can not be used to evaluate the
performance of the AHCAL, and other studies show that a signi�cantly better energy res-
olution can be achieved with this detector [75].
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Figure 10.8: The mean visible energy deposition by the electromagnetic shower component (top)
and the mean visible energy deposition by the neutron shower component (bottom) for 2 GeV to
10 GeV pions for tungsten (left) and iron (right) for di�erent physics lists.
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Figure 10.9: The mean visible energy deposit for the three neutron shower components inelastic
scattering (top), elastic scattering (middle), and neutron capture (bottom) as a function for pions
from 2 GeV to 10 GeV for tungsten (left) and iron (right). (Note the di�erent y-scales for the
neutron capture graphs.)
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Figure 10.10: The mean visible energy deposition by the neutron elastic scattering with a single
proton for 2 GeV to 10 GeV pions for tungsten (left) and iron (right) for di�erent physics lists.

The e/h ratio describes the ratio of the response to electromagnetic showers and the
response to purely hadronic showers with zero electromagnetic component in an energy
independent way. So far only the e/π ratio could be extracted from the response of electrons
and pions [75] as e/π=1.19, with negligence of the energy dependence of this number.
For the iron data a similar e/π ratio of approximately 1.2 can be extracted from this
analysis. For the calculation of the e/h ratio as an energy independent characteristic of the
calorimeter, additionally the knowledge of the electromagnetic fraction is necessary, which
has been calculated with the shower decomposition tool. The e/h ratio can be calculated
from equation 2.10 as:

e

h
=
e− (fEM · e)
π − (fEM · e)

(10.1)

with the measured electron response e and the measured pion response π and the mean
electromagnetic fraction fEM which has been extracted from simulations of pions of the
same energy. The 6 GeV data has been chosen for this calculation as it gives the best
compromise of all energy points, in terms of selection purity, no bias of the selection, and
availability of both pion and electron data with reasonable statistics. The e/h ratio cal-
culated as the mean of the 2 GeV, 4 GeV, and 6 GeV data points is 1.13 for the tungsten
absorber con�guration and 1.42 for the iron absorber con�guration with an uncertainty of
a few percent. Using the responses from data at lower energies or the responses from the
simulation gives within uncertainty the same result. The tungsten absorber con�guration
is close to compensation, which is due to the suppression of the electromagnetic component
and the strong neutron capture component, which reduces on average the invisible energy.
However, a e/h ratio so close to compensation suggests an optimization of the thickness
of the active and absorber layers to reach compensation since a compensating calorimeter
will simplify the jet-energy calibration signi�cantly in comparison to a non-compensating
calorimeter.

The single particle resolution at a certain particle energy used in this thesis is de�ned
as the ratio of the RMS and the mean of the full visible energy deposit distribution. The
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resolutions for the di�erent particle energies are then approximated with equation 2.13:

σE
〈E〉

=
a√
E
⊕ b⊕ c

E
. (10.2)

As already mentioned, the range for the approximation is small and contains only a few
data points. Therefore the third parameter of the approximation function has been �xed to
the RMS of the CRC-oscillator noise events, which has been converted from the MIP to the
GeV scale with the respective measured MIP

GeV
factor from equation 7.1 from the response

linearity approximation. However, the two �rst parameters of the resolution approximation
are strongly correlated for the small �tting range.

For electrons both datasets are well described by the �t (see �g. 10.11), but a clear
di�erence is observable for the single particle energy resolution between the two absorber
con�gurations. The second parameter, or calibration term, of the �tting function is roughly
5% (see table 10.1), whereas the �rst parameter di�ers for both absorber con�gurations.
For tungsten it is around 27% for iron only around 23%. The accuracy of these parameters
extracted from the approximation is a few percent, with a high the correlation between
the two �rst parameters. However, even within this uncertainty, the single particle energy
resolution for electrons is a few percent better at all energies for the iron absorber con-
�guration, than for the tungsten absorber con�guration. Since at these energies, electron
showers are fully contained inside the detector and all the shower energy is in principle
measurable, this di�erence in resolution is due to shower start �uctuations, which will
then result also in �uctuations of the energy deposited inside the active layers. These
�uctuations are more signi�cant in tungsten, due to the thicker absorber layers in terms
of radiation length. This is also in agreement with the observation that electron showers
in tungsten deposit signi�cantly less energy in the active layers, than electron showers of
the same energy in iron.
The energy resolution has also been estimated for simulated electron showers. The es-
timated parameters are also summarized in table 10.1. The second parameter has been
�xed to the estimation from the data approximation, so that the �rst parameter can be
compared between data and simulation in spite of the large correlation between the �t
parameters. It agrees with the estimation from recorded data within the uncertainty for
both absorber con�gurations. However, the stochastic term extracted from the simulation
seems to be slightly smaller than in measured data, which can be explained with a small
remaining contamination of the data, which nevertheless has impact on the RMS of the
visible energy distribution.

The estimation of the single particle energy resolution for pions is given also in �g-
ure 10.11. The 4 GeV data point has been excluded from the approximation of the energy
resolution for pions in tungsten and iron, due to the strong impact of the event selection
on the RMS of the visible energy distribution at this energy. The noise term has been
estimated in the same way as for electrons and has been �xed to this value.
The estimated stochastic term for tungsten is roughly 58%√

E
, whereas for iron this term is

roughly 56%√
E
. The second term is roughly two times higher than for electrons for both

absorber setups. This is due to 8 GeV and 10 GeV data points, where a signi�cant energy
leakage was observable, which increases the RMS of the visible energy distribution. When
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the second term is �xed in the order of 5%, the agreements, between approximation and
data gets better for the low-energy data, but worse for the 8 GeV and 10 GeV data points.
Additionally the �rst parameter increases. However, the energy resolution is worse for pion
showers in tungsten data than for pion showers in iron data at all energies.
Also for simulated pion showers the energy resolution has been estimated for both ab-
sorber types with two simulations (10% and 18% crosstalk) and the estimated parameters
are summarized in table 10.1. For tungsten the estimated parameters from both simula-
tion agree well with data. For the iron setup, there is a better resolution estimated from
simulations than from data (see �g. 10.11), which can be explained with remaining con-
tamination of the pion sample. Also observable is an increased energy resolution for the
simulation with 18% crosstalk in comparison to the one with 10% crosstalk. Since the
crosstalk algorithm for simulated showers works e�ectively the same way as a blur �lter is
working for pictures, it can be understood why an increased crosstalk has negative impact
on the energy resolution. This e�ect is much smaller for electrons as the showers are more
compact and pronounced.
However, if the thickness of absorber and active layers is optimized to achieve an e/h-ratio
of one, which leads on average to less invisible energy, and the sampling frequency is opti-
mized to reduce the sampling �uctuations of the electromagnetic sub-showers, a sandwich
calorimeter with tungsten absorber should be capable of achieving a better single particle
energy resolution than a sandwich calorimeter with iron absorber and the same read-out
technology.

The estimation of the single particle energy resolution for pions is given also in Fig-
ure 10.11. The energy resolution is worse for pion showers in tungsten data than for pion
showers in iron data at all energies. The 4 GeV data point has been excluded from the
approximation of the energy resolution for pions in tungsten and iron, due to the strong
impact of the event selection on the RMS of the visible energy distribution at this energy
(see chap. 7. The noise term has been estimated in the same way as for electrons and has
been �xed to this value.
The estimated stochastic term for tungsten is roughly 58%√

E
, whereas for iron this term is

roughly 56%√
E
. The second term is roughly two times higher than for electrons for both

absorber setups. This is due to 8 GeV and 10 GeV data points, where a signi�cant energy
leakage was observable, which increases the RMS of the visible energy distribution. When
the second term is �xed in the order of 5%, the agreements, between approximation and
data gets better for the low-energy data, but worse for the 8 GeV and 10 GeV data points.
Additionally the �rst parameter increases.
The extracted values for the constant term are signi�cantly higher than in previous pub-
lished analysis [75, 12], where the constant term is in the order of 1-2%. This di�erence
can most likely be attributed to the remaining problem of calibration and event selection
of the low-energy data and the extracted values of this low energy data cannot be used to
estimate the performance of the AHCAL in general. The stochastic term for tungsten is
in good agreement with previous analysis, but for iron a roughly 10% lower value has been
shown in previous analysis, which is also most likely due to the remaining problems of the
analyzed iron sample.
Also for simulated pion showers the energy resolution has been estimated for both ab-
sorber types with two simulations (10% and 18% crosstalk) and the estimated parameters
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Data set a [ 1√
GeV

] b c [GeV] χ2

Electrons:
CERN data 0.27 0.053 0.069 10.1
CERN sim (10%) 0.25 0.053 0.069 428
CERN sim (18%) 0.25 0.053 0.069 511
FNAL data 0.23 0.052 0.055 25.6
FNAL sim (10%) 0.20 0.052 0.055 202
FNAL sim (18%) 0.20 0.052 0.055 365

Pions:
CERN data 0.58 0.13 0.076 5.25
CERN sim (10%) 0.59 0.13 0.076 184
CERN sim (18%) 0.61 0.13 0.076 210
FNAL data 0.56 0.11 0.066 1.86
FNAL sim (10%) 0.51 0.11 0.066 417
FNAL sim (18%) 0.53 0.11 0.066 769

Table 10.1: Parameters of the resolution approximation for electrons and pions in tungsten and
iron. The third parameter (c) has been �xed and the second parameter (b) has been �xed for the
simulation to the estimated value of the corresponding data set.

are summarized in table 10.1. For tungsten the estimated parameters from both simula-
tion agree well with data. For the iron setup, there is a better resolution estimated from
simulations than from data (see Fig. 10.11), which can be explained with remaining con-
tamination of the pion sample. Also observable is an increased energy resolution for the
simulation with 18% crosstalk in comparison to the one with 10% crosstalk. Since the
crosstalk algorithm for simulated showers works e�ectively the same way as a blur �lter is
working for pictures, it can be understood why an increased crosstalk has negative impact
on the energy resolution. This e�ect is much smaller for electrons as the showers are more
compact and pronounced.
However, if the thickness of absorber and active layers is optimized to achieve an e/h-
ratio of one, so that �uctuations of the electromagnetic fraction have no impact on the
resolution, and the sampling frequency is optimized to reduce the sampling �uctuations of
the electromagnetic sub-showers, a sandwich calorimeter with tungsten absorber should be
capable of achieving a better single particle energy resolution than a sandwich calorimeter
with iron absorber and the same read-out technology.
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Figure 10.11: Single particle energy resolution as a function of the available energy for electrons
(left) and pions (right) in iron and tungsten. The 4 GeV pion data points have been excluded from
the approximation.
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Chapter XI

Summary and Outlook

The next generation of e+-e− linear accelerators, ILC and CLIC, are developed for preci-
sion measurements of the Higgs-like particle found at CERN and for the search for physics
beyond the standard model. The detectors, which record the collisions, will need unprece-
dented jet-energy resolution to achieve their physics goals. This performance goal can only
be met with new approaches for the detector design and especially the design of the hadron
calorimeters, which are in the classic calorimetric approach the limiting factor for achieving
highest jet-energy resolutions.
The Particle Flow concept provides a suitable approach to meet the performance goals.
The CALICE collaboration has developed several Particle Flow calorimeter prototypes
with di�erent read-out technologies. One of these prototypes is the AHCAL. However, the
choice of the absorber material for the hadron calorimeters is not �xed, and well known
absorber materials like iron are not suited for the CLIC detectors, as the use of iron in
a reasonable thickness would result in an una�ordable magnet coil. Instead tungsten is
suggested as absorber material for the CLIC hadron calorimeters, which is also an option
for the ILC hadron calorimeters.
A prototype with a volume of 1 m3 has been built for the AHCAL, which has been operated
in several testbeam campaigns at CERN and FNAL to record shower data from muons,
electrons and hadrons. Shower data from 2 GeV to 10 GeV from two testbeam campaigns
has been evaluated for this theses. For one testbeam the AHCAL has been quipped with
iron absorber layers, for the other testbeam the AHCAL has been equipped with tungsten
absorber.

Both data sets have been analyzed before [11, 12], but both use di�erent simulation
parameters, which when applied to the other dataset lead to an unreasonable agreement
between data and simulations. Therefore the simulation parameters had to be reevaluated.
Additionally a number of improvements on the calibration and event selection of both ex-
isting analysis was found.

Calibration, Even Selection and Simulation Several new procedures for the calibra-
tion of the recorded data were developed for this thesis to improve the existing calibration
chain. The existing methods for the identi�cation of bad channels, for the extraction of
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the gain constants and their temperature correction have been applied to the data. New
methods for the temperature correction of the MIP calibration and for the estimation
of the individual scaling factors for the saturation correction have been developed. The
inter-tile crosstalk has been the least known parameter for the detector simulation. The
inter-tile crosstalk was measured and a di�erence in the amount of leaked light between
the horizontal and vertical placement of the 3x3 cm2 tiles was found. This problem is
addressed with the new engineering prototype, most likely with a complete wrapping of
the tiles. The strong temperature dependence of the noise over threshold has been studied.
However, this dependence can most likely be signi�cantly lowered with future SiPMs with
an increased signal-to-noise ratio.

The event selection for the CERN and FNAL datasets needed to be modi�ed in com-
parison to earlier analysis to have a similar selection strategy for the data sets from both
absorber setups. The existing methods to remove empty events and events that start show-
ering upstream of the calorimeter have been adapted and applied for the CERN data and
the pion-muon separation has been equalized for both testbeams and further extended to
lower energies. A signi�cant multi-particle contamination of the events from the FNAL
dataset has been found, which was not reported in earlier analysis. Most of this contam-
ination could be removed with the specially developed rejection criteria. However, due to
the uncertainty introduced by the mentioned calibration problems and the uncertainty of
the simulation, a precise estimation of the remaining multi-particle contamination was not
feasible.

The distributions of the visible energy sum have been approximated with either Gaus-
sian or Novosibirsk distributions, which showed a good agreement within the �tting range.
Only for the FNAL data, tails showing a remaining contamination of the events were ob-
servable. The deviation from linearity is typically < 3%, only the 4 GeV data point for
iron shows a higher deviation, which can be explained with the selection at this energy.
A possible electron contamination of the CERN and FNAL pion showers has been in-
vestigated, based on an existing method. In contrast to earlier results, a small electron
contamination of a few percent could only be found for the FNAL 2 GeV pions shower
data and neither at higher energies nor for the CERN dataset.

Validation of the Simulation The achieved improvements for data and simulation al-
lowed for the �rst time a consistent description of measured muons, electrons, and pions for
both absorber types with simulations within reasonable uncertainties. This allows of a pre-
cise understanding of the quality of the detector simulation with comparisons of measured
muons and electrons to simulated ones, as the physical processes that occur when these
particle traverse the detector can be simulated with negligible uncertainty in comparison
to the uncertainty of the detector simulation.

The energy sum and number of hits in data was well reproduced by the muon sim-
ulation. The layer-wise comparison of data and simulation for muons showed that the
predictions of the simulation agree typically within 5% for the individual layers, with the
worst agreement in the last 8 layers of the iron absorber stack.
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The comparison of electrons in data and simulation is used to further study the quality of
the detector simulation, as the crosstalk parameter has signi�cant impact on electron (and
hadron shower) responses. Additionally the measured deposited energy in data is a�ected
by the desaturation correction, due to the typically higher cell-energy deposits, especially
in the center of the showers.
Investigations of the mean response showed that neither the simulation with 10% crosstalk,
nor the simulation with 18% describes the data accurately for any of the absorbers, but
somewhere in between. Studies of the longitudinal shower pro�les show that the agree-
ment between data and simulation varies for each layer as for the electrons. Since electron
showers are very compact, they can only be predicted correctly, when all a�ected cells
are simulated with utmost precision. However, the measurement of the inter-tile crosstalk
indicated already a huge spread of this parameter for di�erent cells. Therefore the varying
agreement for the individual layers can most likely be explained by the fact, that the correct
inter-tile crosstalk for the actual cells, that are hit by the shower, is unknown and a global
mean value is used instead. In addition, the uncertainty of the desaturation correction is
unknown.

The physics of hadron showers is more complex and several models are available to
simulate the hadronic scattering. Since the integral observables, like visible energy sum or
number of hits above threshold, depend on the inter-tile crosstalk of the simulation, these
observables are not well suited for a comparison of data and simulations to distinguish the
quality of the shower predictions by the di�erent physics list. Instead the shape agreement
of the pro�les between data and the di�erent simulations has been calculated to distinguish
the quality of the shower predictions of the di�erent simulations. In general, the physics
list QGSP_BERT_HP gives the best description of the measured shower topologies. This
preference of the data for the physics lists QGSP_BERT_HP is consistent with earlier
analyses of the low-energy tungsten and iron data.
The standard deviations of the longitudinal and radial center-of-gravity, which was already
used before as a quantity the measure the �uctuations of pion showers, are best described
for tungsten by the physics list QBBC, whereas for iron the best description is given by
the physics list QGSP_BERT_HP, which is in agreement with the results of the previous
iron analysis.

Comparison of Iron and Tungsten The individual shower components cannot be pre-
cisely distinguished in the data recorded by the AHCAL, therefore only simulations can be
used to understand the di�erence of hadron showers in tungsten and iron. The predictive
power of the simulations to describe the recorded shower topology, which is drastically
a�ected by the strength of the individual shower components, is su�cient to justify the
decomposition of the simulated showers into di�erent shower components to gain further
insight on the di�erences of the shower development between tungsten and iron. Addi-
tionally the �rst inelastic hadronic interaction has been studied and compared between
the two absorber setups, to distinguish di�erences that originate from the �rst hadronic
interaction and shower di�erences that are due to the transport of the components through
the calorimeter.
The di�erences in the products of the the �rst inelastic scattering a�ects mainly the neutron
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shower component. The number of neutrons that are emitted on average is signi�cantly
larger than in iron. At the same time, the fraction of the total shower energy, that is
transported by neutrons after the �rst inelastic hadronic scattering is less signi�cant, so
that the average energy per neutron is signi�cantly lower in tungsten.

The longitudinal electron shower pro�les agree for both absorber types when they are
shown as a function of the e�ective radiation length, but a comparison of the longitudi-
nal pion shower pro�les as a function of the e�ective interaction length showed that the
shower maxima for both absorber types do not agree. Instead the shower maximum in
tungsten is at an earlier point of the cascade. The comparison of the longitudinal pro�les
on the e�ective-interaction-length scale with the decomposition of the deposited energy
into the di�erent shower fractions showed, that the di�erence in the shower topology can
be explained with the drastically lower deposited visible energy from the electromagnetic
shower component in tungsten. However, the reason for the lower visible energy deposit is
the much worse sampling of this shower component of the tungsten absorber setup with a
thickness of the absorber layer of almost 2.6 X0 in contrast to the iron layers which have a
wall thickness of roughly 1 X0. Therefore more energy of the electromagnetic shower com-
ponent is deposited inside the tungsten absorber plates than in the iron absorber plates.
This leads also to more �uctuations of the visible energy sum.

A comparison of the time evolution of the showers shows beside the di�erence of the vis-
ible energy from the electromagnetic shower components, which dominate the �rst nanosec-
onds of the shower, also the strong di�erences of the neutron shower components, which
dominate the rest of the shower. This leads in general to more late energy depositions
in tungsten, which need to be taken into account for a CLIC detector, where there are
particles from more than one e+ − e−-collision at the time traversing the detector.

A detailed comparison of the shower components for both absorber types revealed not
only the di�erences between the two absorber setups, but also the di�erences between the
physics lists. The di�erences between pion showers in tungsten and in iron are a signif-
icantly lower visible energy deposition from the electromagnetic component for tungsten
which is a result of the bad sampling of this shower component for the tungsten absorber
setup. The second di�erence is in the neutron shower component, which is higher for the
tungsten absorber setup. This can be explained with the higher number of low energetic
neutrons, which lead to more energy deposit from neutron elastic scattering. Additionally
the cross section for neutron capture is up to three order of magnitude higher. However,
due to the bad sampling of the electromagnetic sub-showers that occur from the released
photons after a neutron has been captured by a nucleus, this leads only to a visible energy
deposition, that is a factor ten higher than in iron. Nevertheless , that is in total only
roughly 2 % of the total visible energy deposited by the shower. A better sampling of the
electromagnetic sub-showers would lead to a higher visible energy deposit from this shower
component.

The e
h
ratio has been calculated for both absorber setups and is 1.13 for the tungsten

absorber setup and 1.42 for the iron absorber setup with an uncertainty of a few percent.
From previous CALICE analysis only the e/π ratio was known, which is also in agreement
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with the e/π ratio extracted from this analysis. The value of 1.1 for tungsten, which is close
to compensation, suggest an optimization of the thickness of active and absorber layers to
achieve compensation.
The impact of the di�erent sampling of electromagnetic showers for both absorber types
and the thereby increased �uctuations of the visible energy sum for tungsten is directly
visible from the comparison of the relative single particle energy resolution for electrons
and results in a worse resolutions for tungsten. This has also impact on the relative sin-
gle particle energy resolution of pion showers, as it leads also to increased �uctuations of
the visible energy deposit for any electromagnetic sub-shower inside the hadron shower in
tungsten and therefore to a worse energy resolution. Nevertheless, a better relative sin-
gle particle energy resolution should be achievable with tungsten absorber in comparison
to iron absorber, if the sampling of the electromagnetic sub-showers is equalized between
setups due to less �uctuations of the invisible energy, as this setup is much closer to com-
pensation. Additionally the ratios of active and absorber materials can be optimized to
achieve compensation, which will further improve the energy resolution.
The extracted resolutions show an increased constant term with respect to previous anal-
ysis. This decreased performance can most likely be attributed to the remaining problems
of the investigated data samples. Therefore, the estimated resolution can not be applied
to other analysis and does not describe the performance of the AHCAL in general, which
is signi�cantly better for other data sets. It can only be utilized for a comparison of the
two absorber types for the respective low energy data sets.

Outlook The investigation of the AHCAL physics prototype demonstrated the physics
potential of the AHCAL technology. In addition to the AHCAL physics prototype, an en-
gineering prototype is currently commissioned, to demonstrate the feasibility to built a full
scale and fully integrated ILD/CLIC-detector with the AHCAL technology. This proto-
type addresses the remaining calibration problems and solutions for the crosstalk problem
are investigated. Additionally also techniques for mass production are tested. This new
engineering prototype uses also a next generation of read-out electronics, which have been
specially designed for the AHCAL, and is housing an AHCAL dedicated an ASIC chip,
the SPIROC chip that has also the capability to measure the time structure of a shower
by measuring the time of the �rst hit for every read out channel.
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Appendix I

Data Sets & Calibration

This Appendix will summarize data sets (run numbers )used for analysis in table A.1. Also
the names of folders in the CALICE database containing the used calibration sets are given
in table A.2 and table A.3.

FNAL Runs CERN Runs

2 GeV π− 520291 529299 360463
520300 520365
520369 580024
580044 580058

4 GeV π− 520283 520285 360774
580012

6 GeV π− 520304 520305 360771
8 GeV π− 520307 360767
10 GeV π− 520308 360737

2 GeV e− 580093 580102 360463
580103 360774

4 GeV e− 580092 580104 360771
6 GeV e− 580090

Table A.1: The run numbers of the individual runs used for the analysis.
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Calibration Set Database Folder

Bad channel list /test_cg_2010/BadCellMap_2010_�nal_v1

Gain constants /test_cg_2010/gain_constants

Gain slopes /test_cg_2010/gain_slopes

Inter-calibration constants /cd_calice/Hcal/ic_constants
(ahc_ic_constants_006)

MIP constants /test_cg_2010/mipConsts_2010_�nal_v1

MIP slopes /test_cg_2010/mipSlopes_2010_�nal_v1

Saturation curves /cd_calice/Ahc/ResponseCurve
(ahc_response_curve_002)

Saturation curve scalings /test_cg_2010/satCorFactors

Temperature sensor calibration /cd_calice_cernbeam/Hcal/AhcSroTempO�set_Di�

Table A.2: The CALICE database folder names of the CERN calibration sets used. If the folders
are tagged, the tag is given in brackets.

Calibration Set Database Folder

Bad channel list /test_cg_2010/deadCellMap_forNewMip_FINAL

Gain constants /cd_calice/Hcal/gain_constants
(ahc_gain_constants_007)

Gain slopes /cd_calice/Hcal/gain_slopes
(ahc_gain_slopes_007)

Inter-calibration constants /cd_calice/Hcal/ic_constants
(ahc_ic_constants_006)

MIP constants /test_cg_2010/newCalibFnal_v4_Const

MIP slopes /test_cg_2010/newCalibFnal_v4_Slopes

Saturation curves /cd_calice/Ahc/ResponseCurve
(ahc_response_curve_002)

Saturation curve scalings /test_cg_2010/satCorFactors

Temperature sensor calibration /cd_calice/Hcal/tempSensors
(ahc_tempSensors_001)

Table A.3: The CALICE database folder names of the FNAL calibration sets used. If the folders
are tagged, the tag is given in brackets.
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Appendix II

Event Selection Parameters

This Appendix will summarize the event selection criteria used for the di�erent particle
samples for all energies. Cut that are marked with an (*) after their name are only applied
to data and not to the simulation.
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Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
All Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 1
All Bad LED Event Rejection(*) nHits in Layer 7 < 150

All Empty Event Rejection EFirst5layersvis >= 4
All Pre-Shower Rejection nHitsGuardRing < 15
All Found Hits on Tracks nHitsTrack > 0
All Only central Events -20 < cogX < 40 &
All Only central Events -40 < cogY < 20
All Pion Rejection 630 < cogZ < 765 &
All Pion Rejection 25 < nHits < 50
4 Pion Rejection No Shower Start Found &

4 Pion Rejection ELast5layersvis >= 2.5

Table B.1: Event selection criteria for the CERN muon sample.

Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
4, 6 Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 0
8, 10 Cherekov Selection(*) cherenkowBit = 1 & cherenkow2Bit = 0

All Empty Event Rejection EFirst 5 layers
vis >= 4

All Pre-Shower Rejection nHitsGuard Ring < 15
All Pion Rejection 2000 < cogZ < 2250 &
All Pion Rejection 35 < nHits < 65 &
All Pion Rejection No Shower Start Found &

4 Pion Rejection 5 < ELast 8 layers
vis < 20

6, 8, 10 Pion Rejection 20 < nHitsTrack < 38
All BeamHaloVeto (Online)(*) vetoBit = 0
All MultiVeto (Online)(*) multiADC < 3800
All MultiVeto (O�ine) No outer tracks parallel to beam
All MultiVeto (O�ine) NTracks <= 8
All MultiVeto (O�ine) nCluster = 0

Table B.2: Event selection criteria for the FNAL muon sample.
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Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
All Cherekov Selection(*) cherenkowBit = 1 & cherenkow2Bit = 1
All Bad LED Event Rejection(*) nHits in Layer 7 < 150
All Cluster Cut Number of Clusters = 1 &
All Cluster Cut 340 < cogClusterZ < 400
All Muon Rejection cogZ < 630 or cogZ > 765 &
All Muon Rejection nHits < 25 or nHits > 50)
2 Muon Rejection 2.5 MIP < energy in last 3 layers < 10 MIP
4 Muon Rejection energy in last 5 layers < 2.5 MIP
4, 6 Muon Rejection Shower Start Found
6 MultiVeto(O�ine)(*) eventNumber 6= 9880

Table B.3: Event selection criteria for the CERN electron sample.

Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
All Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 1
All Cluster Cut Number of Clusters = 1 &
All Cluster Cut 1620 < cogClusterZ

All Muon Rejection cogZ < < 1892
2 Muon Rejection cogZ < 2000 or cogZ > 2250 &
2 Muon Rejection nHits < 30 or nHits > 60)
4, 6 Muon Rejection cogZ < 2000 or cogZ > 2250 &
4, 6 Muon Rejection nHits < 35 or nHits > 65)
2 Muon Rejection energy in last 6 layers < 3 MIP
All Muon Rejection energy in last 8 layers < 5 MIP
All Muon Rejection nHits in last 8 layers < 6
4 Muon Rejection energy in last 6 layers < 3 MIP
4, 6 Muon Rejection Shower Start Found
All PreShower nHits in �rst layer < 10
All MultiRejection(O�ine) not more than 2 hits with energy > 18 MIP
All MultiRejection(O�ine) not more than 2 track fragments
2 MultiRejection(O�ine) nHits(Cluster) < 40
4 MultiRejection(O�ine) nHits(Cluster) < 60
6 MultiRejection(O�ine) nHits(Cluster) < 80
2, 4 MultiRejection(O�ine) nHits - nHits(Cluster) < 40
6 MultiRejection(O�ine) nHits - nHits(Cluster) < 50
All BeamHaloVeto (Online)(*) vetoBit = 0
All MultiVeto (Online)(*) multiADC < 3800

Table B.4: Event selection criteria for the FNAL electron sample.
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Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
2 Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 0

4 - 10 Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 1
4 - 10 Pre-Shower Rejection nHitsGuardRing < 15

All Empty Event Rejection EFirst5layersvis >= 4
All Bad LED Event Rejection(*) nHits in Layer 7 < 150

4 - 10 Muon Rejection Shower Start Found
All Bad Event Rejection(*) energy < 1500 MIP
2 Muon Rejection cogZ < 630 or cogZ > 765 &
2 Muon Rejection nHits < 25 or nHits > 65) &
2 Muon Rejection 2.5 MIP > energy or energy > 10 MIP
4 Muon Rejection cogZ < 630 or cogZ > 765 &
4 Muon Rejection nHits < 25 or nHits > 65) &
4 Muon Rejection 2.5 MIP > energy

6 - 10 Muon Rejection cogZ < 630 or cogZ > 765 &
6 - 10 Muon Rejection nHits < 25 or nHits > 65)

Table B.5: Event selection criteria for the CERN pion sample.
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Energy [GeV] Cut Name Cut
All BeamCut(*) beamBit = 1
2 - 6 Cherekov Selection(*) cherenkowBit = 0 & cherenkow2Bit = 0
8, 10 Cherekov Selection(*) cherenkowBit = 1 & cherenkow2Bit = 0
All BeamHaloVeto (Online)(*) vetoBit = 0
All MultiVeto (Online)(*) multiADC < 3800
All Pre-Shower Rejection nHitsGuardRing < 15

All Empty Event Rejection EFirst5layersvis >= 4
2 Muon Rejection cogZ < 2000 or cogZ > 2250 &
2 Muon Rejection nHits < 30 or nHits > 60)
2 Muon Rejection energy in last 6 layers < 3 MIP

4 - 10 Muon Rejection cogZ < 2000 or cogZ > 2250 &
4 - 10 Muon Rejection nHits < 35 or nHits > 65)
4 - 10 Muon Rejection Shower Start Found
All MultiVeto (O�ine) NTracks <= 8
All MultiVeto (O�ine) No outer tracks parallel to beam
All MultiVeto(O�ine)(*) nClusters >= 1
2 MultiVeto(O�ine)(*) nHits(biggest Cluster) < 40
4 MultiVeto(O�ine)(*) nHits(biggest Cluster) < 60
6 MultiVeto(O�ine)(*) nHits(biggest Cluster) < 80
8 MultiVeto(O�ine)(*) nHits(biggest Cluster) < 90
10 MultiVeto(O�ine)(*) nHits(biggest Cluster) < 100
4 MultiVeto(O�ine)(*) nHits(Clusters) < 60
6 MultiVeto(O�ine)(*) nHits(Clusters) < 85
8 MultiVeto(O�ine)(*) nHits(Clusters) < 100
10 MultiVeto(O�ine)(*) nHits(Clusters) < 110

Table B.6: Event selection criteria for the FNAL pion sample.
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Appendix III

Simulation Parameters

This Appendix summarizes used material properties as extracted from the MOKKA sim-
ulation (table C.1) and the simulation input parameters (tables C.2, C.3, and C.4).

Material Thickness [cm] X0 [cm] λint [cm]

Absorber Layers:

Steel 1.7 1.76 16.97

Tungsten alloy 1 0.39 10.81
Steel frame 0.05 1.76 16.97

Active Layers:

Steel Casette 2x 0.2 1.76 16.97
3M Foil 0.0115 41.12 68.51
PCB 0.1 17.51 48.39

Cable-Fibre Mix 0.15 224.37 729.83
Scintillator 0.5 41.31 68.84
Air Gap 2x 0.125 30392.1 71013.7

Table C.1: Material properties for the simulation of the absorber layers (tungsten framed with
steel or iron) and the active layers as extracted from MOKKA.
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Run Energy HCAL-shift HCAL-shift Beam x Beam dx Beam y Beam dy Beam z
[GeV] x [mm] y [mm] [mm] [mm] [mm] [mm] [mm]

360737 10 -13 -9 2.5 14 -3.14 15 -1200
360767 8 -13 -9 20.1 14.5 -2 14.5 -1200
360771 6 -13 -9 19.8 8 -2.9 8 -1200
360774 4 -13 -9 18.0 10 -3.4 11.7 -1200
360463 2 -13 -9 1.8 12 -3.14 12 -1200

Table C.2: The input parameters for the simulation with MOKKA for the CERN tungsten runs
for all particle types.

Run Energy HCAL-shift HCAL-shift Beam x Beam dx Beam y Beam dy Beam z
[GeV] x [mm] y [mm] [mm] [mm] [mm] [mm] [mm]

580087 10 0 0 14.63 21.04 -23.79 19.0 -1000
580090 6 0 0 26.33 25.57 -25.93 24.57 -1000
580092 4 0 0 25.69 29.7 -22.44 29.1 -1000
580093 2 0 0 35.49 37.29 -21.09 37.08 -1000

Table C.3: The input parameters for the simulation with MOKKA for the FNAL iron runs for
electrons.

Run Energy HCAL-shift HCAL-shift Beam x Beam dx Beam y Beam dy Beam z
[GeV] x [mm] y [mm] [mm] [mm] [mm] [mm] [mm]

520308 10 0 0 -2.67 20.07 8.40 20.81 -1000
520307 8 0 0 3.64 24.43 9.20 24.40 -1000
520305 6 0 0 2.45 29.87 7.68 29.96 -1000
520285 4 0 0 5.00 33.83 8.56 33.28 -1000
520291 2 0 0 9.34 35.02 7.68 35.54 -1000

Table C.4: The input parameters for the simulation with MOKKA for the FNAL iron runs for
muons and pions.
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Appendix IV

Additional Results

This Appendix gives the longitudinal pro�les with the shower decomposition for the
physics lists FTFP_BERT_HP (�g. D.1 and D.2), QGSP_BIC_HP (�g. D.3 and D.4),
QBBC (�g. D.5 and D.6), and CHIPS (�g. D.7 and D.8), which were not shown in
chapters 9 and 10.

Figure D.1: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 2 GeV (top) and 4 GeV (bottom). For the simulation also the decomposition into
the di�erent shower components is shown. The simulation used FTFP_BERT_HP and 18%
crosstalk.
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Figure D.2: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 6 GeV, 8 GeV, and 10 GeV (top to bottom). For the simulation also the decom-
position into the di�erent shower components is shown. The simulation used FTFP_BERT_HP
and 18% crosstalk.
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Figure D.3: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 2 GeV (top) and 4 GeV (bottom). For the simulation also the decomposition into the
di�erent shower components is shown. The simulation used QGSP_BIC_HP and 18% crosstalk.
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Figure D.4: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 6 GeV, 8 GeV, and 10 GeV (top to bottom). For the simulation also the decompo-
sition into the di�erent shower components is shown. The simulation used QGSP_BIC_HP and
18% crosstalk.



159

Figure D.5: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 2 GeV (top) and 4 GeV (bottom). For the simulation also the decomposition into
the di�erent shower components is shown. The simulation used QBBC and 18% crosstalk.
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Figure D.6: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 6 GeV, 8 GeV, and 10 GeV (top to bottom). For the simulation also the decom-
position into the di�erent shower components is shown. The simulation used QBBC and 18%
crosstalk.
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Figure D.7: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 2 GeV (top) and 4 GeV (bottom). For the simulation also the decomposition into
the di�erent shower components is shown. The simulation used CHIPS and 18% crosstalk.
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Figure D.8: The longitudinal shower pro�les for tungsten (left) and iron (right) for data and
simulation for 6 GeV, 8 GeV and 10 GeV (top to bottom). For the simulation also the decom-
position into the di�erent shower components is shown. The simulation used CHIPS and 18%
crosstalk.
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