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Abstract

Electrons can be ripped out of a solid by a high electric field, thereby generat-
ing an emission current, which is spin-polarized when using a magnetic emitter.
Although field emission is routinely used for microscopy purposes, the question
remained open how it affects magnetism on the local scale. In this thesis, a novel
spin-sensitive local probe technique called spin-polarized scanning field emission
microscopy (SP-SFEM) is described that reveals the microscopic details of the
interaction between spin-polarized field-emitted electrons and atomic-scale mag-
nets.

Antiferromagnetic field emitter tips made of bulk Cr are used. They are char-
acterized on the well-known system of the combined Fe mono- and double layer
on W(110) by spin-polarized scanning tunneling microscopy and spectroscopy at
variable temperature. The experiments reveal that these tips are typically sensi-
tive to all the in-plane and out-of-plane components of surface magnetism over a
wide bias voltage and temperature range.

By approaching a biased Cr tip to a surface down to nm distance in vacuo,
a very local injection of field-emitted electrons is achieved, and scanning al-
lows for magnetic imaging by spin-polarized field emission conductance mea-
surements. Using this technique I investigate nanomagnets consisting of only
about 50 Fe atoms on a W(110) substrate. Detailed lifetime analyses of their
thermally-activated magnetization switching as a function of emission current dis-
play that spin-polarized field emission generates considerable Joule heating and
spin-transfer torque in the nanomagnet. Comparative analyses with hot field-
emitted and low-energy tunneling electrons reveal significant differences in the
respective microscopic processes involved in heat dissipation and spin-transfer
torque. A trend of higher spin-transfer torque switching efficiency per electron
with increasing current is observed for field emission, presumably due to the
emergence of Stoner excitations, that are inaccessible for low-energy tunneling
electrons. On a quasistable nanomagnet, a spin-polarized emission current of a
few nA already triggers magnetization reversal, thereby confirming the high im-
pact of field-emitted spins on magnetism at the local scale.

This work demonstrates the capability of SP-SFEM for magnetic imaging and
controlled magnetization switching on the atomic scale at nm distances.
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Zusammenfassung

Wird ein hohes elektrisches Feld an eine scharfe Magnetnadel angelegt, so lösen
sich Elektronen heraus, die einen spin-polarisierten Strom erzeugen. Obwohl feld-
emittierte Elektronen in vielen Abbildungsmethoden routinemäßig zum Einsatz
kommen, blieben ihre mikroskopischen Wechselwirkungen mit einem magneti-
schen Festkörper im Detail bislang ungeklärt. In dieser Arbeit wird eine neue
ortsauflösende und magnetisch empfindliche Abbildungs- und Untersuchungsme-
thode beschrieben, die spin-polarisierte Rasterfeldemissionsmikroskopie genannt
wird. Sie erlaubt einen detaillierten Einblick in die fundamentalen Wechselwir-
kungsprozesse eines Feldemissionsstromes mit einem Magneten auf atomarer Skala.

Als spin-polarisierte Elektronenquelle dient hierbei erstmals ein Emitter aus
einem antiferromagnetischen Material, nämlich Cr. Diese Voll-Cr-Spitzen werden
zunächst auf dem wohlverstandenen Materialsystem der kombinierten Fe-Mono-
und -Doppellage auf W(110) mittels spin-polarisierter Rastertunnelmikroskopie
und -spektroskopie bei variabler Temperatur charakterisiert. Es wird gezeigt,
dass sie typischerweise auf alle Magnetisierungsrichtungen im Raum empfindlich
sind, sowohl über einen großen Spannungs- als auch über einen großen Tempera-
turbereich.

Wird eine Cr-Spitze bei angelegter Spannung bis auf einen Abstand von einigen
Nanometern an eine Oberfläche im Vakuum angenähert, so werden feld-emittierte
Elektronen sehr lokal injiziert, und das kontaklose Führen der Spitze über die
Oberfläche erlaubt ein magnetisches Abbilden über ortsaufgelöste Messungen der
spin-abhängigen Leitfähigkeit. Es werden einzelne Nanomagnete untersucht, die
nur aus etwa 50 Fe-Atomen auf einem W(110)-Substrat bestehen und thermisch
aktiviert zwischen zwei magnetischen Orientierungen schalten. Die Analyse ihrer
stromabhängigen Lebensdauern offenbart ein beträchtliches Joule’sches Aufheizen
des Nanomagneten durch den Feldemissionsstrom, sowie ein Spinstromschalten
durch den Spinübertrag der feld-emittierten Elektronen. Vergleichende Analysen
der Lebensdauern unter dem Einfluss von niederenergetischen tunnelnden bzw.
höherenergetischen feld-emittierten Elektronen decken fundamentale Unterschiede
in den jeweiligen zugrundeliegenden mikroskopischen Prozessen auf. Dabei wird
eine immer höhere Schalteffizienz pro Elektron durch Spinübertrag mit zunehmen-
dem Feldemissionsstrom beobachtet, was sich durch die Ausbildung von Stoner-
Anregungen erklären lässt, die für tunnelnde Elektronen unzugänglich sind. Ein
quasistabiler Nanomagnet kann bereits mit einem Feldemissionsstrom von einigen
nA zur Magnetisierungsumkehr gezwungen werden, wodurch der immense Einfluss
feld-emittierter Elektronen-Spins auf den lokalen Magnetismus veranschaulicht
wird.

Die vorliegende Arbeit demonstriert das Potential der spin-polarisierten Raster-
feldemissionsmikroskopie bezüglich des Abbildens und gezielten Manipulierens
von Magnetismus auf atomarer Skala und in Abständen von einigen Nanometern.
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Chapter 1

Introduction

As device technology like cameras, cell phones or tablet computers becomes ever-
present in everyday life, the demand for ever smaller, more efficient electronics
becomes critical. So-called spin-electronic devices, that are no longer based on
the charge of the electric current but on the electron spin magnetic moment,
provide an outlet for meeting these future technological demands. They can con-
siderably increase the capacity of hard disks, enable small mobile devices and
permit nonvolatile data storage. Still, the research field of spin-electronics is in
its infancy, promising unique future applications and functionalities [1].

Nonequilibrium hot-electron spins interacting with magnetic solids play a key
role in numerous spin-electronic applications [2–4]. They govern spin-dependent
transport through spin-valve systems and magneto-tunnel junctions, resulting in
the phenomena of giant [5] and tunneling magnetoresistance [6] (cf. Fig. 1.1(a)).
In addition, hot-electron spins trigger ultrafast demagnetization in optical pump-

FM FMNMFM FMNMa)

magnetic
sample

e

e

b)

hν

e
Figure 1.1: Hot-electron spins interacting with magnets. (a) Giant magnetoresistance
effect: The conductance of a device consisting of two magnetic layers (FM) separated by a non-
magnetic layer (NM) is higher for the parallel (left) than for the antiparallel (right) alignment of
the magnetic layers, since electrons with a spin parallel to the layer magnetization pass through
whereas electrons with an antiparallel spin are scattered. (b) In various spin-polarized electron
spectroscopy and magnetic imaging techniques the transmittance, reflectance or interaction
(e.g. by analyzing emitted photons hν) of a spin-polarized hot-electron beam (e−) focused onto
a magnetic sample is used.



2 CHAPTER 1. INTRODUCTION

probe experiments [7–10] and all-optical magnetic switching [11]. Several spin-
polarized electron spectroscopy and magnetic imaging techniques are based on
hot-electron spins [12–14], see Fig. 1.1(b). The basic behavior is governed by the
interplay of hot-electron spins with the various degrees of freedom in a magnetic
solid, including e.g. electrons, phonons or spin waves. Thus, a detailed under-
standing of these interactions is essential for a correct interpretation of many hot
electron spin phenomena and characterization techniques, as well as for future
spin-electronic devices and data storage technologies.

Time-resolved two-photon photoemission experiments have provided insight
into the interaction of hot electrons with an underlying spin system by optically
exciting electrons into image-potential states (IPS) creating electron-hole pairs
that subsequently recombine [15, 16], as shown schematically in Fig. 1.2(a). How-
ever, since this technique averages laterally, it is not suitable for studying indi-
vidual atomic-scale magnets. Another exciting question is how a spin system is
affected by pumping IPS with spin-polarized hot electrons from an external source
(cf. Fig. 1.2(b)).

Field emission from an atomically sharp needle can be used as a point-like
source of hot electrons [17, 18]. Electrons are ripped out of the solid by the high
electric field, thereby generating an emission current [19], which is spin-polarized
when using a magnetic emitter [20, 21].

By approaching a needle to nm distances from a sample surface it is possible
to achieve a very local injection of these hot electrons. Applying a bias voltage
slightly higher than the work function of the sample results in the resonant injec-
tion of field-emitted electrons into the IPS at the sample. Being confined in the
region between the bulk surface potential and the image potential on the vacuum

z

?

b)a)

z

hν

image
potential EF

Evac

vacuum magnet

spin-up
spin-down

Figure 1.2: Hot-electron spins in image-potential states (IPS). IPS are empty states
with energies close to the vacuum energy Evac confined in the region between the bulk surface
potential and the image potential on the vacuum side. (a) By optically exciting electrons from
energies close to the Fermi energy EF of the magnet into IPS in photoemission experiments,
electron-hole pairs are created. (b) It is an open question how an atomic-scale magnet is affected
by pumping its IPS with spin-polarized hot electrons from an external source.
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side, the IPS experience a Stark shift due to the applied electric field between the
tip and the sample and transform into field-emission resonance (FER) states [22].

It has been shown recently that magnetic imaging on a local scale is possi-
ble by exploiting the exchange splitting of the FER states on magnetic surfaces
using a spin-polarized scanning tunneling microscopy (SP-STM) setup [23]. The
spin-polarized emission conductance mediated by the exchange-split FER states
depends on the relative orientation between the tip and the sample magnetiza-
tion. Hence, raster-scanning a biased probe tip with a fixed magnetization over a
surface with spatially varying magnetization results in a conductance that varies
with the sample magnetization. This can be used to generate a magnetic map of
the surface. This magnetic imaging technique will be called spin-polarized scan-
ning field emission microscopy (SP-SFEM) in this thesis. It is based on the same
imaging principle used in SP-STM, where the spatially varying spin-polarized con-
ductance is also detected. The only difference is that hot field-emitted electrons
are used instead of low-energy tunneling electrons.

The authors of Ref. [23] were the first to combine the advantages of an SP-STM
setup for precise positioning of the probe tip and high lateral resolution with a
spin-polarized field-emitter at increased tip-sample distance. In their initial SP-
SFEM study the magnetic vortex structure of a bulk-like Fe surface was imaged.
The question arises whether magnetic structures down to single atomic layers can
be imaged by SP-SFEM. The evolution of the FER states above the sample in
vacuo is purely a surface effect, and the exchange splitting is determined solely
by the spin-dependent reflectivity of the surface [24, 25]. Hence, it should not
matter, how thick the underlying magnetic material is.

Moreover, since these spin-polarized field-emitted electrons penetrate the mag-
netic surface at relatively high energies, the question arises whether it is possible to
detect inelastic interactions of spin-polarized field-emitted electrons with magnets
by SP-SFEM.

A fundamental requirement for SP-SFEM and SP-STM experiments is a mag-
netic probe tip generating a spin-polarized current. Although SP-STM is a well-
established technique, finding suitable magnetic probe tips is an important task
since they have to fulfill so many needs. The ideal probe tip exhibits a stable
electronic and magnetic configuration being magnetically sensitive over wide bias
voltage and temperature ranges. With such tips spatially-resolved magnetic maps,
spin-polarized spectroscopy studies, and the study of temperature-dependent mag-
netic phenomena become possible. For practical reasons, a magnetic probe tip
which does not need a preparation procedure under ultra-high vacuum conditions
would be favorable. The ultimate goal would be a tip which always remains
magnetically sensitive.

Commonly used magnetic probe tips for SP-STM do not fulfill these require-
ments. They are usually fabricated by coating a thin magnetic film on a non-
magnetic tip and have to be prepared and inserted into the microscope under
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ultra-high vacuum. A dedicated tip exchange mechanism is required in the mi-
croscope. Hence, recent efforts focus on the usability of tips made of a bulk
magnetic material [26–30].

Since a magnetic probe tip should not interact with the magnetic sample under
investigation, a tip magnetic stray field is unwanted, therefore, antiferromagnetic
materials are preferred. Based on these requirements, chromium (Cr) which is
antiferromagnetic at temperatures below TN = 311 K [31] seems to be a promising
bulk tip material for SP-STM experiments.

Though spin-polarized field emission from ferromagnetic emitters is known
since the 1960’s [20], an electron spin-polarization in field emission from an anti-
ferromagnetic emitter has not been reported yet. The question arises whether an
antiferromagnetic probe tip like a bulk Cr tip can be used for spin-polarized field
emission conductance measurements in SP-SFEM.

In this thesis, the fundamentals of SP-STM and SP-SFEM are introduced in
Chapter 2 and Chapter 3, respectively. The experimental setup as well as the
preparation of conventional Cr-coated W-tips and the W(110) substrate are de-
scribed in Chapter 4. The morphology and magnetic properties of Fe/W(110)
at low coverages are summarized in Chapter 5. After a short description of the
preparation of bulk Cr tips in Chapter 6, the spatial magnetic characterization
on the system of 1.5 ML of Fe/W(110) by SP-STM is described. In Chapter 7 the
bulk Cr tips are used in SP-SFEM experiments performed on magnets consisting
of only about 50 iron atoms on a W(110) surface. After studying the FER states
above these nanomagnets and testing the imaging capabilities of SP-SFEM on
these nanomagnets, the experiments focus on the interaction of individual ther-
mally switching nanomagnets with hot spin-polarized field-emitted electrons in
comparison to spin-polarized low-energy tunneling electrons. Finally, the effects
of hot spin-polarized field-emitted electrons on thermally-stable nanomagnets are
investigated, thereby also testing the capabilities of SP-SFEM for controlled mag-
netization switching. The experimental findings are summarized in Chapter 8.
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Chapter 2

Spin-Polarized Scanning
Tunneling Microscopy (SP-STM)

In scanning tunneling microscopy (STM), a biased, atomically sharp tip is piezo-
electrically approached to a few Å from a surface until a tunnel current flows.
This tunnel current, that occurs without mechanical contact between the elec-
trodes, crucially depends on the tip-sample separation, and is used for imaging
the surface topography. While raster-scanning over the surface, the current is
kept constant at a pre-set value Iset. This is accomplished by a feedback control
unit that adjusts the tip-sample distance, as depicted in Fig. 2.1. The distance
regulation ∆z(x, y) as a function of tip position (x, y) is then used to generate a
three-dimensional image of the surface topography.

In spin-polarized scanning tunneling microscopy (SP-STM), a magnetic probe
tip generates a spin-polarized tunnel current. The dependence of the tunnel cur-
rent on the relative orientation between the tip and the sample magnetization

U

I

feedback
loop

computer
Iset

z

scan direction

∆z = const

Figure 2.1: Imaging conducting surfaces on a local scale. Schematic of the experimental
realization in a scanning tunneling microscopy setup.
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is used for imaging the magnetic surface properties, combining the high lateral
resolution with spin-sensitivity [32].

2.1 The tunnel effect

Consider an electron of energy E arriving at a rectangular potential barrier of
height V0 and width d. In classical physics, for an energy E < V0 the electron can
not penetrate the barrier, and is totally reflected at the potential step, as depicted
in Fig. 2.2(a). However, in quantum mechanics, the electron may penetrate the
forbidden region provided V0 < ∞, and for d < ∞ it has a finite transmission
probability. This phenomenon is called tunneling. Consequently, the electrons are
partially reflected at the potential step, as depicted in Fig. 2.2(b).

Due to the wave-particle duality in quantum mechanics, the electron is de-
scribed by a wavefunction ψ(z) that obeys the time-independent Schrödinger
equation

(

− ~
2

2m
d2

dz2
+ V (z)

)

ψ(z) = Eψ(z), (2.1)

with m being the electron mass and ~ = h/2π being the reduced Planck constant.
As depicted in Fig. 2.2(c), the potential V (z) is given by

region I: z < 0, V (z) = 0, in front of the barrier,
region II: 0 ≤ z ≤ d, V (z) = V0, inside the barrier,
region III: d < z, V (z) = 0, behind the barrier.

The corresponding solutions of Eq. 2.1 are

region I: ψ1 = eikz + Ae−ikz

region II: ψ2 = Beκz + Ce−κz

region III: ψ3 = Deikz,

where k2 = 2mE/~2 and κ2 = 2m(V0 − E)/~2.
In region I, the incoming electron wave (eikz) traveling to the right is super-

imposed on a reflected wave (Ae−ikz), traveling to the left. In region III, there is
only a right traveling wave (Deikz) without a reflected one. Within the potential
barrier (region II), the electron is described by a right traveling, exponentially
damped wave (Beκz), superimposed on a wave reflected at z = d (Ce−κz). κ may
be interpreted as the inverse decay length, as ψ(zκ = κ−1) = 1/e · ψ(z = 0). The
coefficients A,B,C,D are determined by the wave-matching method, meaning that
the overall wavefunction has to be continuous and continuously differentiable at
the points of discontinuity of the potential (z = 0, d).

The ratio of the incident probability current

j1 =
~k

m
(2.2)
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Figure 2.2: The tunnel effect. (a) In classical physics, an electron is reflected at a potential
barrier if its energy is less than the height of the barrier. (b) In quantum mechanics, the
electron has a finite probability to be found behind the barrier of finite thickness. (c) Quantum-
mechanically the electron is described by a wave function ψ(z) that obeys the time-independent
Schrödinger equation for all three regions (I,II,III) of the potential V (z) and needs to fulfill
continuity conditions at z = 0, d. Illustration concept adapted from [33].

to the transmitted probability current

j3 = − i~
2m

(

ψ∗
3(z)

dψ3(z)
dz

− ψ3(z)
dψ∗

3(z)
dz

)

=
~k

m
|D|2 (2.3)

defines the transmission coefficient

T = |D|2 =
1

1 + (k2+κ2)2

4k2κ2 sinh(κd)
. (2.4)

It predicts what portion of the electrons arriving a the potential barrier will be
found behind it.

In the limiting case of a decay length being small compared to the barrier
width d (κd ≫ 1), the transmission coefficient can be approximated by

T ≈ 16k2κ2

(k2 + κ2)2
· e−2κd. (2.5)

Consequently, the transmission probability and thereby the tunnel current I ∝ T
is dominated by the exponential factor, whose argument is proportional to(

d ·
√
V0 − E

)

with V0 − E being the effective barrier height and d being the
barrier width. This simple model reproduces the experimentally observed dis-
tance dependence of the tunnel current and illustrates its high sensitivity to the
tip-sample distance d in an STM.
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2.2 The tunnel effect in the STM

In an STM, electrons tunnel between two metallic electrodes, namely the tip and
the sample. Here, the potential barrier is given by the vacuum between tip and
sample, and its width corresponds to the tip-sample distance. Hence, the STM is
an example of metal-vacuum-metal-tunneling.

If we first consider only one, undisturbed electrode at T = 0 K, electrons
occupy electronic states up to the Fermi level EF, as depicted in Fig. 2.3(a).
At the surface, there is a potential barrier higher than EF in order to keep the
electrons within the metal. The height of this barrier is called work function and
denoted by φ. It is the energy that is needed to bring an electron from EF of
the surface to the vacuum at infinite distance, represented by the vacuum level
Evac = EF + φ.

When bringing a second electrode very close to the first, the vacuum potential
barrier in between is of finite thickness thereby allowing electrons to tunnel from
one side to the other until the Fermi levels are equal. If the work function of the
tip and the sample electrode differ (φt 6= φs), the potential barrier shape becomes
rather trapezoidal than rectangular, as depicted in Fig. 2.3(b). As soon as the
Fermi levels are equal, the same number of electrons tunnel from the left to the
right and vice versa. Consequently, there is no net current.

The situation changes on applying a small sample bias voltage U between the
electrodes, as shown schematically in Fig. 2.3(c). Now, the Fermi levels of tip
and sample are shifted relative to each other by eU and electrons can tunnel from
occupied states of the negatively biased electrode into unoccupied states of the
positively biased electrode. A net tunnel current flows.

b)

EF,t

vac.tip

EF,s

sample

φsφt

empty states
filled states

Evac

EF,t

tip

a)

Evac

EF,s

sample

φsφt

c)

eU

φs

φt

U = 0 U > 0

vac.tip sample

Figure 2.3: The tunnel effect in the STM. Schematic sketch of the energy level diagrams.
(a) Independent tip and sample electrodes. Evac: vacuum level, EF,t, EF,s: Fermi level and
φt, φs work function of tip and sample, respectively. (b) Tip and sample separated by a small
vacuum gap in electronic equilibrium. As EF,t = EF,s, there is no net current. (c) Applying
a positive sample bias U results in electron tunneling from occupied tip states into unoccupied
sample states.



2.2. THE TUNNEL EFFECT IN THE STM 9

Adopting the simple model of Sec. 2.1, the height of the tunneling barrier V0

is determined by the work functions of the tip and the sample and the width d by
the tip-sample separation. In a typical STM experiment, φ ≈ 4 eV and d ≈ 5 Å,
resulting in κ ≈ 1 Å−1. As a consequence, when increasing the tip-sample distance
by about 1 Å, the tunnel current decreases by about one order of magnitude. This
leads to the high vertical resolution of the STM. Additionally, imagine a probe
tip exhibiting a micro-protrusion – also known as a nanotip – at the tip apex.
If this nanotip is about 2 Å closer to the sample surface, the tunnel current will
almost exclusively flow through this outermost atom or atomic cluster, providing
high lateral resolution [34].

2.2.1 Topography

While the simple model in Sec. 2.1 describes the exponential distance dependence
of the tunnel current, it ignores the influence of the electronic structure of the tip
and the sample.

Instead of solving the stationary Schrödinger equation for the combined system
of tip, vacuum barrier and sample, in 1961 Bardeen calculated the tunnel current
by the overlap of the undisturbed wavefunctions of two planar, weakly coupled
electrodes within the framework of time-dependent first-order perturbation the-
ory [35]. In the 1980’s Tersoff and Hamann refined Bardeen’s formalism in order
to appropriately describe the tunneling process in the STM geometry [36, 37]. The
authors approximated the tip as being locally spherical and allowed only s-type
wave functions to contribute to the tunneling matrix elements. Their model ge-
ometry is depicted in Fig. 2.4. Here, R is the effective tip radius, ~r0 is the center
of curvature of the tip, and d is the tip-sample distance.

In the limiting case of low temperatures and small bias voltages U , so that
only states at EF have to be accounted for, the current is given by

I ∝ U · ρt(EF) · e2κR ·
∑

ν

|ψν(~r0)|2 · δ(Eν − EF) (2.6)

with ρt(EF) being the tip density of states at the Fermi level. Analog to the one-
dimensional tunneling shown in Sec. 2.1, the decay rate κ is proportional to the
square root of the effective local potential barrier height φ̄ = Evac −EF, which is to
a good approximation equal to the average of the tip and sample work functions.
The quantity

ρs(EF, ~r0) =
∑

ν

|ψν(~r0)|2 · δ(Eν − EF) (2.7)

can be interpreted as the surface local density of states (LDOS) at the Fermi level,
evaluated at the center position ~r0 of the tip. As the sample wave functions ψν

decay exponentially into the vacuum

|ψν(~r0)|2 ∝ e−2κs with s = d+R, (2.8)
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R

r0 d

z

Figure 2.4: The tunneling geometry in the Tersoff-Hamann model. Sketch of tip and
sample: ~r0 is the center of curvature of the tip, R is its effective radius, and d denotes the
tip-sample distance.

the tunnel current depends exponentially on the tip-sample distance.
The Tersoff-Hamann model assumes a constant tip density of states, thereby

reducing the role of the tip simply to that of a probe. As a result, the tunnel
current is governed only by the sample properties. According to Eq. 2.6 it is
directly proportional to the LDOS of the sample at the position of the tip. Hence,
the STM data z(x, y)|I=const., that are acquired when recording the z component as
a function of the lateral position (x, y) while scanning with the tip across a sample
surface at a fixed tunnel current I, can be interpreted as traces of constant LDOS
at EF above the surface at the location of the tip. Generally, the LDOS follows
the surface geometry (like step edges, defects, and surface reconstructions) thereby
allowing constant-current STM images to be interpreted as the surface topography
to a good approximation. However, there are some exceptional cases where the
LDOS does not follow the surface topography. For example, some types of atoms
or molecules sitting on top of flat surfaces locally reduce the LDOS, thereby
appearing as depressions in the topography image [38–40]. This eventuality has
to be kept in mind when interpreting constant-current STM ’topography’ images.

2.2.2 Spectroscopy

In the previous section the tunneling process was described in the limit of low
bias voltages U . When U is increased, the Tersoff-Haman model can be extended
to the case of a tunnel current integrated over a range of energies

I ∝
∫ eU

0
ρt(EF − eU + E) · ρs(EF + E) · T (EF − eU + E,EF + E)dE, (2.9)

with a transmission factor

T (EF −eU +E,EF +E) = exp



−s ·
√

4m
~2

(φt + φs + eU − 2(EF + E))



 , (2.10)
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with φt and φs being the work functions of tip and sample, respectively.
According to Eq. 2.9, for a given bias voltage U > 0 electrons from occupied

states of the tip in the energy interval from (EF−eU) to EF tunnel into unoccupied
states of the sample, as sketched in Fig. 2.3(c). For U < 0 the situation is reversed
and electrons from occupied sample states tunnel into unoccupied states of the
tip. Note, that according to Eq. 2.10, the current mainly originates from electrons
tunneling from the Fermi level EF since they experience the lowest energy barrier.

With the assumption of ρt being constant in energy, differentiation of Eq. 2.9
with respect to the applied bias voltage U results in the differential conductance

dI/dU(U) ∝ ρt(EF) · ρs(EF + eU) · T (EF, EF + eU) (2.11)

Assuming T varies monotonically with U , dI/dU is a good measure of ρs at an
energy equal to eU [41–43].

Consequently, measuring dI/dU(U) at constant tip-sample separation gives an
approximate measure of the LDOS as a function of energy eU at a constant height
above the surface. This is realized by stabilizing the tip above the surface at Istab

and Ustab. Then, the tip-sample distance is fixed by switching the feedback loop
off. While the voltage is swept from an initial to a final bias voltage, the tunnel
current I(U) is measured. Numerical differentiation of I(U) yields the respective
dI/dU signal. In this thesis, the lock-in technique was used to determine dI/dU :
A small ac modulation voltage (Umod = 40 mV) is added to the bias voltage at a
high reference frequency (f = 4.333 kHz), and the in-phase current modulation
(i.e. dI/dU) is analyzed with a lock-in amplifier.

Investigating the electronic properties of a sample at one particular energy eU0

with lateral resolution is achieved by obtaining so-called dI/dU maps. In contrast
to a full dI/dU(U) spectrum, where the feedback loop is switched off during volt-
age ramping, the dI/dU signal at fixed bias voltage U0 can be recorded with
the feedback loop on. Hence, simultaneously to the constant-current topographic
z(x, y) data, the lock-in technique derives the dI/dU(x, y, eU0) signal at the volt-
age U0 at each position (x, y) on the surface. This allows for the direct correlation
of topographic and spectroscopic sample properties.

Note, that Eq. 2.11 was deduced assuming a constant tip density of states.
However, the electronic structure of the tip may also change with energy and ap-
plied bias voltage. This has to be kept in mind when analyzing scanning tunneling
spectroscopy data.

2.3 Spin-polarized scanning tunneling microscopy

SP-STM is based on the electron tunneling between two magnetic electrodes. In
this case, the tunnel current is not only governed by the electronic properties of
the junction but also by its magnetic properties.
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Within the Stoner model for ferromagnets, owing to the exchange interaction
the density of states at the Fermi level is expected to split into spin-up states
and spin-down states, the former being energetically lowered while the latter are
raised in energy. As states are filled up to the Fermi level, this results in a larger
occupation number for spin-up states than for spin-down states, therefore being
also called majority spins and minority spins. The ferromagnet’s magnetization
is then determined by the difference of the respective occupation numbers and its
magnetization direction defines a quantization axis for the electron spin magnetic
moment. Moreover, the exchange splitting of the spin-up and spin-down band
result in a spin-polarization at the Fermi level

P (EF) =
ρ↑(EF) − ρ↓(EF)
ρ↑(EF) + ρ↓(EF)

, (2.12)

with ρ↑, ↓ being the spin-dependent density of states.
The fundamental concept of spin-polarized tunneling based on electron spin

and energy conservation is depicted in Fig. 2.5 for (a) parallel and (b) antiparallel
configuration of the magnetic electrodes. Each of the magnets is characterized by
its exchange-split density of states ρ↑(E) and ρ↓(E). For positive bias voltage U , a
spin-up electron from the tip can only tunnel into an unoccupied spin-up state of
the sample. Since the tunneling probability depends on the number of electronic
states available, the spin-polarized current will be larger for the parallel config-
uration of the magnetic electrodes than for the antiparallel configuration. This
phenomenon is known as the spin-valve or tunneling magnetoresistance (TMR)
effect.

A theory of spin-polarized tunneling between two planar magnetic electrodes
has been developed by Slonczewski in 1989 [44]. In the limiting case of vanish-
ing bias voltage U and a free-electron-like behavior of the conduction electrons,
the spin-polarized tunnel current Isp between two spin-polarized electrodes is de-
scribed by

Isp = I0[1 + P1 · P2 · cos(∠(~m1, ~m2))], (2.13)

where I0 is the spin-averaged current, Pi is the spin polarization, and ~mi is the
magnetic moment of the electrodes [44].

According to Eq. 2.13 the spin-polarized tunnel current depends on the cosine
of the angle θ between the magnetic moments of the two electrodes, which has been
observed experimentally already in 1975 by Jullière [45]. In 1990, Wiesendanger
et al. demonstrated the TMR effect in an STM geometry [46].

In 2001, Wortmann et al. extended the Tersoff-Hamann theory for the spin-
polarized case of STM imaging [47]. Assuming a spin-up and spin-down tip density
of states being constant in energy, the spin-dependent differential conductance is
given by

dI/dU(~r0, U) ∝ ρt · ρs(~r0, EF + eU)
︸ ︷︷ ︸

spin−averaged

+ ~mt · ~ms(~r0, EF + eU)
︸ ︷︷ ︸

spin−dependent

, (2.14)
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Figure 2.5: Spin-polarized scanning tunneling microscopy. Schematic sketch of the
exchange-split densities of states ρ↑ ↓ as a function of energy E for tip and sample electrode in
the case of a positive sample bias U for (a) parallel and (b) antiparallel configuration of tip
and sample magnetization. Compared to the parallel configuration the number of unoccupied
spin-up states of the sample is decreased in the antiparallel configuration, leading to a reduced
tunnel current, as indicated by the arrows.

where ~r0 denotes the position of the tip apex and ~mt,s is the local tip and sample
magnetization equal to (ρ↑ − ρ↓)~et,s with ~et,s being the respective magnetization
axis. According to Eq. 2.14 also the differential conductance is composed of a spin-
averaged and a spin-dependent contribution, the latter depending on the relative
orientation of tip and sample magnetization. Combining Eq. 2.12 with Eq. 2.14
results in

dI/dU(~r0, U, θ) ∝ C[1 + PtPs(~r0, EF + eU) cos (θ(~r0))] , (2.15)

with C = ρtρs(~r0, EF + eU) being a constant. Hence, the spin-polarized part of
the differential conductance depends on the cosine of the angle θ between the tip
and sample magnetization direction. If tip and sample are parallel or antiparallel
magnetized, dI/dU exhibits a maximum or minimum value. For a perpendicular
magnetization orientation the spin-polarized contribution to dI/dU vanishes.

In SP-STM experiments, a probe tip of fixed magnetization direction scans
across a magnetic surface while recording the differential conductance dI/dU .
A laterally varying sample magnetization direction results in a laterally vary-
ing θ(x, y). As a consequence, color-coding the variation of the measured
dI/dU(x, y) signal as a function of lateral tip position (x, y) results in a map
that represents the magnetic structure of the sample.
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Chapter 3

Spin-Polarized Scanning Field
Emission Microscopy (SP-SFEM)

In the previous chapter, tunneling electron transfer from one electrode to another
has been introduced. Alternatively, electrons can be transfered by means of an
electric field. It rips out electrons of the emitter electrode and accelerates them
towards the collector electrode. As will be shown in this chapter, the emission
current can be used for imaging purposes.

3.1 Surface barrier potential

As already discussed in Sec. 2.2, in a metal at T = 0 K, electrons occupy electronic
states up to the Fermi level EF. At the surface, a potential barrier higher than
EF keeps the electrons within the metal. The height of this barrier is called the
work function φ. It is the energy that is needed to bring an electron from EF of
the surface to the vacuum level Evac at infinity.

Generally, the potential at the surface exhibits a smooth transition between
the inner potential of the bulk and the vacuum level. Here, the evolution of the
barrier potential with distance z from the surface is expected to be determined
by the exchange-and-correlation interaction of an electron in front of the surface
with the bulk electrons. The simplest barrier describing a planar metal-vacuum
interface is the so-called image potential barrier:
It is a main characteristic of metals that they possess charge carriers, normally
electrons, that are free to move. As a result, in electrostatics a metal surface rep-
resents an equipotential surface where the component of the electric field parallel
to the surface vanishes. The presence of an electron at a distance +z in front of
the surface results in a rearrangement of the electrons within the metal. Hence,
the electron induces a polarization charge within the near surface region of the
metal. An electric field is formed that is identical to the classical Coulomb field:
Here, the effect of the polarization of the metal in the near-surface region is the
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Figure 3.1: Surface barrier potential. (a) Electric field induced by an electron in front of
a metal and its equivalent dipole-field with a positive (image) charge at a distance −z to the
surface. b) Schematic of the related image potential. EF: Fermi level, Evac: vacuum level, φ:
work function.

same as that of an opposite charge located at the distance −z from the surface,
as depicted in Fig. 3.1(a). Consequently, it can be described by a virtual image
charge.

An electron in front of the metal feels an attractive force

F (z) = − e2

4πǫ0(2z)2
, (3.1)

with z the coordinate perpendicular to the surface, e the elementary charge, and
ǫ0 is the vacuum permittivity. Eq. 3.1 is the classical Coulomb force between two
charges with opposite polarity at a distance 2z. The image force depends only on
the z-coordinate. Moving the electron perpendicular to the surface by ∆z results
in a shift of the image charge by −∆z. However, moving the electron parallel to
the surface needs no effort. So it is a one-dimensional problem.

Eq. 3.1 corresponds to the attractive image potential

V (z) = Evac − e2

4πǫ0

1
4z

for z > 0 , (3.2)

with the vacuum energy Evac as a reference level. Hence, the Coulomb-like image
potential converges to the vacuum level with increasing distance from the surface,
as depicted in Fig. 3.1(b).

3.2 Field emission

The vacuum potential in front of a surface can be considered as an infinitely
wide potential barrier preventing the electrons to escape from the surface. In
the presence of a negative electric field, the original surface barrier potential is
modified by an electric field potential resulting in a triangular barrier of finite
thickness, as depicted in Fig. 3.2. The triangular potential barrier is thereby
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Figure 3.2: Field emission. Schematic of the influence of a (negative) applied electric field on
the surface barrier. It effectively reduces the potential barrier by ∆φ thereby allowing electrons
to tunnel into vacuum.

lowered and rounded at its tip due to the image force. The shape of the potential
barrier in front of the surface is thus determined by Evac, the applied external
electric potential and the image charge potential

V (z) = Evac − eFz − 1
4πǫ0

e2

4z
for z > 0 , (3.3)

with F being the external electric field [48]. Consequently, owing to the influence
of an applied electric field the potential barrier at the surface is bent down to
a finite thickness and an electron within the metal can then tunnel through the
classically forbidden barrier into the vacuum. The reduction of the image potential
barrier owing to the electric field is

∆φ =

√

e3F

4πǫ0

= 3.79 · 10−2
√
F , (3.4)

and is known as the Schottky effect [48].
Electron emission from a cold metal surface in the presence of a strong electric

field on the order of 1 -10 GV/m was discovered by Wood in 1897 and is called
field emission [49]. In 1923, Schottky attempted to explain the phenomenon based
on classical theory [48]. He tried to describe field emission by means of electrons
thermally excited over a potential barrier at a surface, whose width is reduced by
the applied electric field. However, the experimentally determined fields capable of
initiating electron emission were up to 50 times lower than predicted by this theory.
In 1926 Milikan, Eyring and Lauritsen observed that the emission current depends
exponentially on the applied potential [50, 51], and two years later Fowler and
Nordheim developed a first theory of field emission based on quantum mechanical
tunneling of electrons through a surface barrier at a metal-vacuum interface [19].
Therefore, field emission is sometimes called Fowler-Nordheim tunneling.

In the original work, Fowler and Nordheim carried out an exact solution of
the Schrödinger equation for a simple triangular barrier. In their calculations free
electrons arrive according to Fermi-Dirac statistics at a surface z = 0 at which
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their potential energy is suddenly increased according to Eq. 3.3 when omitting
the last term representing the image potential. Hence, the surface potential is
assumed to be a step function plus the applied electric field. The probability
of penetrating the potential barrier is then predicted by solving the Schrödinger
equation by means of the wave function matching method (cf. Sec. 2.1) [52]. As
a result, the emission current density is given by

j(F ) = aφ−1F 2exp

(

−b
φ3/2

F

)

, (3.5)

where the external electric field F is taken as a positive quantity, and a and b are
universal constants given by

a =
e3

8πh
= 1.541434 · 10−6 AeVV−2 , (3.6)

b =
4
3

√
2m
e~

= 6.830888 · 109 eV−3/2Vm−1 , (3.7)

with m being the electron mass, h being the Planck constant and ~ = h/2π being
the reduced Planck constant [53].

Standard Fowler-Nordheim theory is based on the assumptions that (i) the
electrons of the metal conduction band can be described as free particles, (ii) the
electrons are in thermodynamic equilibrium and obey Fermi-Dirac statistics,
(iii) the metal is at T = 0 K, (iv) it exhibits a smooth flat surface, (v) has a
local work function that is uniform across the emitting surface and is independent
of the external field, and (vi) there is a uniform electric field above the emit-
ting surface [52]. Whereas the original work of Fowler and Nordheim assumed
that (vii) exchange-and-correlation effects may be neglected in a first approxima-
tion, subsequent analytical treatments [54–56] have used the more realistic barrier
given by Eq. 3.3, thereby assuming that the exchange-and-correlation interaction
between the field-emitted electron and the surface can be represented by a classi-
cal image potential. Then they used the JWKB [57, 58] approximation to obtain
an expression for the barrier transmission coefficient.

Let n(W ) be the number of electrons per second with energies between W and
W + dW , incident on 1 cm2 of the barrier surface from within the metal, and W
be the part of the energy for the motion normal to the surface:

W =
p2

z

2m
+ V (z) , (3.8)

with pz being the momentum component normal to the surface, and V (z) being
the potential barrier given by Eq. 3.3. The current density j through the barrier
is then given by

j(F ) = e
∫ ∞

0
n(W )D(W,F )dW , (3.9)
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where D(W,F ) is the transmission probability for an electron of energy W to
tunnel through the potential barrier[52, 54, 59]. Within the JWKB approxima-
tion [57, 58], the transmission coefficient for a particle of energy W traversing a
barrier extending from z1 to z2 is given by

D(W,F ) = exp



−
∫ z2

z1

dz

√

8m
~2

(V (z) −W )



 . (3.10)

z1 and z2 are the classical turning points, where p2
z becomes zero. Note, that the

WKB transmission coefficient is valid only for W < Vmax, the potential maxi-
mum [60]. Hence, D(W,F ) is assumed to be unity for W > Vmax [61]. Performing
the integral results in

D(W,F ) = exp



−4
3

(2m
~2

)1/2 (Evac −W )3/2

eF
v(y)



 , (3.11)

where v(y) is a so-called Nordheim function, that depends on the relative reduction
of the barrier y = ∆φ/ (φ+ EF −W ) through the image charge (cf. Eq.3.4) [52].
It is tabulated and can be found in Ref. [60, 62]. When the influence of the image
charge is neglected, v(y) is set to unity. Otherwise, v(y) < 1 and gets the smaller,
the more the barrier is lowered due to image charge effects. Consequently, v(y)
reduces the exponent thereby increasing the tunneling probability as the image
potential removes a part of the barrier present in the pure triangular model.

Note, that the exponential decrease of the tunneling probability with increas-
ing binding energy of the electrons (i.e. increasing Evac −W ) according to Eq. 3.11
along with a low occupation probability of electronic states above EF for temper-
atures below T ≤ 300 K result in a sharp energy distribution of the field-emitted
electrons [52]. Hence, most of the field-emitted electrons will come from a narrow
range of energy about EF with a width of only a few 100 meV [60, 63].

Eq. 3.9 and Eq. 3.11 result in the standard Fowler-Nordheim equation [53]

j(F ) = at2(y0)φ−1F 2exp

(

−bv(y0)
φ3/2

F

)

, (3.12)

with t(y0) and v(y0) being the Nordheim functions depending on the relative
reduction of the barrier y0 = ∆φ/φ through the image charge (cf. Eq.3.4). Also
t(y) is tabulated and can be found in Ref. [60, 62]. It is close to unity and varies
weakly with argument. According to Eq. 3.12, the applied electric field and the
work function uniquely determine the field emission current density. Note that
increasing the applied electric field by only a factor of 2 from e.g. F = 1 GV/m to
2 GV/m increases the current density by 14 orders of magnitude, i.e. from 10−19

to 10−5 A/cm2, which is due to the rapid variation of the exponential function.
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The Fowler-Nordheim theory was experimentally confirmed for the first time
by Müller [64] and Haefer [65], after the invention of the field emission microscope
by Müller [66]. The experiments were performed with metallic tips, which strongly
enhance the local electric field at the tip apex. For plane metal cathodes the
Fowler-Nordheim theory could first not be confirmed, as field emission started
already at electric field strengths on the order of 1 -10 MV/m, which is up to
1000 times smaller than predicted by FN theory [67–69]. Schottky suggested the
existence of micro-protrusions on the surface, that locally enhance the external
electric field [48]. Now, it is widely recognized that emission does not take place
over the whole electrode surface, but is restricted to some micron-sized sites.
Experimentally, enhanced field emission from an individual site follows Fowler-
Nordheim theory, provided the macroscopic field F in Eq. 3.12 is modified by
a so-called field enhancement factor β to the microscopic value β · F [68]. The
modified Fowler-Nordheim equation for the emission current is

I(F ) =
aS(βF )2

φt2(y)
exp

(

−bφ3/2v(y)
βF

)

, (3.13)

with S being the effective emitting surface through which the emission current I
flows. Generally, β lies in the range 50 < β < 1000 and S values in the range of
1 nm2 < S < 1000µm2 [70].

In 1988, Fink reported on the fabrication of ultrasharp emitter tips with an
atomic arrangement that confined most of the electric field to the very end of the
tip [17]. He claimed that they were ’a realization of a point source in the sense that
[...] electrons are produced sequentially at one well-defined physical point in space,
namely, the very end of the tip’. Serving as point-like field emitter, the angular
divergence from the normal direction of electron emission was only 0.5◦ for single
atom W-tips and 2◦ for W6-clusters at the tip apex. In standard field emission
the electric field is expected to be uniformly distributed over the entire curved
end of the relatively blunt tips with typical radii of 100 nm, as shown schemati-
cally in Fig. 3.3(a). This results in opening angles in the order of 35 to 50◦ [71].

~35-50°

100 nm

reff

a)

~1-5°

1 nm

b)

Figure 3.3: Comparison of a standard field emitter with a point-like emitter. Field
emission from (a) a typical metal tip used in standard field emission experiments and (b) a
nanotip. Illustration concept adapted from [71].
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In contrast, in field emission from nanotips (with typical radii r < 10 nm), the
electric field is concentrated to the very end of the tip, as depicted in Fig. 3.3(b).
Hence, at the vicinal regions of the nanoprotrusion, the electric field is low and the
corresponding tunneling barrier potential is too wide, so that transmission is un-
likely. This results in opening angles being of the order of a few degrees, as found
experimentally in Ref. [71–73]. In this case however, the one-dimensional model
of a planar field-emitter as applied in the Fowler-Nordheim theory (cf. Eq. 3.13)
does not hold any more. Instead, a three-dimensional description accounting for
the actual emitter geometry is required [61, 74–79].

The opening angle of the electron beam and the concomitant beam width is
a crucial property as it limits the lateral resolution of every imaging technique,
where the field emission current is focused onto a sample and its transmittance,
reflectance or interaction is used to gain information on the sample.

3.2.1 Spin-polarized field emission

As discussed in Sec. 3.2, the electrons field-emitted from a metal stem from a
narrow energy window around EF. Since ferromagnets exhibit a spin-dependent
density of states at EF [80], the field emission current from a magnetic emitter is
expected to be spin-polarized.

Already in 1930, Fues and Hellmann suggested that application of a strong elec-
tric field to a ferromagnet should produce spin-polarized electrons [81]. However,
the early field emission experiments with iron tips remained unsuccessful [82, 83],
and it was not until 1967 that electron spin-polarization in field emission (from
Gd) was observed [20].

In the 1970’s, a strong effort was being made to produce spin-polarized elec-
tron beams by field emission [84–92]. Spin polarization was found in field emission
from single-crystal tips of the 3d ferromagnets (Fe, Co, and Ni) [91, 92], thick
films of the 3d and rare earth elements on W tips [90], and W tips coated with
Eu-based compounds [85, 87, 89]. Usually in these experiments strong magnetic
fields (≈ 1.5 T) had been applied parallel to the emitter axis to saturate its mag-
netization, and a moderate applied field was maintained during measurement to
define a longitudinal quantization axis. Also, the measurements were performed
at low temperature (10 − 85 K). The experimentally determined electron spin-
polarizations ranged from a few percent up to ≈ 25 % [93]. Only spin-polarized
field emission from the Eu chalcogenide films on W tips held at 10 K gave high
values exceeding 90% [87]. However, the polarization and emitted current dropped
drastically when the temperature was increased by only 7 K.

In the last decade, spin-polarized field emission regained attention, including
emission from thin-film coated Co/W(111) [94], Co/W(001) [95], Fe/W(111) [95],
Fe/W(001) [96], Fe/W(110) [97], and Co2MnSi/W(001) [98, 99] tips. Unlike the
earlier pioneering work, these new experiments investigated the polarization direc-
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tion of spontaneously or remanently magnetized tips in the absence of a magnetic
field at room temperature. Generally, it was found, that the transverse spin po-
larization directions and other aspects of field emission from the thin-film coated
tips correlate with the magnetization characteristics of the respective ultrathin
films on macroscopic surfaces of the same orientation [94–96, 98, 99].

Interestingly, the authors of Ref. [94–96] found spontaneous fluctuations in
the spin-polarization direction between symmetry-equivalent transverse orienta-
tions of electrons emitted from W(001) and W(111) tips, that had been coated
with a few ML of Fe or Co and were held at T ≥ 300 K. The authors explained
their observations by superparamagnetic fluctuations of the tip magnetization.
At marginally larger thickness (& 15 ML), long-term stability of the polarization
magnitude and direction was observed. The authors concluded that the super-
paramagnetic limit can be overcome by cooling or by increasing the volume of the
emitting domain by varying the film thickness [95].

3.3 Image-potential states

So far, only the role of the surface potential barrier when extracting electrons from
the surface has been considered. Now, it will be discussed, what happens, when
bringing an electron from the vacuum into the surface.

According to Eq. 3.1 and Eq. 3.2 an electron approaching a metal surface
experiences the attractive force of the polarization charge that it induces in the
surface near region. Hence, its potential energy is reduced when approaching the
metal surface. Assuming to a first approximation an infinite high potential at the
surface, the electron cannot penetrate into the metal. The electron gets reflected
at the surface and travels back into vacuum, where it is reflected at the image
potential thereby turning back to the surface, where it is reflected again and so
on. Consequently, the electron is confined in a potential well perpendicular to
the surface, given by the surface potential on the bulk-side and the Coulomb-
like image potential on the vacuum side. In this one-dimensional potential well
a Rydberg-like series of bound quantum states evolve, as depicted in Fig. 3.4(a).
They are called image-potential states (IPS). Their existence at metal surfaces was
predicted by Echenique and Pendry in 1978 [100] and a few years later confirmed
in inverse photoemission experiments [101, 102].

The Schrödinger equation for this one-dimensional potential problem is
(

− ~
2

2m
d2

dz2
− e2

4πǫ0

1
4z

)

ψ(z) = (E − Evac)ψ(z) , (3.14)

with solutions:

En = Evac − m

32

(

e2

4πǫ0~
2

)2 1
n2

= Evac − Ry
16

1
n2
, (3.15)
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Figure 3.4: Image-potential states above metallic surfaces. (a) Schematic of the ener-
getic positions in the quantum well formed by the image potential and the gap in the surface
band structure. (b) The probability density |ψn(z)|2 for the first two image-potential states.

with Ry = 13.6 eV being the Rydberg energy and n = 1, 2, 3, .. being the quantum
number. According to Eq. 3.15 the IPS are energetically located within ≈ 1 eV
below the vacuum level. Hence, they are unoccupied. The energetic distance
between successive IPS decreases with order n. The maximum of the probability
density |ψn(z)|2 lies a few Ångstrom above the surface, as depicted in Fig. 3.4(b),
with the distance increasing quadratically with the quantum number n.

Note, that Eq. 3.14 is the same equation as for the radial part of the wavefunc-
tion when solving the Coulomb-problem of the hydrogen atom for s-wavefunctions
(with an angular momentum quantum number l = 0) [103]. (Here the zero point
of energy is chosen at infinity, Evac = 0.) The only difference is the factor 4 in the
denominator of the potential. This results in a reduction of the energy scale by
a factor of 16 and an extension of the length scale by a factor of 4 compared to
the hydrogen atom. Consequently, the IPS binding energy is reduced by a factor
of 16 compared to the binding energy Ry = 13.6 eV of the hydrogen atom (cf.
Eq. 3.15). In comparison to the radial part of the hydrogen wave function, the
IPS wavefunction is expanded by a factor of 4 [102, 104]. As a result, the maxi-
mum of the probability density |ψn(z)|2 is about 2 Å and 10 Å above the surface
for the n = 1 and n = 2 state, respectively.

So far, we have assumed the potential inside the metal to be infinite, thereby
preventing the electron to penetrate into the metal. However, there is a finite
probability for the electron to escape into the bulk. The periodic potential within
the crystal may result in electronic band gaps in certain directions. Such a band
gap is already sufficient for the evolution of bound IPS above the surface. In the
band gap the solution of the Schrödinger equation is an exponentially decaying
wave function, as depicted in Fig. 3.4(b).

The finite penetration of the IPS wavefunction into the bulk changes its binding
energy. This modification can be obtained within the phase shift model [100, 104,
105]. Here, the electron wavefunction is assumed to be repeatedly reflected at
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the crystal- and surface-potential barrier with an energy-dependent phase shift.
A solution is obtained only for energies, where the sum of the two phase shifts
equals an integer multiple of 2π. Eq. 3.15 is then written as

En = Evac − 0.85 eV
(n+ a)2

with n = 1, 2, 3, .. . (3.16)

with 0.85 eV being Ry/16 and a being a quantum defect. The latter accounts
for the finite penetration of the wave function into the metal. It describes the
reflectivity of the crystal, which depends on the energetic position of the IPS
within the band gap: The value of a rises from 0 at the top of the band gap to
0.5 at the bottom of the band gap [106].

As a ≥ 0 the quantum defect reduces the binding energy of the IPS com-
pared to the ideal case of an infinite potential at the surface boundary z = 0 (cf.
Eq. 3.15). Whereas for the ideal case of a ’hard wall’ the wavefunction vanishes,
ψ(0) = 0, for a finite potential there is a finite electron probability at z = 0.
This shifts the maxima of the probability densities |ψn(z)|2 further away from the
surface. As a result, the binding energy is reduced, being taken into account by
the quantum defect in Eq. 3.16.

Note, that IPS exist also above surfaces without a projected band gap around
the vacuum level, as experimentally verified by inverse photoemission [107]. In
this case, the states possess a propagating component in the bulk, but still the
amplitude of the wave function at and outside the surface is enhanced (resonant
surface image states). In contrast, for an IPS within a projected bulk band gap,
the whole wave function is built up at and outside the surface and is exponentially
damped within the bulk (pure image state) [108].

Parallel to the surface the IPS electrons can move freely, undisturbed by the
surface corrugation, with an effective mass close to the free-electron value [109].
Consequently, taking the lateral dimensions into account, every IPS with quan-
tum number n being discrete perpendicular to the surface corresponds to a two-
dimensional image-potential band.

Extensive reviews on the physics of IPS may be found in e.g. Ref. [104, 110,
111].

3.3.1 Spin-dependent image-potential states

In a ferromagnet the electronic bands are exchange-split, and it was expected
that the interaction of the IPS with the surface of the ferromagnet lifts the spin
degeneracy of these states [112]. In a phase shift model [100, 104, 105] spin-up
and spin-down electronic states can be treated separately as two subsystems, and
the different positions of the spin-up and spin-down bulk band edges yield a spin-
dependent crystal barrier. Hence, a spin-dependent quantum defect a↑↓ is needed
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Figure 3.5: Spin-dependent image-potential states above ferromagnets. (a) Sketch of
the surface potential and spin-dependent band structure of a ferromagnet. The spin-dependent
energetic positions of the first three image-potential states are indicated. b) Schematic of the
particular band-gap situation at k|| = 0 for three ferromagnetic surfaces. The position of the
n = 1 image state is indicated.

to calculate the binding energy of the IPS in front of a ferromagnetic metal

E↑↓
n = Evac − 0.85 eV

(n+ a↑↓)2
with n = 1, 2, 3, .. . (3.17)

This results in an exchange splitting

∆E↓↑
n = E↓

n − E↑
n = 2 · 0.85 eV

a↑ − a↓

n3
+ O

( 1
n4

)

. (3.18)

In other words, as the ferromagnet exhibits a spin-dependent band structure, a
spin-up electron in an IPS is reflected at a different band gap than a spin-down
electron, as depicted in Fig. 3.5(a). This results in different binding energies for
spin-up and spin-down electrons and is taken into account by the spin-dependent
quantum defect describing the spin-dependent reflectivity of the crystal. The
latter depends on the energetic position of the spin-up (spin-down) IPS within
the respective spin-up (spin-down) band gap.

The first experimental verification with spin-resolved inverse photoemission
revealed an exchange splitting of (18±3) meV for the n = 1 state on Ni(111) [113].
For Ni(001) an exchange splitting of (13 ± 13) meV was found [114]. Whereas on
Fe(110) an exchange splitting of (57 ± 5) meV was observed [115], Cobalt surfaces
exhibit the largest exchange-splittings found so far: (125 ± 24) and (96 ± 30) meV
for Co(1010), respectively [116, 117] and (78 ± 7) meV for Co(0001) [118].

Interestingly, as discussed in Ref. [24, 25], the exchange splittings of the IPS
on Ni, Co and Fe surfaces do not follow the respective exchange splittings of the
d-bands, that are smallest for Ni (≈ 0.3 eV) [119] and largest for Fe (≈ 2 eV) [120,
121]. One might naively expect the same scaling for the exchange splitting of the
IPS. However, the energetic position relative to the band edges determines the
penetration of the wave function into the solid and, thereby, their overlap with
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bulk states. The binding energy of an IPS increases monotonically as it moves
higher in the supporting bulk band gap. Since the spin-down gap lies higher than
the spin-up gap, the spin-down IPS lies lower in its respective band gap, and its
binding energy is slightly lower. As a consequence, the exchange splittings of IPS
are not only influenced by the exchange splittings of the bulk bands but also by
the particular band-gap situation.

In Fig. 3.5(b) the particular band-gap situation at k|| = 0 for the n = 1 IPS
on Ni(111), Co(0001) and Fe(110) is shown [24, 113, 122]. The position of the
n = 1 image state within the respective band gap is indicated [24, 113, 122].
Within the phase shift model, the exchange splitting of the n = 1 IPS can be
roughly estimated to be of the order of EBδEex/Egap, where EB is the binding
energy of the IPS (≈ 1Ry/16), δEex is the exchange splitting at the top edge
of the gap, and Egap is the width of the gap [24]. As shown in Fig. 3.5(b) the
exchange splitting at the top edge of the gap increases from Ni to Co and Fe. It
is δEex = 0.2 eV for Ni(111), δEex = 0.74 eV for Co(0001) and δEex = 1.26 eV for
Fe(110) [24]. This results in the smallest splitting for the IPS on Ni(111). However,
in comparison to Fe(110), the IPS on Co(0001) lies higher in the supporting bulk
band gap, thereby resulting in the highest exchange splitting of the IPS although
the exchange splitting of the bulk band is smaller than for Fe(110). Consequently,
the ratio of the bulk exchange splitting to the band gap is relevant for the IPS
exchange splitting.

According to Eq. 3.18, the exchange splitting of the IPS is expected to scale
with n−3 with increasing quantum number n. Hence, it is highest for the n = 1
IPS and decreases rapidly for higher order states. Its rapid decrease results from
the fact, that the distance of the maximum of the probability density |ψn(z)|2
from the surface increases with n. So only the lowest states have a significant
overlap with the spin-dependent bulk potential.

3.3.2 Field states

A positive electric field modifies the electronic confinement potential in front of
the surface (cf. Eq. 3.2) by a linear contribution, as depicted in Fig. 3.6(a).
As a result, the IPS experience a Stark shift [123] and are transformed into so-
called field states [108]: The electric field continuously shifts and expands the
IPS spectrum, possibly pushing the states above the vacuum level, as depicted in
Fig. 3.6(a). Hence, the Stark-shifted IPS no longer converge towards the vacuum
level for n → ∞. In conjunction with the Stark shift to higher energies a shift of
the maximum of the probability density |ψn(z)|2 towards the metal surface occurs.
As a result, the overlap of the IPS wavefunctions with the bulk potential increases
with increasing field strength, thereby reducing their electron lifetimes [22].
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For the limiting case of large electrode separations and/or high voltages the
confinement potential results in a triangular potential:

V (z) =







∞ for z ≤ 0

eFz for z > 0 ,
(3.19)

with the origin of the z-coordinate being located at the interface between the metal
and the vacuum, as depicted in Fig. 3.6(b). Here, for simplicity an infinitely high
potential barrier on the bulk side is assumed. The solutions of the Schrödinger
equation for the quantum-mechanical problem of this triangular potential well are
Airy functions, whose eigenvalues are given asymptotically for high n by [124]:

En =

(

~
2

2m

) 1

3
[3πeF

2
(n− 1

4
)
] 2

3

. (3.20)

For the exact eigenvalues the expression (n− 1
4
) in Eq. 3.20 has to be replaced by a

numerical factor. It is 0.7587, 1.7540, and 2.7575 for n = 1, 2, and 3, respectively.
With an electric field strength F = 2 V/nm, the exact eigenvalue En=1 with the
numerical factor 0.7587 is 730 meV, whereas the approximation with (1− 1

4
) = 0.75

results in 725 meV. Consequently, for n = 1 the deviation of the approximate
eigenvalue to the exact one is less than 1 %, and gets even smaller for higher n.
Hence, the approximation in Eq. 3.20 is enough good and can be used even for
the low n states with n = 1, 2, 3 ... .

According to Eq. 3.20, the energies of the field states rise with increasing field
strength F like En ∝ F

2

3 . The same scaling with F
2

3 is observed in more complex
calculations including the image potential [125]. Additionally Eq. 3.20 shows that
the state energy increases with order n like En ∝ n

2

3 . Hence, the absolute shift
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in energy for a given field F is higher for states with high n than for states with
small n, as depicted by the arrows in Fig. 3.6(b).

Within this simple model, the influence of the image potential can be compared
to the influence of an applied electric field: The energies in a pure image potential
develop with order n like n−2 (cf. Eq. 3.16), while they evolve with n like n

2

3 in
a pure triangular electric field potential. Hence, for n −→ ∞ the influence of the
electric field dominates and the image potential can indeed be neglected to a first
approximation.

3.3.3 Spin-dependent field states

As discussed in Sec. 3.3.2, under the influence of an applied electric field the IPS
experience a Stark-shift to higher energies and transform into field states. Their
energetic shift is thereby larger the higher the electric field. Hence, the energetic
position of the field states within the projected bulk band structure depends on
the electric field strength. As shown in Sec. 3.3.1, above ferromagnetic surfaces the
quantum defect a↑↓ depends on the relative energetic position of the states within
the band gap. Hence, a↑↓ is expected to depend on the electric field strength and
accordingly the exchange splitting (cf. Eq. 3.18) of the Stark-shifted IPS.

Hanuschkin et al. have performed first principle calculations to study the
field-dependence of the spin-dependent binding energies and the corresponding
exchange splitting of field states above Fe(110) [125]. The authors found, that
the exchange splitting ∆E↑↓

n does not exhibit the strongly decaying 1/n3-behavior
of the field-free case (cf. Eq. 3.18). In contrast, it increases with increasing elec-
tric field strength. This is explained by the fact that the electric field pushes
the maximum of the state density probability closer to the surface, thereby sig-
nificantly increasing the overlap with the spin-dependent bulk crystal potential,
which causes an increased exchange splitting.

Consequently, the exchange splitting of the field states may be tuned by an
external electric field. So far, spin-dependent IPS have been almost exclusively
investigated by spin-resolved photoemission experiments [25, 110]. Based on the
photo-electric effect, these experiments analyze photoelectrons emitted from the
IPS in front of a surface. As a consequence, the experimental setup do not allow
the application of an external positive electric field, as it hinders the electron
extraction. Owing to the small exchange splitting of the higher Rydberg states in
the field-free case and the limited experimental energy resolution, generally only
the first two states have been studied.
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3.4 Field-emission resonances studied in an STM

setup

The field emission current generated from a sharp metallic tip in front of a con-
ducting surface has been used to image the surface topography by an instrument
that was called the ’topografiner’. It was invented by Young et al. ten years
before the invention of the STM [126, 127]. Here, the probe tip was piezoelectri-
cally positioned close to the surface and a bias voltage was applied between the
tip and the surface, as depicted in Fig. 2.1. The resulting field emission current
was detected. As demonstrated in Sec. 3.2 the emission current depends on the
electric field between the tip and the sample. A feedback control unit kept the
current constant by adjusting the tip-sample displacement while raster-scanning
laterally over the surface. This tip-sample distance regulation was then recorded
to generate a three-dimensional image of the surface topography. Typical sample
bias voltages applied in the topografiner were ≈ 50 V and tip-sample separations
were in the range of 20 to 130 nm [127].

The field emission characteristics of the topografiner are well described by the
Fowler-Nordheim theory, as well as a more general theoretical description con-
ducted by Simmons [128]. As discussed in Sec. 3.2 the classical Fowler-Nordheim
theory is based on calculating a transmission coefficient D(W ) for a particle of
energy W traversing a triangular barrier that extends from z1 to z2, with z1 and
z2 being the classical turning points (cf. Eq. 3.10), as depicted in Fig. 3.7(a).
According to the JWKB approximation, the transmittivity of the barrier mono-
tonically increases with increasing energy W = eU of the tunneling electron and
hence, with increasing sample bias voltage U .

In 1966 Gundlach [129] calculated the transmission coefficient for the whole
barrier between the two electrodes, as shown in Fig. 3.7(a). Hence, he included
the part of the potential barrier, where the energy W of the electrons is larger than
their potential energy V (z), thereby possessing positive kinetic energy. The ex-
act treatment showed that the transmission coefficient D(U) exhibits superposed
periodic oscillations with sample bias U . It means that the electron emission prob-
ability oscillates as a function of energy W of the field-emitted electrons. These
so-called Gundlach oscillations are caused by partial reflection and interference
of the electron waves in the part of the barrier, where the electrons have positive
kinetic energy:
After tunneling through the potential barrier ranging from z1 to z2, the electrons
are accelerated towards the surface by the electric field. In this region between
the electron’s classical turning point z2 and the anode surface, the electrons can
be described by traveling waves. ling waves. Being partially reflected at the sur-
face, they travel back into the vacuum, where they are reflected at z2 and turn
back towards the surface to be again partially reflected, and so on. Depending
on the width and depth of the potential well, these multiple reflections can be



3.4. FIELD-EMISSION RESONANCES STUDIED IN AN STM SETUP 29

b)a)

EF,t

tip sample

EF,s

eU

U

d  dI/ U(U)

tip sample

z2z1

z

V z( )

W U= e n=2
φt

φs

Figure 3.7: Field-emission resonances. (a) The potential barrier between tip and sample in
field emission. Electrons tunnel through a potential barrier ranging from z1 to z2 and transmit
afterwards a region where their energy W is higher than the potential energy V (z). When the
resonance condition for standing waves is fulfilled in this region, the field emission transmittiv-
ity increases. (b) Physical picture of resonantly injecting field-emitted electrons into a sample.
Inset: When ramping the sample bias U the transmittivity and corresponding emission con-
ductance dI/dU(U) oscillates indicating the energetic positions of the field-emission resonance
states. EF,t, EF,s: Fermi level and φt, φs: work function of tip and sample, respectively, U :
sample bias voltage.

constructive or destructive. Hence, at certain electron energies W = eU and cor-
responding bias voltages U resonance conditions are fulfilled and standing waves
are formed. These discrete energetic states associated with the standing waves
correspond to the field states discussed in Sec. 3.3.2. As a result, they are also
called field-emission resonance (FER) states [108, 130].

At the energetic positions of the FER states, the wavefunction in front of the
collector surface is enhanced, leading to a larger overlap in the tunneling barrier
with the wavefunctions of the emitter electrode, which results in an increase of
the tunnel current. Gundlach calculated that the corresponding emission current
I(U) exhibited significant superposed oscillations.

In 1985, Binnig et al. and Becker et al. were able to experimentally detect
oscillations in the field emission conductance dI/dU as a function of sample bias
voltage U using an STM setup [108, 131]. By applying bias voltages U slightly
higher than the work function of the sample, the authors performed STM in the
field emission mode. Here, electrons from the probe tip tunnel through a reduced
potential barrier between the tip and the sample and then enter a region where
they have a positive kinetic energy, as depicted in Fig. 3.7(b). The FER states
in front of the sample then give rise to the observed Gundlach oscillations in the
current I(U) and conductance dI/dU(U), as shown in the inset in Fig. 3.7(b).
Each successive oscillation in dI/dU(U) incorporates an additional FER state in
the gap.
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So far, we have only considered one-dimensional geometry. As discussed in
Sec. 3.3, the discrete state in the z-direction corresponds to a two-dimensional
free-electron band parallel to the surface. Considering all three dimensions, each
peak in the dI/dU(U)-curve corresponds to the onset of a FER band. How-
ever, tunneling of electrons with

∣
∣
∣k||

∣
∣
∣ > 0 through a potential barrier is generally

strongly suppressed [132]. Consequently, the contributions of electrons tunneling
with k|| 6= 0 into FER states are expected to be negligible and only the one-
dimensional description will be used in this thesis.

According to Eq. 3.20, the energetic distance of successive FER states de-
creases with energy and order n. Consequently, in the limiting case of high bias
voltages and/or large tip-sample separations the FER spectrum is expected to
be quasi-continuous. Compared to conventional field emission experiments, the
STM setup provides the relatively low bias voltages and small tip-sample sepa-
rations that are needed to resolve individual FER states. However, FER phe-
nomena have been also observed in field ionization energy distributions [133], in
metal-metal interfaces [134], and in semiconductor devices consisting of planar
metal-insulator-semiconductor junctions [135, 136] and semiconductor-insulator-
semiconductor heterostructures [137]. In contrast to experiments performed under
ultra high vacuum conditions in an STM setup, the latter experiments suffer from
a limited dynamic range due to nonadjustable emitter-collector spacing, and from
a loss of coherence due to inhomogeneities in the gap spacing owing to ill-defined
interfaces. In addition, the STM setup allows for a very local investigation of
FER phenomena [130]: Since their first detection in the 1980’s [108, 131, 138],
FER states in an STM setup have been mainly used to study electron scattering
properties of surfaces and interfaces [139, 140], local changes of surface work func-
tions [141–144], hot electron dynamics [145–147] and quantum size effects above
nanostructures [148, 149]. Recently, FER states on graphene [150, 151] and car-
bon nanotubes [152] have attracted attention. In 2001 it was demonstrated, that
atomic-scale imaging of insulating diamond can be achieved in an STM setup by
resonantly injecting electrons into FER states [153].

3.4.1 Spin-polarized scanning field emission microscopy

It was known since the 1960’s that a magnetic field-emitter generates a spin-
polarized field emission current (cf. Sec. 3.2.1). However, the combination with
a magnetic collector for spin-polarized field emission conductance measurements
has not been proven until 2007. Kubetzka et al. performed a first spin-polarized
scanning field emission microscopy and spectroscopy study on a bulk-like Fe island
on W(110) [23]. Such Fe islands are about 8 nm high and 200− 300 nm wide [154].
Hence, on top of these islands the surface is expected to be a bulk-like Fe(110)
surface. The magnetic structure on the Fe island is a vortex [155]. This means
that the magnetization rotates continuously from the surface plane to the sur-
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face normal in the center. The authors were able to image this magnetic vortex
with spin-polarized field-emitted electrons. They used a conventional SP-STM
setup and applied a sample bias of 5 V, resulting in a spin-polarized field emission
current.

The basic principle of the magnetic imaging technique is illustrated in Fig. 3.8.
A magnetic tip is approached to nm distances from a magnetic surface and an
electric field is generated between the tip and the sample by applying a sample
bias voltage U , that is slightly higher than the work function φs of the sample.
Spin-polarized electrons from the tip tunnel into the exchange-split FER states in
front of the surface and afterwards they penetrate into the sample and relax to the
Fermi level. Here, the emission conductance – mediated by the spin-dependent
FER states – depends on the relative orientation of tip and sample magnetization,
being high for the parallel and low for the antiparallel configuration.

The exchange-split FER states are expected to overlap energetically, as their
intrinsic linewidths are larger than their exchange splitting [23, 115]. Hence, for
a fixed energy both FER states are accessible by the respective spin-polarized
electrons, as depicted in Fig. 3.8. Similar to the case of spin-polarized tunneling
through a potential barrier ranging over the full region between the tip and the
sample (cf. Sec. 2.3), for tunneling through a reduced barrier into the exchange-
split FER states, the transmittivity and conductance depend on the number of
initial and final states. For simplicity, we consider a tip with a spin-polarization
of P = 1 (cf. Eq. 2.12), as depicted in Fig. 3.8. Here, only spin-up electrons
are injected into the sample. In this case, the parallel alignment of the tip and
the sample magnetization represents a highly efficient transmission junction. In
contrast, in an antiparallel alignment a spin-up electron would not find any final
spin-up state, if the sample electrode also had a spin-polarization of P = 1. Hence,

EF,t

tip sample

EF,s

eU

parallel antiparallel

tip sample

spin-up
spin-down

φs

φt

Figure 3.8: Resonantly injecting spin-polarized field-emitted electrons into a mag-
net. Physical picture for the parallel (left) or antiparallel (right) alignment of tip and sample
magnetization.
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it could not be injected into the sample. Only for a sample spin-polarization
P < 1 can a spin-up electron penetrate into the magnet, either as minority spin
of the sample or when flipping its spin magnetic moment by interacting with the
sample’s majority spins. As a result, the conductance in the case of an antiparallel
alignment of tip and sample magnetization is expected to be significantly lower
than for the parallel alignment.

Analog to SP-STM, scanning a magnetic tip over a surface with laterally vary-
ing magnetization results in a spin-polarized field emission conductance
dI/dU(x, y) that changes with tip position (x, y). The dI/dU(x, y) signal can
then be used for generating a magnetic map of the surface. This magnetic imag-
ing technique will be called spin-polarized scanning field emission microscopy (SP-
SFEM) in this thesis.
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Chapter 4

Experimental Setup and
Preparation

To perform SP-STM and SP-SFEM experiments of high reproducibility, the ex-
perimental setup has to ensure the preparation of clean and well-defined sample
systems. Under ambient conditions, metallic tips and samples are covered instan-
taneously by water and insulating oxide layers, making SP-STM and SP-SFEM
experiments impossible. At a vacuum base pressure of p ≈ 10−6 mbar, a clean
surface is covered completely by adsorbates from the residual gas within a few
sec [156]. To keep a surface clean for hours, the pressure has to be further reduced
by orders of magnitude. Therefore, all experiments in this thesis are carried out
under ultra-high vacuum (UHV) conditions with base pressures p ≤ 2×10−10 mbar
which permit the preparation of clean tips and samples and significantly reduce
their subsequent contamination.

4.1 The UHV system

The experiments are performed in a UHV chamber system that is based on a com-
mercial design of Oxford Instruments [157] (formerly known as Omicron [158]). It
is shown in Fig. 4.1. The system consists of four chambers separated by man-
ually operated UHV valves: (i) a load-lock with a dedicated pumping system,
that allows the transfer of a tip or a sample into the system, (ii) a chamber for
annealing samples under O2 atmosphere, (iii) a chamber for the preparation of
tips and samples, and (iv) an analysis chamber that is equipped with low-energy
electron diffraction (LEED) and Auger electron spectroscopy (AES). A satellite
of the analysis chamber contains the variable temperature STM for SP-STM and
SP-SFEM investigations. In each of the two main chambers (the preparation and
analysis chamber) a base pressure below 2×10−10 mbar is realized by an ion-pump
and a titanium sublimation pump. Tips and samples are transferred between the
chambers using rotatable linear manipulators and a wobble stick.
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Figure 4.1: Fish-eye photograph of the UHV chamber system. It consists of four
chambers separated by UHV valves. The main facilities used in this thesis are denoted.

An electron beam heating, Cr and Fe evaporators, an xyz-manipulator equipped
with a resistive heater, and a O2 dosing valve are used for the preparation of tips
and samples. All these devices are contained in the preparation chamber, as shown
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in Fig. 4.1. The home-built electron beam heater is used to heat tips and samples
to temperatures up to T = 2400 K by electron bombardment. Here, two parallel
tungsten wires serve as a stage for tip and sample holders. The wire stage can be
connected to a high voltage (UHV < 2000 V), and a tungsten filament powered by
a dc current (Ifil ≈ 3.5 A) serves as a cathode. The electrons thermally emitted
from the heated filament are accelerated by the high voltage towards the tip or
sample holder. This electron bombardment leads to a heating of tip or sample,
and the temperature is measured by an infrared pyrometer through a viewport.

For material deposition, tip and sample are positioned with an xyz-manipulator
in front of electron beam evaporators equipped with flux monitors. The evapora-
tor material is heated by electron bombardment from a tungsten filament coated
with Thorium which reduces the work function of the filament and increases the
emissivity. Fe was evaporated at a rate of 1.2 ML/minute from a wire and Cr
was evaporated from a crucible at 9 ML/min. To avoid heating the surroundings
which may result in impurities in the beam and the deposited film the housings
of the evaporators have water cooled copper shields. During or after material de-
position, the film on the tip or the sample can be annealed by means of a resistive
heater in the xyz-manipulator. Temperatures ranging from room temperature up
to T = 1150 K, measured indirectly with a chromel/alumel thermocouple, can be
chosen.

4.2 The variable-temperature scanning tunnel-

ing microscope

The variable-temperature STM (VT-STM) is specifically designed for the inves-
tigation of temperature-dependent magnetic phenomena by SP-STM. It allows
for operation from T = 20 to 300 K. A major difference to standard variable-
temperature instruments is, that the whole microscope including both the tip and
the sample is cooled, which results in a reduced thermal drift and an improved
energy resolution for spectroscopy at low temperatures. A larger variety of mag-
netic materials can be used for the thin-film coating of SP-STM tips (cf. Sec. 4.3),
since Curie- or Néel-temperatures of many ultra-thin films are below room tem-
perature. The microscope is manufactured from materials which have to fulfill a
compromise of several requirements, for example similar thermal expansion coef-
ficients and UHV compatibility. A detailed description of the VT-STM can be
found in the Ph.D. thesis of Torben Hänke [159].

The microscope design including a fast tip exchange mechanism is based on the
developments by D. Haude [160]. Photographs of the STM are shown in Fig. 4.2
and Fig. 4.3 shows technical drawings of the instrument.

For an isolation from mechanical noise sources, the instrument is mounted on
a low resonance frequency damping stage. It consists of a massive copper base
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Figure 4.2: Photographs of the VT-STM. (a) The instrument in its radiation shield
mounted on top of the base plate. (b) The STM body. The one euro cent coin gives a notion
of the instrument’s size.

plate that is suspended from four metal springs and equipped with an eddy current
damping. Along with a high resonance frequency of the STM, this design results
in an effective filter against mechanical noise.

For a protection against thermal radiation of the surroundings, the STM is
mounted within a shield. Small ruby balls are clamped between the base plate
and the STM housing (cf. Fig. 4.2) as well as between the microscope and the top
of the radiation shield (cf. Fig. 4.3) thereby realizing point contacts with minimal
thermal transmission.

A door within the radiation shield gives access to the microscope for insert-
ing the tip or the sample by means of a wobble stick. The sample is mounted
upside down in the sample holder and the tip approaches the sample from the
bottom. For the coarse approach a stepper motor is used. The tip is mechani-
cally clamped inside a piezoelectric tube scanner which is glued into a sapphire
prism of the coarse approach mechanism. Both the stepper motor for the coarse
approach as well as the tube scanner for the precise tip positioning during exper-
iments are based on the inverse piezoelectric effect: When applying a voltage to
a piezoelectric material, it deforms. A piezoelectric tube scanner has four quad-
rant electrodes (x+, y+, x−, y−) on the outside and a connection on the inside (z).
Applying a dc voltage between the inner and all of the outer electrodes, results in
a contraction or elongation of the whole tube scanner depending on the polarity.
This effect is used to move the probe tip in the z direction. When the voltage
is applied between opposite outer electrodes (e.g. x+ and x−), the piezoelectric
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6 cm
Figure 4.3: Technical drawings of the VT-STM. View of the STM body from outside
(left) and cross-sectional view of the instrument in its radiation shield (right).

material is elongated at one electrode and contracts at the other, which results
in a bending of the tube. By this means, the tip is moved along the x direction.
The same principle is used to move the tip along the y direction.

As the piezo tube usually has a z range well below a micrometer, a coarse
approach of the probe tip is needed. In this setup, a stepper motor is realized
in the walker design [161]. It consists of six shear piezos glued on the inside of
the microscope body, holding a sapphire prism, in which the tube scanner for the
tip is glued (cf. Fig. 4.3). When applying an asymmetrical saw-tooth voltage to
the piezos a so-called stick-slip motion is achieved. During the slow voltage slope
the piezos shear slowly and the prism follows the motion (stick). On the steep
voltage slope the piezos relax too fast for the prism to follow, and the piezos slip
along its surface. Here, the amplitude and frequency of the saw-tooth voltage
determines step size and travel time. In this particular setup the voltage ramp
with an amplitude of ±120 V is repeated at a frequency of 0.5 to 1 kHz.

The maximum travel realized by this particular stepper motor is about 20 mm.
This long travel allows for a fast in-situ exchange mechanism of the probe tip. The
empty tube scanner is retracted downwards by the coarse approach allowing for
the insertion of the tip-holder containing the tip with a specially designed shuttle
into the sample holder track. Then, the tube scanner is moved upwards again,
thereby gradually enclosing the tip-holder with the tip. When the tip-holder is
enclosed by the tube scanner, the shuttle is removed and the sample holder track
is free again for the prepared sample.
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To perform SP-STM and SP-SFEM measurements at variable currents, a com-
mercial current-to-voltage amplifier (FEMTO DLPCA-200) [162] with variable
gain is used. In this thesis currents of up to Imax ∈ {100 nA, 1µA} were used
with amplification ranges between 108 V/A (for low current) and 107 V/A (for
high current).

Cooling the VT-STM is realized by a commercial liquid He flow cryostat from
the CryoVac company [163]. The temperature is controlled by two manually op-
erated mechanical valves regulating the amount of liquid He flowing through the
cryostat. The He flows through a heat exchanger which is thermally connected
to the STM by copper braids (cf. Fig. 4.2(a)). These braids consist of about 800
silver-plated copper wires, each of them with a diameter of ≈ 0.05 mm. They are
fed through small openings in the radiation shield and are screwed to the micros-
cope. Since they are highly flexible the transmission of vibrations to the STM
is prevented. In addition, the radiation shield surrounding the STM is cooled
via a second copper braid by the exhaust from the flow cryostat. At the heat
exchanger the temperature Tex is measured with a Si-diode and stabilized by a
PID-temperature controller. The STM temperature TSTM is measured with a
GaAs/GaAlAs diode mounted close to the sample holder on the STM body. TSTM

is slightly higher than the heat exchanger temperature (TSTM −Tex ≈ 10 − 15 K).
When cooling from room temperature the lowest base temperature of approxi-
mately 18 K at the sample is reached within two hours [164].

4.3 Preparation of conventional probe tips

An essential requirement for SP-STM as well as SP-SFEM measurements is a
magnetic probe tip generating a spin-polarized current. The most common way
to produce an electronically and magnetically stable probe tip for SP-STM is the
preparation of a magnetic thin-film tip. Here, a non-magnetic tip is coated with
a magnetic material which is either ferromagnetic (e.g. Fe, Gd) or antiferromag-
netic (e.g. Cr). For studies on ferromagnetic samples generally antiferromagnetic
tips are preferred since the absence of tip stray fields avoids unwanted magnetic
interactions between the tip and the sample [165].

The magnetic film thickness can determine whether the tip is sensitive to
in-plane or out-of-plane surface magnetization [166]. For example, 25-45 atomic
layers of Cr deposited onto a W tip result in an out-of-plane magnetic sensitivity,
whereas thicker Cr films of several 100 atomic layers give in-plane sensitivity. In
this thesis, for the combined SP-STM and SP-SFEM experiments, an in-plane
sensitive magnetic probe tip without any significant stray field is required. Hence,
I prepared W tips coated with an antiferromagnetic Cr film of at least 100 atomic
layers.
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W tips were prepared ex situ by electrochemical ac-etching of a polycrystalline
tungsten wire (ø 0.75 mm) in a sodium hydroxide solution (8g NaOH per 100 ml
H2O, Uetch = 5 V). Next, a tip was clamped in a tip holder and transferred inside
the tip shuttle into the UHV preparation chamber. Under UHV conditions, the
tip is heated for a few seconds to a temperature of T = 1500 K by means of
electron bombardment to remove the oxide layer on the tip. The short heating
also improves the adhesion of the magnetic films. SEM images show that the
heating melts the apex of the tip which becomes round with a radius on the order
of 500 nm [167].

A few hundred atomic layers of chromium are deposited on the clean W tip,
which is subsequently annealed at T = 550 K for t = 240 s, resulting in a thin
stable magnetic film on the tip. In the STM, the tip can be further prepared when
in tunneling contact with the sample. For instance, short bias voltage pulses of
up to 10 Volt can be applied, leading to atomic rearrangements at the apex of the
tip.

4.4 Preparation of W(110) substrates

The W(110) surface is a suitable substrate for the preparation of thin films and
epitaxially grown nanostructures since intermixing is often negligible and adlayers
can be easily removed after the experiment by thermal desorption. Its high melting
point is beneficial in terms of cleaning and preparing thin-film samples. In this
thesis, all experiments were performed on the W(110) surface serving as substrate.

The substrate preparation was performed in situ in the preparation chamber at
a base pressure of p ≤ 2×10−10 mbar. The W(110) surface was cleaned by cycles of
annealing (T ≈ 1500 K for about 30 min) in O2 atmosphere and a subsequent high-
temperature flash (T ≈ 2300 K for 15 s) [168]. Here, the oxygen partial pressure
is gradually reduced from pO2

= 2 × 10−6 mbar in the first annealing cycle to
pO2

= 4 × 10−8 mbar in the last cycle. During the annealing process carbon (the
major impurity in tungsten) segregates to the surface. Exposed to oxygen at the
surface, it reacts to CO and CO2 and desorbs. As a result, a carbon depletion layer
is formed below the surface. Simultaneously, the annealing under O2 atmosphere
leads to an oxidation of the tungsten surface. The tungsten oxides are removed
by thermal desorption during the high temperature flash.

An STM topography image of the bare W(110) surface as prepared for my
experiments is shown in Fig. 4.4(a). Several tungsten terraces separated by mon-
atomic step edges running along the [001] direction can be seen. The simultane-
ously recorded dI/dU map is shown in Fig. 4.4(b). Here, residual impurities on
the surface are more visible. On the terraces, Nimpurity ≈ 300 adatoms can be
found. Calculating the overall number of W atoms NW ≈ 1.7 · 105 in this surface
area results in an impurity density below 0.2 %.
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Figure 4.4: The W(110) substrate (a) STM topography image and (b) simultaneously
recorded dI/dU map of a typical W(110) surface as used as substrate in this thesis. I = 2 nA,
U = −200 mV, T = 45 K, W-tip.

On closer inspection Fig. 4.4(b) reveals periodic variations of the dI/dU sig-
nal mainly along the step edges. This indicates a spatial modulation of the local
density of states (cf. Sec. 2.2.2). A combined study of tunneling spectroscopy
measurements and density functional theory calculations has revealed that this
interference pattern only appears on very clean W(110) surfaces as it originates
from a surface resonance band of pzdxz-type character, which is absent on con-
taminated surfaces [168].

Once a clean crystal has been achieved using this procedure, it is usually
sufficient to flash the crystal between sample preparations to obtain a clean sub-
strate (at least when iron has been deposited). However, in the course of time
the substrate accumulates impurities that may originate e.g. from inside the bulk
segregating to the surface, from the experimental environment, or the deposited
material. When a critical impurity concentration of & 1 % is reached, the surface
resonance vanishes, and the W(110) surface has to be cleaned in oxygen again.
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Chapter 5

Fe/W(110) at low coverages

Iron on tungsten exhibits a rich variety of structural, electronic, and magnetic
properties, especially in the low coverage regime. Being extensively studied both
experimentally as well as theoretically, Fe/W(110) has become a very well-charac-
terized system. Hence, it is a suitable reference system to investigate physical
aspects that go beyond material-dependent structural, electronic, and magnetic
properties. This chapter focuses on aspects of the morphology and magnetic
properties of the Fe/W(110) monolayer and double layer.

5.1 Growth and magnetism

The topographic structure of Fe on W(110) depends on diverse parameters such as
the Fe coverage, the growth temperature, and the miscut of the W(110) surface.

Both bulk iron and tungsten have a body-centered cubic crystal structure with
lattice constants aFe = 2.867 Å and aW = 3.165 Å, respectively [169]. Hence, the
crystallographic unit cell of the (110)-surface is a rectangle with two atoms, as
illustrated in Fig. 5.1(a). Despite the large lattice mismatch of (aW − aFe)/aW =
9.4 % that is expected to induce considerable strain in the film, Fe grows pseu-
domorphically in the monolayer (ML) regime [170], i.e. it reproduces the surface
lattice structure of the underlying W(110) substrate (see Fig. 5.1(b)).

The growth mode strongly depends on the substrate temperature. At room
temperature the iron forms ML islands and patches on the tungsten terraces and
decorates step edges, while coalescence is inhibited up to a coverage of ≈ 0.6 atomic
layers [171, 172]. According to Ref. [172] the strain in the islands and patches
induced by the large lattice mismatch can be lowered by an inward bending of the
island rim atoms. However, coalescence would reduce this possibility of stress-
lowering and hence it is avoided up to a critical coverage. At higher coverages,
bridges emerge between adjacent islands until a closed ML film is formed at a
nominal coverage of 1 atomic layer.
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Figure 5.1: Growth of Fe on a W(110) substrate. (a) Surface unit cell of bulk
Fe(110) (brown) and W(110) (grey). The large lattice mismatch induces stress in the pseu-
domorphic growing Fe film on W(110). (b) Sketch of the atomic coordination of a step-flow
grown Fe film on three terraces of a W(110) (grey) surface with a coverage of one (brown, ML)
and two (orange, DL) Fe layers in a top-view (left) and a side view (right).

At elevated temperatures iron stripes emerge along the tungsten step edges
in a step-flow growth mode [172, 173] until a closed ML film is formed. The
first ML is always completed fully before the second atomic layer starts to grow.
This wetting layer behavior arises from the free surface energy of the substrate
(2.9 J/m2 for W) being larger than that of the film (2.0 J/m2 for Fe), increased
by the interface energy [174, 175]. Hence, it is energetically favorable for an iron
atom to adsorb on the substrate rather than on the first ML. The wetting ML is
stable up to a temperature of T = 1100 K when the iron starts to desorb from the
substrate [174].

The growth behavior of the second atomic layer of Fe on W(110) is similar to
that of the ML. At room temperature, the iron decorates step edges and forms free
second-layer islands that are preferentially elongated along the [001]-direction [172,
176, 177]. With increasing coverage the island sizes increase, and finally the islands
coalesce into a network.

At elevated substrate temperatures, double layer (DL) stripes emerge at the
step edges, that are separated by ML stripes [178], as shown in Fig. 5.1(b). Grow-
ing preferentially along the crystallographic [001]-direction, the shape of the DL
stripes depends on the orientation of the step edges: along the [001]-direction step-
flow growth of well-defined stripes aligned along the step edges occurs [179, 180],
whereas the stripe edges become frayed for step edges along [110] direction [181,
182].

The second layer grows pseudomorphic, resulting in a closed double-layer film
at a nominal coverage of 2 atomic layers with sporadic dislocation lines running
along the [001]-direction to relieve the strain in the film [172].
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Figure 5.2: Magnetism of the Fe monolayer and double layer on W(110). Sketch of
the magnetic configuration of the Fe monolayer (brown, ML) and double layer (orange, DL) on
a W(110) substrate (grey) in a top-view (a) and a side view (b). The ML consists of magnetic
domains with the easy axis lying in the surface plane and pointing in the [11̄0]-direction. The DL
exhibits an inhomogeneous cycloidal spin spiral with domains pointing out of the surface plane
(and in the surface plane, respectively) and domain walls rotating around the [11̄0]-direction,
lying locally in the [001]-direction. (c) Three-dimensional sketch: Within the ML domains, the
DL domains, and domain walls magnetization directions spanning the three-dimensional space
are provided, as indicated by the arrows.

Magnetism

The sample system Fe/W(110) exhibits a variety of interesting magnetic prop-
erties, which are strongly connected to the temperature- and coverage-driven
morphology, governed by lattice mismatch and relaxation with increasing film
thickness [155, 165, 174, 178, 181–188].

The magnetization of the iron ML is driven by its uniaxial anisotropy with the
easy axis of magnetization pointing along the [11̄0]-direction [189], as depicted in
Fig. 5.2. Its in-plane ferromagnetic order is stable up to a Curie-temperature of
Tc = 225 K [171, 174]. Adjacent antiparallel magnetized ML domains are sepa-
rated by domain walls whose widths presumably depend on the impurity level of
the film. Whereas typical widths of wML ≈ 2 nm are observed on monolayers of
high cleanliness [190], atomic-scale domain walls with widths of only wML ≈ 0.6 nm
are observed on films with a considerable impurity density [191]. On narrow sub-
strate terraces (typically about 10 nm) the magnetic domains of adjacent ML
stripes are found to couple antiparallel [173].

In contrast to the ML, the iron DL exhibits a uniaxial anisotropy with the
magnetic easy axis pointing out of the film plane, i.e. in the [110]-direction [178].
Its magnetization structure is a cycloidal spin-spiral [182]. The magnetization ro-
tates around the [11̄0]-direction, lying locally in the [001]-direction, as depicted in
Fig. 5.2. A unique sense of rotation was observed that is attributed to the influ-
ence of the Dzyaloshinskii-Moriya interaction [165, 182, 192]. As the spin spiral
is inhomogeneous, antiparallel magnetized out-of-plane ’domains’ are separated
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by Néel-type ’domain walls’ rotating through the [001]-direction, as depicted in
Fig. 5.2. The domain wall width is found to be wDL ≈ 7 nm [193].

Consequently, the system with iron mono- and double layers exhibits magneti-
zation directions that span the three-dimensional space, as indicated in Fig. 5.2(c).

5.2 Thermally switching iron nanomagnets

Evaporating nominally 0.14 atomic layers of iron onto a clean W(110) substrate
held at room temperature leads to the formation of pseudomorphically grown ML
nanoislands with typical diameters between 2 nm and 6 nm, consisting of about
30 to 100 atoms. An SP-STM topography image of an ensemble of iron nanomag-
nets on a flat W(110) substrate at T = 41 K is shown in Fig. 5.3(a). Simultane-
ously to the constant current topography image, a small ac modulation voltage
(Umod = 40 mV, f = 4.333 kHz) was added to the applied bias voltage U in order
to record the spatially-resolved differential conductance dI/dU(~r) using the lock-
in technique. This map shown in Fig. 5.3(b) is correlated to the magnetization
of the sample, since dI/dU(~r) scales with the cosine of the angle between the
magnetization of the tip and the sample at the location ~r (see Chap. 2). It reveals
two stages of contrast on the iron islands (dark or bright). These Fe/W(110)
nanomagnets are known to be monodomain particles with a uniaxial anisotropy

10 nm

a) b)b)

10 nm

a) b)

Figure 5.3: Fe nanomagnets on W(110). (a) SP-STM topography of a W(110) surface
decorated with iron monolayer islands. (b) Corresponding magnetic dI/dU map. A bright or
dark signal on the nanomagnet represents a parallel or antiparallel magnetization with respect
to the tip magnetization. Most of the nanomagnets appear homogeneously bright or dark, re-
spectively, indicating stable magnetization. Smaller nanomagnets exhibit a characteristic stripe
pattern (see inset) due to thermally-induced magnetization switching when imaged line by line.
The fast scanning direction of the tip is horizontal. I = 2 nA, U = −200 mV, T = 41 K,
Cr/W-tip.
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lying in the surface plane [190]. Consequently, imaged with an in-plane sensitive
Cr/W-tip, the dark and bright dI/dU signal reflects the two possible magnetic
configurations of the nanoislands with respect to the tip magnetization. A stand-
ing wave pattern can be observed between the nanomagnets in the dI/dU map.
This non-magnetic feature is due to a surface resonance band only observable on
extremely pure tungsten substrates (see Chap. 4). In the magnetic dI/dU map
shown in Fig. 5.3(b), most of the nanomagnets appear homogeneously bright or
dark. This indicates that the magnetic configuration is stable during scanning. In
contrast, the smaller nanomagnets are not completely bright or dark, but exhibit
a characteristic stripe pattern: As the SP-STM image is recorded line by line with
the fast scanning direction along the horizontal, the small nanomagnets appear
bright for some lines and dark for others in the dI/dU map. Consequently, the
dI/dU signal on the small nanomagnets changes with time. As the dI/dU sig-
nal reflects the magnetic orientation relative to the stable tip magnetization, the
stripe pattern indicates thermally-activated magnetization switching of the nano-
magnets [33, 194]. Note, that the nanomagnets are in the single domain state
between two consecutive switching events. As the switching frequency depends
on the island size and shape [190, 195–198], each nanomagnet exhibits its own
characteristic stripe widths: a pattern of multiple, thin stripes indicates a higher
switching frequency than a pattern with only a few very broad stripes.

It has been shown that the superparamagnetic switching behavior of these
Fe/W(110) nanomagnets can be described by the so-called macrospin model, as
illustrated in Fig. 5.4. As demonstrated theoretically [199, 200] and verified ex-
perimentally [201], the model is the adequate to describe the intrinsic switching
behavior of a superparamagnetic particle with a uniaxial anisotropy at a given
temperature T . Here, the particle magnetization has to overcome an energy bar-
rier Eb to reverse its orientation. All magnetic moments inside the particle rotate

state 1 state 0

Eb

TT

Eb

kT kT

Figure 5.4: Superparamagnetic switching. Energy landscape of a magnet with uniaxial
anisotropy. Due to thermal agitation at temperature T , the magnetization may overcome the
effective activation barrier Eb between the two states 1 and 0.
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coherently, thereby behaving like one giant spin, and Eb is given by the total
magnetic anisotropy of the particle. The mean lifetime τ̄ between two consecutive
switching events as a function of T is then given by

τ̄ = ν−1
0 exp

(
Eb

kBT

)

, (5.1)

with ν0 being the attempt frequency and kB the Boltzmann constant. The two
possible magnetization orientations are labeled state 1 and state 0, respectively.
Temperature-dependent SP-STM studies on individual Fe/W(110) nanoislands
revealed that the magnetization reversal is realized by nucleation and propagation
of a domain wall rather than by coherent rotation [190]. However, the macrospin
ansatz has been shown to describe the switching behavior adequately as long as Eb

is interpreted as the effective activation energy barrier for magnetization reversal.
According to Ref. [190] Eb and ν0 strongly depend on the size and shape of

the nanomagnet, resulting in different switching frequencies and therefore different
stripe patterns for different nanomagnets at the same temperature, as observed
in Fig. 5.3(b).
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Chapter 6

Bulk Cr Tips with Full Spatial
Magnetic Sensitivity

In spin-polarized scanning tunneling microscopy, biasing a magnetic probe tip
generates a spin-polarized tunnel current that depends on the relative orientation
between the tip and the sample magnetization (see Sec. 2.3). Hence, probing a
surface of spatially varying magnetization with a fixed tip magnetization allows
for generating magnetic maps of the surface. As described in Sec. 4.3, magnetic
probe tips are conventionally realized by coating a non-magnetic tip with a mag-
netic material which is either ferromagnetic or antiferromagnetic. A disadvantage
of magnetic thin-film tips is their requirement of in situ preparation and a tip
exchange mechanism in the microscope. Recent efforts focus on tips made of
bulk magnetic material [26–30], because they do not need extensive preparation
procedures.

Generally, antiferromagnetic probe tips are preferred since they are expected
to have no stray field that may interact with the sample magnetization [165].
One promising tip bulk material is chromium (Cr), being antiferromagnetic at
temperatures below TN = 311 K [31].

Whereas it is known that bulk Cr tips allow for atomic resolution as proved on
the Si(111) 7×7 surface [202], only recently magnetic contrast was achieved using
such tips on a Cr(001) surface [30]. As Cr(001) is a topological antiferromagnet
with the easy axis of magnetization lying in the surface plane [203, 204], it does
not permit a complete tip characterization, including the out-of-plane component
of surface magnetization.

As shown in Chap. 5, the well-known system of the combined Fe mono- and
double layer on W(110) provides magnetization directions, that span the three-
dimensional space, and hence is suitable for the magnetic characterization of bulk
Cr tips. After a short description of the preparation procedure, this chapter
presents the magnetic characterization of bulk Cr tips on the system of 1.5 mono-
layers of Fe/W(110) using SP-STM at low temperatures.
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CHAPTER 6. BULK CR TIPS WITH FULL SPATIAL MAGNETIC

SENSITIVITY

6.1 Preparation

A polycrystalline Cr bar with a cross section of approximately (1 × 1) mm2 was
cut from a 99.99 % Cr foil [30]. As illustrated in Fig. 6.1(a), the Cr rod and a
carbon cathode were then dipped into an etching solution (i.e. NaOH or HCl) and
a 5 V dc voltage was applied. The Cr rod serves as an anode, is electrochemically
etched and a tip is formed.

The rod was first etched for 10 to 20 minutes to achieve an approximately
circular cross section and to reduce the diameter, as depicted in Fig. 6.1(b), so
that the probe tip fits into the tip holder. Cleaning in an ultrasonic bath of
distilled water and isopropanol removes the chemical debris [29, 205].

The actual tip was etched using the so-called drop-off method [29, 206], as
shown in Fig. 6.1(c): the Cr rod is covered by some insulating material (i.e.
polymer tubes or Parafilm®), thereby physically restricting the active etching
region to the meniscus [29]. Here, the etching process induces a constriction that
becomes more and more pronounced within a few minutes until the lower part of
the Cr rod drops off under the influence of its own weight. This part is used as
probe tip. Its macroscopic shape is thereby strongly dependent on the meniscus,
specifically on the height of the wetting area of the etchant on the rod [206].

After removal of the protecting material and rinsing with distilled water and
isopropanol, the fabricated tip is clamped into a tip holder and inserted into the
UHV chamber. Finally, inside the VT-STM, a few short voltage pulses up to 10 V
are applied between the tip and the sample to remove the Cr oxides. These short

5 V dc
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Figure 6.1: Etching a bulk chromium probe tip. (a) Experimental setup. A Cr rod and
a carbon cathode are dipped into an etching solution and a dc voltage is applied. (b) First,
the rod is etched for 10 − 20 minutes to achieve a nearly circular cross section and to reduce the
diameter. (c) Drop-off method: Being covered by insulating material, the rod in the solution is
only etched at the meniscus. The lower part of the Cr rod which drops off is used as the probe
tip.
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voltage pulses are also applied for in situ preparation, resulting in changes in the
morphology, the electronic properties, or magnetic orientation of the tip.

6.2 Magnetic imaging with bulk Cr tips

As shown in Chap. 5, the well-known system of the combined Fe mono- and double-
layer on W(110) provides a variety of magnetization directions: Whereas the
monolayer (ML) has a ferromagnetic order with the easy axis pointing along the
[11̄0]-direction [189], the double layer (DL) exhibits an easy axis along the [110]-
direction, with Néel-type domain walls rotating through the [001]-direction [165,
182]. Hence, this system is ideal for the magnetic characterization of bulk Cr tips.

A large-scale topography image obtained with a bulk Cr tip is shown in
Fig. 6.2(a). Approximately 1.5 atomic layers of iron were deposited on a clean
W(110) substrate by molecular beam epitaxy, with subsequent annealing at 550 K
for four minutes, resulting in a step-flow growth of the Fe double layer on the wet-
ting monolayer. Regions of pseudomorphic ML and DL coverages coexist, and
dislocation lines run along the [001]-direction (cf. Chap. 5).

Simultaneously to the constant-current topography image, the spatially re-
solved differential conductance dI/dU was recorded using the lock-in technique.
This map is shown in Fig. 6.2(b). It reveals the magnetization of the sample,
since dI/dU scales with the cosine of the angle between the magnetization of the
tip and the sample (see Sec. 2.3). Dark vertical lines on the DL appear in the
magnetic dI/dU map. These are dislocation lines that are formed to relieve the
strain in the film (cf. Chap. 5). Two different types of domains appearing bright
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Figure 6.2: Typical 1.5 ML Fe/W(110) system obtained with a bulk Cr tip. (a) Large-
scale topography image. Monolayer (ML) and double layer (DL) areas are visible. (b) Simul-
taneously recorded dI/dU map, revealing magnetic contrast on the ML domains and the DL
domains. (c) Zoom of (b) as indicated by the box. It reveals a magnetic contrast on the DL do-
main walls, appearing bright or dark, respectively (marked by arrows). U = −200 mV, I = 2 nA,
T = 41 K.
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and dark are observed on the ML as well as on the DL. A magnified region shown
in Fig. 6.2(c) reveals that the DL domains are separated by alternating bright or
dark domain walls.

Bright and dark domains on the ML have been observed in previous inves-
tigations with magnetic thin-film tips (e.g. Fe/W- and Cr/W-tips), which were
sensitive to the in-plane component of surface magnetization [190, 191]. Hence,
the domain pattern on the ML in Fig. 6.2(b) can be attributed to the magnetic
structure of the ML which is known to have a uniaxial anisotropy lying in the
surface plane (see Chap. 5). The domain pattern on the DL has been observed
previously with magnetic thin-film tips (e.g. Gd/W-tips), that are sensitive to
the magnetization pointing out of the surface plane [207]. Hence, the DL domains
in Fig. 6.2(b) reveal regions of the DL where the surface magnetization is di-
rected out of the surface. The interjacent DL domain walls appear bright and
dark when imaged with an in-plane sensitive tip, as is also known from previous
studies [207]. As discussed in Chap. 5, in these Néel-type domain walls the mag-
netization rotates around the [11̄0]-direction, locally pointing along the in-plane
[001]-direction. The domain walls in Fig. 6.2(c) indicate regions of the DL where
the magnetization lies in the surface plane.

Consequently, all magnetic features that are to be found on the ML and the
DL areas are clearly visible when imaged with a bulk Cr tip. Hence, the bulk Cr
tip is sensitive to the in-plane ML domains, the in-plane DL domain walls and
the out-of-plane DL domains. This is significantly different from the magnetic
sensitivity of magnetic thin-film tips, that are usually exclusively sensitive to
the surface magnetization direction lying in the plane or pointing out of the
surface plane [207]. Previously the magnetic features of the iron ML and DL were
observed with different tips, whereas here all of the magnetic features are imaged
simultaneously with one and the same tip.

Constant height spectroscopy

A topography image of the 1.5 ML Fe/W(110) system is shown in Fig. 6.3(a).
Again, regions of pseudomorphic ML and DL coverages coexist, and dislocation
lines running along the [001] direction are found. In the corresponding magnetic
dI/dU map shown in Fig. 6.3(b), again two different types of domains on the ML
as well as on the DL are observed, the latter separated by alternating domain
walls. The magnetization structure on the ML and the DL are indicated on the
map and in the zoom inset of Fig. 6.3(b). All of the magnetic features that are
found on the ML and the DL areas are clearly visible, indicating that the bulk Cr
tip is sensitive to all of the in-plane as well as to the out-of-plane component of
the sample magnetization.

Constant height spectroscopy has been performed to characterize the tip-
sample tunnel junction. The tip has been stabilized above the surface at I = 2 nA
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Figure 6.3: Characterization of a bulk Cr tip on the 1.5 ML Fe/W(110) system.
(a) Topography image, taken at U = +100 mV. Monolayer (ML) and double layer (DL) areas
are visible. (b) Simultaneously recorded dI/dU map, revealing magnetic contrast on the ML
domains, the DL domains, and the DL domain walls. The magnetization structure on the
ML and the DL is marked on the map and the zoom inset. (c) Constant height spectroscopy
above two different ML and two different DL domains (stabilization parameters: I = 2 nA,
U = −1000 mV). A peak at U ≈ +400 mV is visible for the ML, and two peaks at U ≈ −80 mV
and U ≈ +700 mV are resolved on the DL (positions marked by arrows). T = 41 K.

and U = −1000 mV. To fix the tip-sample distance, the feedback loop is then
switched off. The tunnel current is measured while the sample bias is ramped
from the initial voltage to the final voltage U = +1000 mV, and simultaneously
the differential conductance dI/dU(U) is determined by means of the lock-in tech-
nique. In this way the surface local density of states at an energy equal to eU and
at a certain distance to the surface is revealed (cf. Sec. 2.2.2) [41–43].

Figure 6.3(c) shows the dI/dU spectroscopy curves recorded at constant height
above two different ML and DL domains. A typical empty-state peak at U ≈
+400 mV is observed for the ML, which is in agreement with previous investiga-
tions using different tip materials [184]. On the DL two peaks at U ≈ −80 mV
and U ≈ +700 mV are resolved, which is also consistent with previous studies
using different tip materials [184, 188]. Comparison with theory has revealed that
these peaks are caused by two dz2-like states [188].

Despite these sample-related peaks the spectroscopy curves reveal no domi-
nant features. This indicates that the local density of states of the tip is very
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homogeneous. Over a wide bias voltage range, there are no prominent tip-related
electronic features which could obscure the sample-related electronic structure of
interest (cf. Sec. 2.2.2). Hence, bulk Cr tips are suitable for spectroscopic inves-
tigations on unknown sample systems.

6.3 Characterization on the iron monolayer

The magnetic map in Fig. 6.3 has been obtained at a sample bias voltage U =
+100 mV. The question arises how the magnetic contrast depends on the applied
sample bias. A magnified region of the magnetic map of Fig. 6.3(b) is shown in
Fig. 6.4(a), focusing on the Fe ML regime at a W step edge.sing on the Fe ML
regime at a W step edge. When the Fe coverage exceeds a single atomic layer,
the impurities in the Fe accumulate on the wetting monolayer, as is known from
previous studies [191]. The differential conductance on such an impurity differs
from that on the Fe because of their different electronic nature. In Fig. 6.4(a) the
impurities appear as dark spots on the ML. Two oppositely magnetized domains
on the ML are visible. A line section taken across these two respective bright and
dark domains is shown in Fig. 6.4(b). To quantify the magnetic contrast, a mean
dI/dU signal (’dI/dUbright’ and ’dI/dUdark’) is determined by averaging over the
data points of the respective domain in Fig. 6.4(b). This allows the determination
of the normalized magnetic asymmetry AdI/dU which is defined as

AdI/dU =
dI/dUbright − dI/dUdark

dI/dUbright + dI/dUdark

, (6.1)

where dI/dUbright (dI/dUdark) is the magnetic dI/dU signal on a magnetic feature
appearing ’bright’ (’dark’) at U = +100 mV, respectively. AdI/dU is a quantitative
measure of the magnetic contrast. Here, AdI/dU of the ML domains at U =
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Figure 6.4: Magnetic contrast on the iron monolayer. (a) Magnetic dI/dU map obtained
at U = +100 mV showing two oppositely magnetized ML domains. (b) Line section (black data
points) across the two domains, averaged over the area marked in (a). The mean dI/dU signal
averaged over the data points of the respective domain is indicated by the green and red lines.
I = 2 nA, T = 41 K.
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+100 mV is 7 %, which is comparable to values I also observed with Cr-coated
W-tips.

At different bias voltages, different electronic states (s-, p-, and d-like states)
with a different degree of spin polarization contribute to the spin-polarized tunnel
current [208]. Hence, the spin-polarization of the tunnel current is expected to
depend on the bias voltage [166] and accordingly the magnitude of the magnetic
contrast. To study the bias dependence of the magnetic contrast on the ML
systematically, the magnetic dI/dU signal has been recorded as a function of
sample bias U at constant current (closed feedback loop) above the two different
ML domains. In Fig. 6.5(a) and (b) the bias-dependent magnetic dI/dU(U) signal
and the normalized magnetic asymmetry AdI/dU(U) are shown. Magnetic dI/dU
maps for different bias voltages are shown in Fig. 6.5(c).

As indicated by the variation of AdI/dU with bias voltage, the magnitude of the
magnetic contrast in the corresponding dI/dU maps varies. It is remarkable, that
AdI/dU is quite large over a wide bias range between U ≈ −750 mV and +250 mV
and only vanishes for −100 mV< U < 0 and U ≈ +300 mV. At higher positive bias
values, AdI/dU becomes negative, indicating an inversion of the magnetic contrast,
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that can be observed when changing U to +750 mV in Fig. 6.5(c). However, the
strong asymmetry of ≈ 75% at U = +750 mV determined from spectroscopy can-
not be confirmed by the magnetic contrast of the dI/dU map and is presumably
attributed to the strong influence of the impurities at this particular sample bias.

In conclusion, analyzing the bias-dependent magnetic asymmetry from constant-
current spectroscopy as well as from the corresponding constant-current dI/dU
maps reveals that the bulk Cr tip is sensitive to the [110] in-plane magnetization
direction on the ML over a wide bias range.

6.4 Characterization on the iron double layer

As discussed for the ML, owing to different contributing electronic states at dif-
ferent bias voltages, the spin-polarization of the tunnel current is expected to
depend on the bias voltage [166] and the magnitude of the magnetic contrast will
also change. The magnetic contrast on the Fe DL has been analyzed quantitatively
as a function of the bias voltage as on the Fe ML. A systematic constant-current
spectroscopy study has been performed for the DL regime: The magnetic dI/dU
signal has been recorded as a function of the sample bias U at constant current
(closed feedback loop) above two domains and two different domain walls, respec-
tively. These constant-current spectroscopy curves are shown in Fig. 6.6(a). For
a quantitative measure of the magnetic contrast, the respective normalized mag-
netic asymmetries AdI/dU have been determined according to Eq. 6.1. They are
shown in Fig. 6.6(b).

AdI/dU on the DL domains reveals a broad maximum located around U ≈
−700 mV and becomes negative at U = −100 mV, indicating a magnetic contrast
reversal. The magnetic maps in Fig. 6.6(b) reveal that the magnetic contrast on
the DL domains flips when changing the sample bias from U = −700 mV to U =
−100 mV. In general, AdI/dU on the DL domain walls looks similar to AdI/dU on the
DL domains and is slightly decreased for negative bias. For both, DL domain walls
as well as DL domains, AdI/dU 6= 0 over a wide bias voltage range. Consequently,
the bulk Cr tip is sensitive to both the [110] out-of-plane magnetization direction
of the DL domains as well as the [001] in-plane magnetization direction of the
DL domain walls over a wide bias range. This is confirmed by magnetic dI/dU
maps for different bias voltages, that are shown in Fig. 6.6(c). Bright and dark
magnetic domains and domain walls are clearly visible in the magnetic dI/dU
maps at various bias voltages.

Interestingly, the magnetic domains and in particular the domain walls look
different at different bias voltages. For example, going from the bottom to the
top of the magnetic map at U = −200 mV in Fig. 6.6(c) a bright domain, a bright
domain wall, a dark domain, a dark domain wall, and a bright domain are visible.
(The walls are marked by arrows.) This magnetic contrast is consistent with
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the known underlying magnetic structure which is a spin spiral which rotates
through all directions in the (110) plane (c.f. Chap. 5). However, there are
some bias voltages, where both walls appear bright. For example, in contrast to
U = −200 mV, at U = +200 mV the upper domain wall appear brighter than
the bright domain. Hence, the differential conductance on both domain walls is
higher than on the bright domain. In the magnetic map at U = −100 mV both
domain walls appear strikingly dark, indicating a conductance that is lower on both
domain walls than on the darker domains. These observations cannot be explained
by a pure magnetic contrast arising from the tunneling magnetoresistance (TMR)
effect.
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It has already been observed, that – when imaged with a nonmagnetic tip – at
certain bias voltages adjacent domain walls on the Fe DL appear both bright [181,
209] or dark [181, 187, 188] in a dI/dU map. Hence, adjacent domain walls ex-
hibit a conductance significantly higher or lower than on the domains. This is
attributed to the local electronic structure of the Fe DL that depends on the
local orientation of the magnetization. Owing to spin-orbit coupling (SOC) the
electronic states contributing to the tunnel current depend on the magnetization
direction [187, 188]. It has been shown by theory that SOC leads to a magnetiza-
tion direction dependent hybridization of the minority bands with different orbital
character (dxy+xz and dz2-like states), thereby changing the local density of states
in the vacuum [187, 188]. Consequently, at a given sample bias voltage, on the do-
mains and the domain walls different electronic states with different vacuum decay
lengths may contribute to the tunnel current, resulting in different conductivities
(cf. Sec. 2.2.2). This tunneling anisotropic magnetoresistance (TAMR) can be
used for magnetic imaging with a non-magnetic tip, as has been demonstrated by
experiments [187, 188, 210].

A schematic drawing of possible conductance levels on the DL domains and
domain walls due to the SOC induced TAMR effect is shown in Fig. 6.7(a). Here,
the conductance on adjacent domain walls is significantly higher than that on the
domains allowing for domain wall imaging. However, as all domain walls exhibit
the same conductance level, domain walls of opposite magnetization direction
cannot be distinguished. In contrast, the distinctive feature of an in-plane mag-
netic contrast due to the TMR effect is the fact that domain walls of opposite
magnetization direction exhibit different conductance levels. This is illustrated in
Fig. 6.7(b), where adjacent domain walls exhibit different conductance levels and
also differ from the conductance level on the domains.

Probing with a magnetic tip both the TMR and the TAMR effect may con-
tribute to the tunnel current [210]. Consequently, the contrast in the dI/dU map
at a certain sample bias is a convolution of the magnetic and SOC-induced con-
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Figure 6.7: Schematic sketch of the TAMR and TMR effect. Conductance of do-
mains and domain walls owing to (a) tunneling anisotropic magnetoresistance (TAMR) and
(b) tunneling magnetoresistance (TMR). The surface magnetization direction is indicated by
the arrows.
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trast contributions. To separate the SOC-induced from the magnetic contribution
to a first approximation, a line section across two DL domain walls is described
by a profile of the form:

y(x) = y0 + ysoc + ysp
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, (6.2)

where y(x) is the dI/dU signal measured at a lateral tip position x, y0 is the
spin-averaged, ysoc is the SOC-induced [188] and ysp is the spin-polarized contri-
bution [193] to the dI/dU signal, ysoc,0 and ysp,0 are the respective amplitudes, xi is
the center position of the domain wall i (i = 1; 2), w is the domain wall width and
θtip is the angle between the tip magnetization direction and the surface normal.
The last term ysp is the profile of two 180◦ domain walls. It strongly depends on
the tip magnetization direction, as illustrated in Fig. 6.8. The underlying spatial
evolution of the DL magnetization angle θDL is shown in Fig. 6.8(b). For θtip = 0◦

the magnetic probe tip is only sensitive to magnetization directions pointing out
of the surface plane, resulting in a pure domain contrast with alternating bright
and dark domains, as observed for example with Gd-coated W-tips [207]. When
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Figure 6.8: Dependence of the domain wall profile on the tip magnetization direc-
tion. (a) Profile of two 180◦ domain walls for angles θtip = 0◦, 45◦, 90◦ with θtip being the
angle between the surface normal and the tip magnetization direction, as depicted in the inset.
Domain walls are indicated by shaded areas. (b) Corresponding spatial evolution of θDL of the
DL magnetization. The inset indicates the evolution of the magnetic moments.
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θtip = 90◦, only magnetization directions lying in the surface plane can be sensed,
resulting in a pure domain wall contrast with alternating bright and dark domain
walls, as observed for example with Fe-coated W-tips [207]. Interestingly, with a
tip magnetization canting angle θtip = 45◦, magnetization directions both lying
in and pointing out of the surface plane can be sensed, resulting in a magnetic
contrast on both the domain walls and the domains, as depicted in Fig. 6.8(a).

Figure 6.9(a) shows a magnetic dI/dU map recorded at U = +200 mV. A
line section across two adjacent DL domain walls is shown in the top panel of
Fig. 6.9(b). The tunneling conductance dI/dU on the two outer domains is higher
than on the inner domain, revealing the magnetic contrast of the domains. In
addition, the conductance on the first domain wall is higher than on the second,
indicating a magnetic contrast on the domain walls. However, the conductance on
both domain walls is higher than on the bright domains, hence both appear bright
in the dI/dU map. This can only be explained by the SOC-induced TAMR
effect. To separate the SOC-induced from the magnetic contribution, the data
has been fitted using Eq. 6.2. Fitting yields a spin-averaged dI/dU signal of
y0 = (9.314 ± 0.005) nS in accordance with the constant-current spectroscopy at
the applied bias voltage U = +200 mV (cf. Fig. 6.6(a)). The SOC part of the
fit (ysoc) is shown in the middle panel of Fig. 6.9(b). It reveals two peaks centered
on the domain wall positions, indicating that at U = +200 mV SOC induces a
higher conductance on the DL domain walls than on the DL domains. From the
fit, the SOC-induced contribution can be estimated to be about 5% of the total
(spin-averaged) dI/dU signal. The magnetic part of the fit (ysp) is shown in the
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Figure 6.9: Domain wall profile on the iron DL. (a) Magnetic dI/dU -map taken at
U = +200 mV. The magnetization structure on the DL is marked in the zoom inset. (b) (Top:)
Line section across two DL domain walls, averaged over the area marked in (a). Data were fitted
using Eq. 6.2. (Middle:) SOC induced part of the fit (ysoc). (Bottom:) Magnetic part of the
fit (ysp). (c) Spatial evolution of θDL of the DL magnetization, as determined from the fit. The
inset indicates the evolution of the magnetic moments. Domain walls are indicated by shaded
areas. I = 2 nA, T = 41 K.
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bottom panel of Fig. 6.9(b). It shows a magnetic contrast on both the DL domains
as well as on the DL domain walls, in accordance with the line profile of the raw
data. From the fit, the angle θtip is found to be (49.00 ± 0.09)◦ which is close
to the equal weighting of in-plane and out-of-plane sensitivity at θtip = 45◦ (cf.
Fig. 6.8). The magnetic asymmetry Asp = ysp,0/y0 [193] is calculated from the
fit parameter ysp,0 = (0.309 ± 0.004) nS, resulting in about 3%. Consequently, at
U = +200 mV the SOC-induced contribution dominates over the magnetic one.

The whole set of dI/dU maps shown in Fig. 6.6(c) has been fitted in this way
using Eq. 6.2 and all of the parameters [y0; ysoc,0; ysp,0;x1;x2;w; θtip] have been de-
termined as a function of the sample bias U . The bias-dependent magnetic asym-
metry Asp is shown in Fig. 6.10(a) and varies from a minimum absolute value of
2% to a maximum value of 17%. The SOC-induced contribution ysoc,0 normalized
to the spin-averaged dI/dU signal y0 as a function of the bias voltage is shown in
Fig. 6.10(b). Asoc = ysoc,0/y0 is generally a few percent. In addition, Asoc exhibits
oscillations around zero as a function of the sample bias. This bias-dependent
behavior is in accordance with theoretical studies predicting rapid oscillations of
the TAMR with bias voltage [211] and experiments revealing such oscillations in
a bias voltage range of 100 mV [212]. According to these bias-dependent changes
in sign, the domain walls in the corresponding dI/dU maps in Fig. 6.6(c) appear
dark for −200 mV< U < +150 mV, and bright otherwise.
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Figure 6.10(c) shows the ratio of the normalized SOC induced contribution
to the magnetic asymmetry, Asoc/Asp. It is a measure of the influence of the
SOC induced contribution to the domain wall profile with sample bias. Fig-
ure 6.10(c) shows that Asoc/Asp is largest around zero bias voltage, being approxi-
mately unity for positive sample bias voltages, but almost zero at higher negative
sample bias. For large Asoc/Asp, strong TAMR effects are expected. In contrast,
with Asoc/Asp ≈ 0 pure magnetic maps due to TMR are expected.

The angle θtip determined from the fits of the domain wall profiles at different
sample bias voltages is shown in Fig. 6.10(d). Besides the values at U = −150 mV
and U = −100 mV where the TAMR effect dominates (cf. Fig. 6.10(c)), θtip

varies only slightly with sample bias around a mean of (46 ± 9)◦. Here, θtip is
extracted from fits which include the SOC-induced contribution as an additive
correction (cf. Eq. 6.2). θtip can be determined most reliably at a sample bias
voltage, where the TAMR effect is negligible. As can be seen from Fig. 6.10(b)
and (c), at U = −200 mV there is no SOC-induced contribution to the dI/dU
signal. Consequently, this sample bias voltage can be used to extract the tip mag-
netization angle θtip reliably. At this voltage the lateral variation of the dI/dU
signal is only determined by the TMR effect depending on the relative orientation
between the tip and the sample magnetization. In Fig. 6.11(a) a magnetic dI/dU
map taken at U = −200 mV is shown. A line section across two adjacent DL do-
main walls is shown in Fig. 6.11(b). The data has been fitted with a profile of two
180◦ domain walls (given by Eq. 6.2 omitting ysoc). The fit yields a domain wall
width w = (7.2 ± 0.1) nm, which is consistent with previous investigations [193].
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Figure 6.11: Determination of the tip magnetization canting angle. (a) Magnetic map
taken at U = −200 mV. (b) Line section across two DL domain walls, averaged over the area
marked in (a). Fitting a profile for two 180◦ domain walls yields the domain wall width w and
the angle θ between the tip magnetization direction and the surface normal. The inset indicates
the magnetization direction of the tip and the spatial evolution of the magnetic moments along
the line section. I = 2 nA, T = 41 K.
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The angle is found to be θtip = (50.8 ± 0.9)◦. The relative orientation of the
tip and sample magnetization along the line profile is depicted in Fig. 6.11(b).
The bulk Cr tip exhibits a canted tip magnetization which is sensitive to surface
magnetization directions pointing out of the plane as well as lying in the surface
plane.

6.5 Tuning the magnetic sensitivity via the sam-

ple bias voltage

The bias-dependent contrast on the domain and domain walls indicates that the
magnetic sensitivity of the bulk Cr tip can be tuned using the sample bias voltage.
At U = −150 mV AdI/dU vanishes on the DL domains, whereas AdI/dU > 0 on the
DL domain walls, as shown in Fig. 6.12(a). This leads to a vanishing magnetic
contrast on the DL domains, but a striking magnetic contrast on the DL domain
walls, as shown in Fig. 6.12(b). Since the dI/dU signal level of the lower DL
domain wall coincides with that of the DL domains (due to the SOC induced
contrast), only the upper domain wall is visible. At U = −100 mV the magnetic
sensitivity is the opposite way round: AdI/dU vanishes on the DL domain walls,
and is inverted on the DL domains, as shown in Fig. 6.12(a). This results in no
magnetic contrast on the DL domains walls, but a striking magnetic contrast on
the DL domains, as can be seen in Fig. 6.12(c).

For both voltages, line sections across two adjacent DL domain walls on the DL
area have been taken, as shown in Fig. 6.12(b) and (c). The line profiles from the
dI/dU maps have been fitted using Eq. 6.2. The magnetic contributions from the
fit (ysp) are shown in the middle panel of Fig. 6.12(b) and (c). At U = −150 mV
the fit yields a tip magnetization angle θtip = (111 ± 2)◦. Hence, at this particular
bias voltage a dominant in-plane sensitivity of the bulk Cr tip is observed. At
U = −100 mV the fit yields a tip magnetization angle θtip = (175 ± 2)◦, that is
close to the alignment along the surface normal at θ = 180◦. Interestingly, also
the in-plane contrast on the monolayer domains vanishes at U = −100 mV, as can
be seen in AdI/dU and the magnetic map in Fig. 6.5. The bulk Cr tip exhibits an
almost exclusive out-of-plane sensitivity at a sample bias U = −100 mV.

These findings are explained within the concept of intra-atomic noncollinear
magnetism [213, 214]. The spin density is treated as a vector field which, if inte-
grated over the whole magnetic volume, gives the global magnetization, but may
vary within the magnetic volume. For example different orbitals of the same atom
can exhibit different spin quantization axes [215]. The experimental observations
can be interpreted in terms of tunneling from different orbitals of the probing atom
at the apex of the tip which, as a result of intra-atomic noncollinear magnetism,
exhibit different spin density orientations.
At U = −150 mV an unoccupied orbital of the tip with a spin density orientation
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Figure 6.12: Tuning the magnetic sensitivity via the sample bias voltage. (a) Mag-
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panel:) Schematic sketch of the magnetic sensitivity in dependence of applied sample bias volt-
age. I = 2 nA, T = 41 K.

(SDO) pointing almost parallel to the surface probes the density of states of the
sample leading to in-plane sensitivity. At U = −100 mV, another unoccupied tip
orbital with a SDO aligned with the surface normal yields out-of-plane sensitivity.
This explains also the lack of in-plane contrast on the Fe monolayer domains at
U = −100 mV (cf. Fig. 6.5(c)). For other sample bias voltages an almost equally
weighted in-plane and out-of-plane sensitivity with a mean θtip = (46 ± 9)◦ is
observed (cf. Fig. 6.10(d)). This indicates that the tunnel current flows through
orbitals with a SDO collinear with the global bulk Cr tip magnetization that is
canted by an angle θ to the surface normal, resulting in the observed combined
in-plane and out-of-plane sensitivity. Here, even the slight variation of the angle
with sample bias can be explained by slightly different weightings of the orbitals
contributing to the tunnel current.

A bias-dependent magnetic sensitivity has been observed with other probe tips
on the Fe DL on W(110). In Ref. [213, 214], a striking out-of-plane domain con-
trast at low bias voltages was found with an otherwise in-plane sensitive Fe/W-tip.
With Gd/W-tips, which are normally out-of-plane sensitive, some bias voltages
with a dominant in-plane contrast were found and explained within the concept
of intra-atomic noncollinear magnetism [213, 214].

In conclusion, my experiments demonstrate that bulk Cr tips can be sensi-
tive to all spatial magnetization directions, with tunable sensitivities to certain
magnetization directions at chosen sample bias voltages.
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6.6 Magnetic imaging at elevated temperatures

As demonstrated in the previous sections, both in-plane and out-of-plane surface
magnetism can be imaged using bulk Cr tips at low temperatures around 40 K.
As the Néel temperature of bulk chromium is TN = 311 K [31], the question arises
whether bulk Cr tips can be used for magnetic imaging at higher temperatures. On
the Cr(001) surface the in-plane magnetic sensitivity of bulk Cr tips has already
been demonstrated at room temperature [30]. In order to test the spatial magnetic
sensitivity of bulk Cr tips on the system of the combined Fe ML and DL on
W(110) at elevated temperatures, a temperature has to be chosen that is below
the Curie temperatures of both the Fe ML and the Fe DL. Whereas the DL is still
magnetically ordered at room temperature, Tc of the monolayer is ≈ 225 K [171,
174].

Figure 6.13(a) shows a topography image of the 1.5 ML Fe/W(110) system
probed with a bulk Cr tip at T = 184 K. ML and DL areas are visible. The
simultaneously recorded dI/dU map is shown in Fig. 6.13(b). Dark and bright
domains on the DL are visible, indicating an out-of-plane magnetic contrast. The
magnetization directions are indicated. Dark and bright domains are also visible
on the ML. The contrast in the dI/dU map is weak, so the line sections across
the two ML domains shown in Fig. 6.13(c) were averaged over the area marked
in (b). The mean dI/dU signals, indicated by the red and the green line, clearly
reveal a magnetic contrast on the ML domains. Both the in-plane and the out-of-
plane magnetic sensitivity of bulk Cr tips at T ≈ 200 K have been demonstrated.
Consequently, at T ≈ 200 K both the in-plane as well as the out-of-plane magnetic
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Figure 6.13: Magnetic imaging at T=184 K. (a) Topography image of the 1.5 ML
Fe/W(110) system. Monolayer (ML) and double layer (DL) areas are visible. (b) Simulta-
neously recorded dI/dU map, revealing magnetic contrast on the ML domains and the DL
domains. The magnetization structure on the ML and the DL is indicated. (c) Line section
(black data points) across the two ML domains, averaged over the area marked in (b). The
mean dI/dU signal averaged over the data points of the respective domain is indicated by the
red and the green line. U = +100 mV, I = 2 nA, T = 184 K.
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sensitivity of bulk Cr tips have been demonstrated. Bulk Cr tips can be used for
investigations of surface magnetism over a wide temperature range.

6.7 Conclusion

By employing bulk Cr tips it is possible to detect all of the spatial magnetization
directions provided by Fe mono- and double layers on W(110) over a wide bias
voltage range, with tunable sensitivities to certain magnetization directions at
appropriate sample bias voltages. In addition, bulk Cr tips exhibit an in-plane as
well as an out-of-plane magnetic sensitivity over a wide temperature range.

Numerous control experiments have been performed at low temperatures by
inserting different tips or applying short voltage pulses between the tip and the
sample, leading to morphology, electronic, and magnetic alterations of the tip
configuration. A magnetic contrast was always observable on all of the ML and DL
features. It is characteristic that bulk Cr tips can never be purely in-plane or out-
of-plane sensitive, but they exhibit a magnetization that is tilted in space. Their
canted tip magnetization qualifies them for investigations on unknown magnetic
configurations after characterization on a reference system like Fe/W(110).

The final tip preparation can be carried out in situ by applying short voltage
pulses. Hence, in contrast to thin-film coated tips (cf. Se. 4.3), bulk Cr tips do
not require an extensive in situ preparation. As a consequence, a tip exchange
mechanism is no longer mandatory for SP-STM investigations using bulk Cr tips.
This opens new perspectives for standard scanning tunneling microscopes, since
any conventional STM can be extended by spin-sensitivity by employing a bulk
Cr tip.
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Chapter 7

Imaging and Switching Iron
Nanomagnets by SP-SFEM

As discussed in Sec. 3.4.1, the combination of a point-like magnetic field emitter
with a magnetic collector in an SP-STM setup has been reported recently [23]. The
authors demonstrated that magnetic imaging mediated by exchange-split field-
emission resonance (FER) states is possible by means of spin-polarized conduc-
tance measurements. Their spin-polarized scanning field emission microscopy (SP-
SFEM) study was performed on a bulk-like Fe/W(110) surface. As demonstrated
in Sec. 3.3, the evolution of the FER states is purely a surface effect. An electron
in an FER state is multiply reflected at the vacuum and surface potential. Here,
the spin-dependence of the FER state is only determined by the spin-dependent
reflectivity of the surface (cf. Sec. 3.3.1 and Sec. 3.4.1). In principle, a single
atomic layer of a magnetic material should be sufficient to generate an exchange
splitting of the FER state energy. The question arises as to whether magnetic
structures that are ultimately only one atomic layer thick can be imaged by SP-
SFEM.

The spin-polarized field-emitted electrons penetrate the magnetic surface at
relatively high energies compared to the Fermi level of the surface, as can be seen
in Fig. 3.8. The interesting question is whether it is possible to detect inelastic
interactions of spin-polarized field-emitted electrons with magnets by SP-SFEM
and how the latter will be affected by spin-polarized field emission.

I used the sample system Fe/W(110) as in Ref.[23], but reduced the dimensions
of the ferromagnet laterally from hundreds of nanometers down to a few nanome-
ters and vertically from about 40 ML to 1 ML. The samples were the well-known
Fe nanomagnets on W(110), which were introduced in Sec. 5.2.
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7.1 Identification of field-emission resonance states

In order to identify the FER states of the system of Fe/W(110) nanoislands, a
spectroscopy study has been performed on both the clean W(110) substrate as
well as on the Fe nanoislands.

Generally, a spectroscopy experiment is realized by ramping the sample bias U
from an initial to a final voltage and determining the differential conductance
dI/dU(U) by means of the lock-in technique. As discussed in Sec. 3.4, when
ramping the sample bias U in field emission, the FER states give rise to peaks in
the differential conductance dI/dU(U). Whereas conventional low bias tunneling
spectroscopy is performed at constant height revealing the surface LDOS at a
certain distance to the surface (cf. Sec. 2.2.2), in field emission ramping the sample
bias U at a fixed tip-sample distance d would result in a drastic increase in the
electric field between the tip and the sample (∝ U/d). However, the energetic
positions of the FER states are expected to depend crucially on the electric field
(cf. Chap. 3). Hence, changing the electric field during spectroscopy would shift
the FER states, making their detection unfeasible. Consequently, field-emission
spectroscopy has to be performed at constant electric field.

According to Eq. 3.13 the current in the field emission regime depends solely
on the electric field. Hence, keeping the current constant should in turn keep the
electric field constant. Experimentally, this is realized by keeping the feedback on
while ramping the sample bias from the initial to a final voltage [108, 131]. Hence,
with increasing sample bias the tip is retracted from the surface in a way that
keeps the current constant. In this way, the electric field between tip and sample
is preserved approximately constant.

Here, the bias was ramped between U = 1 and 10 V at a fixed current of 2 nA
and both the tip-sample distance variation ∆z(U) and the differential conduc-
tance dI/dU(U) have been recorded simultaneously. The spectroscopy curves for
the Fe/W(110) nanoisland and the W(110) substrate are shown in Fig. 7.1(a).
For both Fe/W(110) and the W(110) substrate, ∆z(U) increases with increasing
sample bias. In addition, a step-like behavior of ∆z(U) is observed, as shown in
the top panel of Fig. 7.1(a). At the energetic positions of the steps in ∆z(U),
peaks in the differential conductance dI/dU(U) develop, as can be seen in the
bottom panel of Fig. 7.1(a). The distance between successive peaks and steps de-
creases with increasing sample bias. Furthermore, the steps in ∆z(U) and peaks
in dI/dU(U) occur at different energetic positions for the Fe/W(110) nanoisland
and the W(110) substrate.

As shown in the top panel of Fig. 7.1(a), the tip-sample distance ∆z(U) in-
creases only slowly between U = 1 and ≈ 3 eV. At higher voltages the increase is
considerable, which is a typical characteristic of the field emission regime in an
STM setup [138]. Hence, the spectroscopy curves between U = 1 and 10 V show
the transition between the tunneling regime at low bias and the field emission



7.1. IDENTIFICATION OF FIELD-EMISSION RESONANCE STATES 67

0

1

2
∆

z
[n

m
]

2 4 6 8 10
0

5

10

15

20

dI
/d

U
[n

S
]

U [V]

φs6

a) b)

eU

n=1

n=2
n=3

a) b) tip sample

eU

n=1

n=2
n=3

1
2

4
3

5

3 nm

EF,t

En

EF,s

1
2

3
4 5

W(110)
Fe/W(110)

φt

Figure 7.1: Field-emission resonance states on an iron island and the W(110) sub-
strate. (a) ∆z(U) and dI/dU(U) recorded above the island (red) and the substrate (black).
Inset: Topography image. U = 200 mV, I = 2 nA, T = 35.6 K, bulk Cr-tip. (b) Schematic of
the electronic confinement between tip and sample. The real potential well (blue line) is ap-
proximated by a triangular potential (black line). Energetic positions En of the FER states are
indicated. φt, φs: work functions of tip and sample, EF,t, EF,s: Fermi levels of tip and sample.

regime at high bias voltages. In Fig. 7.1(a), an approximately linear behavior of
∆z(U) is observed at higher voltages. According to a theoretical study on the
influence of the shape of the probe tip on the ∆z(U) characteristic in field emis-
sion [216], this indicates a relatively blunt probe tip generating a homogeneous
electric field between the tip and the sample: Whereas a planar tip generates
a linear behavior of ∆z(U) like a parallel plate capacitor, a spherical tip would
induce an upward bending of ∆z(U) which would be the stronger the smaller the
tip radius [216].

Increasing the sample bias from U = 1 V to 10 V results in an overall increase
of the tip-sample distance by ∆z ≈ 2.5 nm (cf. Fig. 7.1(a)). So, in order to hold
the same current value as in the tunnel contact at U = 1 V, the tip has to retract
more than 2 nm in field emission. This is a significant increase in the tip-sample
distance compared to tunneling experiments, where the distance is only a few Å.
Tunneling experiments at low bias would not even be possible at this nanometer
distance since the tunnel current I decreases by about one order of magnitude per
Å [32], resulting in a decrease of the tunnel current by 20 orders of magnitude for
an increase in the tip-sample distance by 2 nm.

In addition to the overall increase of the tip-sample distance with bias voltage,
steps in ∆z(U) and peaks in the differential conductance dI/dU(U) are observed,
as shown in Fig. 7.1(a). As discussed in Sec. 3.4, whenever the sample bias coin-
cides with the energetic position of an FER state during ramping, an additional
transmission channel opens. This results in a drastic increase of the emission cur-
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rent. As a consequence, the tip has to retract considerably in order to keep the
current at I = 2 nA. Hence, the FER states give rise to a series of pronounced
steps in ∆z(U). According to the additional transmission channel and the related
increase of conductance, at each step a local maximum evolves in the dI/dU(U)
channel, as observed in the bottom panel of Fig. 7.1(a).

For the W(110) substrate there are five local maxima of the dI/dU(U) signal
in the energy window between 4 and 10 V corresponding to the first five FER
states. On the Fe/W(110) island, in the same energy window, the first six FER
states are observed. For both W(110) and Fe/W(110) the height and the width
of the FER peaks decrease with increasing sample bias and order n. For example,
on W(110) the full width at half maximum (FWHM) is 500 meV for n = 1 and
200 meV for n = 5. For Fe/W(110) the FWHM is 400 meV for n = 1 and 160 meV
for n = 5. In conventional low bias inelastic electron tunneling spectroscopy
the FWHM can be used to determine the intrinsic linewidth Γ of the electron
excitation. Here, the experimentally observed linewidth is given by FWHM=
√

(1.7Umod)2 + (5.4kBT/e)2 + Γ2, where Umod is the modulation voltage used for
the lock-in technique, kB is the Boltzmann constant and T is the temperature [217].
Applying this formula to the field-emission spectroscopy data with Umod = 40 mV
and T = 36 K results in ΓW(110) = 496 meV and ΓFe/W(110) = 395 meV for n = 1.
However, from two-photon photoemission experiments the intrinsic linewidths of
the n = 1 image-potential state (IPS) on W(110) and bulk Fe(110) are known
to be a factor of 5 and 4 smaller [122, 218]. As discussed in Chap. 3, owing to
the electric field in an STM setup these IPS are transformed into FER states
Stark-shifted to higher energies, which is expected to result in a reduction of the
lifetime and a concomitant linewidth broadening [22]. However, a combined two-
photon photoemission and STM study [145, 219] revealed only a broadening by a
factor of 2 due to the electric field, which has also been verified theoretically [22].
Here, the intrinsic linewidth of the first FER state in the STM setup was reliably
determined by analyzing the phase coherence length of standing wave patterns.
Interestingly, the linewidth of the same FER state on the same sample system
determined from the peak in the spectroscopy data was also found to be broadened
by a factor of 5 [220]. Consequently, the above FWHM formula for low bias
constant height spectroscopy data is not valid for field-emission spectroscopy.
Recently, a first attempt has been made to develop a qualitative understanding of
the overall shape of the FER peaks in a dI/dU(U) spectrum [220]. The authors
expect the peak shapes to be strongly influenced by the dynamic constant-current
measurement method. To date, the overall shape of the field emission dI/dU(U)
curve is not fully understood and simulating quantitatively such an FER spectrum
is an ongoing challenge.

For both W(110) and Fe/W(110), the distance between two successive peaks
in the dI/dU(U) spectrum in Fig. 7.1(a) decreases with increasing order n. This
can be understood within a simple model describing the vertical confinement of
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the FER states between the tip and the sample. The potential well given by the
surface and the vacuum potential can be approximated by a triangular potential,
as depicted in Fig. 7.1(b). As discussed in Sec. 3.3.2, the quantized energies En

in a triangular potential scale with n2/3 [124], and the distance between successive
FER states is expected to decrease with order n within this approximation.

The differences in the spectra of W(110) and Fe/W(110) in terms of peak
position and peak distances can also be understood within the simple model of
a triangular potential. Its onset is given by the work function φs of the sample
surface, as depicted in Fig. 7.1(b). Corresponding to the different work functions
of W(110) and Fe/W(110), the electric field (represented by the slope of the
potential) at a given distance from the surface differs. Consequently, the two
materials generate different potential wells above the surface and thereby different
resonance conditions for the FER states. The FER series starts at a lower energy
on the Fe/W(110) nanoisland than on the W(110) substrate, indicating a lower
work function φisland on the island than on the substrate. The distances between
successive FER peaks in the dI/dU(U) spectrum on the Fe/W(110) nanoisland
are larger than for the W(110) substrate indicating a higher electric field above
the island.

The effective electric field above the Fe/W(110) nanoisland and the W(110)
substrate can be determined from the spectra. By neglecting the influence of the
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image potential and assuming an infinitely high potential barrier on the bulk side,
the potential between the tip and the sample is approximated by a triangular
potential well, whose slope is correlated to the electric field strength F according
to Eq. 3.19, as depicted in Fig. 7.2(a). As discussed in Sec. 3.3.2, the solutions
of the Schrödinger equation for the quantum-mechanical problem of an triangular
potential well are Airy functions, whose Eigenvalues are given asymptotically
for high n by Eq. 3.20. Adding the sample work function φs to the asymptotic
solutions En of the Airy functions results in the energetic positions Un of the FER
peaks:

Un =
φs

e
+ α[n− 1

4
]

2

3F
2

3 , (7.1)
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2
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3 being a constant [130].
According to Eq. 7.1 plotting the FER peak positions Un as a function of

[n− 1
4
]

2

3 should result in a straight line, whose slope is proportional to F
2

3 . Hence,
the electric field strength F can be determined. In Fig. 7.2(b), the FER peak
positions Un for both the W(110) substrate and the Fe/W(110) nanoislands are
plotted as a function of [n− 1

4
]

2

3 . The experimental data do not show a linear
dependance. Whereas the highest FER states almost lie on the line, the lower FER
states are shifted considerably to lower energies. Obviously, a correction of the
assumed triangular potential is needed for the low n states. As already discussed
in Chap. 3, the image potential mainly influences the low n FER states, as their
weight of the wavefunction is closest to the surface where the image potential is the
strongest. As depicted in Fig. 7.2(c), the FER states with low quantum number n
are thereby shifted to lower energies compared to their energetic position in a pure
triangular potential, whereas the high n states remain unaffected. Consequently,
the deviation of the low n FER peak positions Un from the line is attributed to
the influence of the image potential, that has been neglected in the model.

However, the influence of the image potential on the sixth FER state is ex-
pected to be very small and F can be calculated from the energetic position Un=6

using Eq. 7.1. Above the W(110) substrate the electric field strength is Fsubstrate =
(1.928 ± 0.005) V/nm, assuming a work function φW(110) = 5.25 eV [218]. For the
Fe/W(110) nanoisland, with φFe(110) = 5.12 eV [122], Fisland = (1.972±0.006) V/nm.
Thus, the electric field strength above the Fe/W(110) nanoisland is slightly higher
than on the W(110) substrate. With the respective value for φ and F Eq. 7.1 yields

U triangular
n = 5.25 V + α[n− 1

4
]

2

3 (1.928 V/nm)
2

3 for W(110) , and

U triangular
n = 5.12 V + α[n− 1

4
]

2

3 (1.972 V/nm)
2

3 for Fe/W(110) .

(7.2)

U triangular
n indicates the peak positions of the FER states in the case of a purely

triangular potential with the corresponding electric field strength Fisland/ substrate.
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It is plotted as a straight line for both the W(110) substrate and the Fe/W(110)
nanoisland in Fig. 7.2(b). Defining

∆Un = Un − U triangular
n (7.3)

gives the deviation of the data points Un from their expected positions U triangular
n

in a pure triangular potential according to Eq. 7.2. ∆Un is shown in the inset of
Fig. 7.2(b) for both the W(110) substrate and the Fe/W(110) nanoisland. It is a
measure of the modification of the FER state of order n by the image potential.
For both, ∆Un is considerably high for n = 1 but decreases quickly with increasing
order n. This is reasonable, as the influence of the image potential is expected to
decrease with order n resulting in a dominating electric field for high n.

As shown in the inset of Fig. 7.2(b), the absolute value of ∆Un is larger for
the Fe/W(110) nanoisland than for the W(110) substrate. Hence, the low FER
states of the nanoisland are shifted to lower energies than the FER states of the
substrate. This indicates, that the image potential of the Fe/W(110) nanoisland
has a stronger influence on the FER states than the image potential of the W(110)
substrate.

In summary, the FER states – though being located nanometer distances away
from the surface in vacuo – are strongly influenced by the local electronic proper-
ties of the surface and the respective potential landscape in front of the surface.
Consequently, a monolayer island consisting of only about 60 iron atoms exhibits
a completely different FER spectrum to that of the tungsten substrate.

7.1.1 Spin-resolved spectroscopy

Along with the strong influence of the local electronic properties also the magnetic
properties of the nanoisland are expected to have an influence on the FER states.
The question arises whether it is actually possible to detect experimentally any
exchange splitting of the FER states above the nanomagnet.

In Fig. 7.3(a) a topography of an individual Fe nanomagnet on a clean W(110)
substrate textured with a magnetic map is shown. On the nanomagnet a typical
stripe pattern is observed. As explained in Chap. 5, it reflects the thermally-
induced magnetization switching between two states (0 and 1) when imaged line
by line.

As sketched in Fig. 7.3(a), the magnetic tip has been positioned above the
center of the nanomagnet and spin-resolved field-emission spectroscopy has been
performed. To identify the FER states of the nanomagnet, the bias is ramped
between U = 1 and 10 V at a fixed current of 2 nA. Recording both the tip-sample
distance variation ∆z(U) and the differential conductance dI/dU(U) reveals six
steps in ∆z(U) along with six peaks in dI/dU(U), as can be seen in Fig. 7.3(b).
As already discussed in Sec. 7.1, they indicate the first six FER states on the
nanomagnet.



72
CHAPTER 7. IMAGING AND SWITCHING IRON NANOMAGNETS BY

SP-SFEM

Figure 7.3: Spin-resolved field-emission resonance states on an iron nanomagnet
(a) Sketch of the experimental setup and topography of a Fe/W(110) nanomagnet, textured
with a magnetic map. The nanomagnet frequently switches between two states (red and green).
The fast scanning direction of the tip is along x. (b) ∆z(U) and dI/dU(U), revealing the first
six field emission resonances. (c) First FER peak. It changes as the nanomagnet switches its
magnetization. I = 2 nA, T = 38.8 K, Cr/W-tip.

The first FER peak is shown in Fig. 7.3(c) in more detail. Several dI/dU
spectroscopy curves are taken, each of them exhibiting sudden jumps. Plotting
them on top of each other reveals that two peaks can be constructed, with the
signal jumping between them. The jumping rate is comparable to the switching
rate of the nanomagnet as observed from its switching behavior when imaged line
by line in Fig. 7.3(a). Consequently, the jumps indicate switching events of the
nanomagnet, with the FER peak slightly changing in terms of position and height.
This finding indicates a significant overlap of two exchange-split FER peaks that
reflect the magnetization of the underlying nanomagnet. Due to their strong
overlap, both FER spin states are accessible for a fixed energy by the respective
spin-polarized field-emitted electrons. A strong overlap has also been observed
for exchange-split image-potential states. For example, on a bulk Fe(110) surface,
spin-resolved inverse photoemission measurements have revealed a linewidth of
(140±10) meV for the spin ↓ state and (70±10) meV for the spin ↑ state, whereas
the binding energies are only split magnetically by (57 ± 5) meV [115].

As shown in Fig. 7.3(c), an effective splitting ∆Eexp
↓↑ can be determined from

the shifting of the peak position, resulting in about 14 meV. Consequently, the
FER state of atomic-scale iron magnets already exhibit a significant exchange
splitting.

Above the bulk-like Fe(110) surface, spin-polarized field-emission spectroscopy
in an SP-STM setup revealed a ∆Eexp

↓↑ = 25 meV [23], whereas photoemission
experiments on the same system yield values ranging from (57 ± 5) meV [115] to
(85 ± 20) meV [218]. Consequently, the exchange splitting found in SP-SFEM
is about 40 to 30 % smaller, though the applied electric field in SP-SFEM is
expected to increase the splitting compared to the field-free case in photoemission
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experiments (see Sec. 3.3.3). On the pseudomorphically grown monolayer island,
the exchange splitting of the first FER state may differ from the value on the
bulk Fe(110) surface, since a different spin-dependent electronic structure of the
nanoisland will result in a different spin-dependent behavior of the FER state (cf.
Sec. 3.3.1 and Sec. 3.3.3). After pulsing the probe tip and again determining the
exchange splitting of the first FER above the same nanomagnet, ∆Eexp

↓↑ = 24 meV
was found. Obviously, the experimentally determined value of ∆Eexp

↓↑ in SP-SFEM
depends on the configuration of the individual probe tip, and in particular on the
spin polarization of the tip.

The influence of the spin polarization of the tip and the relationship between
the intrinsic and the experimentally determined exchange splitting is illustrated
in Fig. 7.4. If only spin ↑ (or spin ↓) electrons are available, as in the case of a
total spin polarization, pure spin ↑ (spin ↓) FER states are probed, as depicted
in Fig. 7.4(a). The intrinsic exchange splitting ∆E↓↑ between both can be deter-
mined. As discussed above, the exchange-split FER states exhibit a significant
overlap and at a given energy both are accessible to the respective spin-polarized
field-emitted electrons. Hence, probing with an unpolarized tip results in only one
spin-averaged FER peak with its maximum lying in the middle of the exchange-
split FER states, as depicted in Fig. 7.4(b). The situation for a finite tip polariza-
tion is shown in Fig. 7.4(c). According to the spin polarization, the contributions
of the spin ↑ and spin ↓ state are weighted, resulting in an FER peak whose maxi-
mum is shifted with respect to the pure spin ↑ and spin ↓ peaks, for example being
closer to the spin ↑ maximum. By inverting the spin polarization, the weighting
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Figure 7.4: Relation of intrinsic and experimentally determined exchange splitting
of FER states. (a) Sketch of the resulting spin ↑ (green) and spin ↓ (red) FER peaks when
probed with a 100 % tip spin polarization. The spin-splitting ∆E↓↑ can be determined. (b) A
vanishing tip polarization results in a spin-averaged FER peak. (c) With a finite spin polar-
ization, the contributions of the spin ↑ and spin ↓ state are weighted accordingly, resulting in
an FER peak e.g. being closer to the spin ↑ maximum (light grey). Inverting the polarization
results in an FER peak e.g. being closer to the spin ↓ maximum (dark grey). The spin-splitting
∆Eexp

↓↑ of these two FER peaks (right) is smaller than ∆E↓↑ (left).
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of the two spin channels is inverted, resulting in an FER peak that is now closer
to the spin ↓ maximum. Consequently, the splitting ∆Eexp

↓↑ of these two resulting
FER peaks is smaller than the intrinsic exchange splitting ∆E↓↑. As a result, the
value of the FER exchange splitting determined by SP-SFEM depends critically
on the individual tip polarization.

However, with knowledge of the spin polarization, the intrinsic exchange split-
ting can be estimated from the experimental value: In a small energy window
around the maximum of the peak, the dI/dU signal can be approximated by a
parabola:

f±(E) = b− a

(

E ± ∆E↓↑

2

)2

, (7.4)

where b and a are constants and E = eU is the energy. The two intrinsic peaks
f± contribute to the experimentally probed peaks g+ and g− according to the tip
polarization P :

g± =
1 + P

2
f± +

1 − P

2
f∓ . (7.5)

The experimentally observed exchange splitting ∆Eexp
↓↑ is determined by the sep-

aration of the maxima of g+ and g−, resulting in ∆Eexp
↓↑ = P∆E↓↑. Hence,

∆E↓↑ = P−1∆Eexp
↓↑ . (7.6)

On the thermally switching Fe/W(110) nanomagnet the tip-sample distance
varies by ∆z = (12 ± 2) pm according to its magnetic orientation with respect
to the stable tip magnetization. According to Ref. [33] φ = 3.1 eV is a typical
apparent barrier height for a Cr/W-tip and an Fe/W(110) nanomagnet [33], so
the effective spin polarization P = tanh(1.025 eV−1/2Å−1

√
φ∆z/2) [46] can be

determined, resulting in P = (0.11±0.02). With this estimate for P and ∆Eexp
↓↑ =

(14.2 ± 0.2) meV, the intrinsic exchange splitting of the first FER state above the
Fe nanoisland can be estimated to ∆E↓↑ = (135 ± 23) meV.

As mentioned above, photoemission experiments on a bulk Fe(110) surface
found values for ∆E↓↑ ranging from (57 ± 5) meV [115] to (85 ± 20) meV [218].
In contrast to SP-SFEM experiments, photoemission experiments are performed
without an electric field [25]. As the electric field is expected to increase the
exchange splitting (cf. Sec. 3.3.3), the values determined in SP-SFEM can-
not be directly compared to the results of photoemission experiments. How-
ever, Hanuschkin et al. have calculated the exchange splitting of FER states
on the Fe(110) surface as a function of the electric field [125]. As discussed in
Sec. 7.1, the electric field between the tip and the sample can be estimated using
Eq. 7.1. On this particular Fe/W(110) nanomagnet, Un=6 = 9.51 V, resulting in
F = 1.7 V/nm. At this field strength, the authors found ∆E↓↑ ≈ 200 meV. Con-
sequently, the exchange splitting of the first FER state on the Fe nanoisland is
similar to that on the bulk Fe(110) surface. Hence, reducing the dimensions of
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a bulk ferromagnet to one monolayer vertically and a few tens of atoms laterally
does not significantly reduce the exchange splitting of the FER states.

7.2 Magnetic imaging of iron nanomagnets

In Fig. 7.3(c) it has been shown, that the FER peak above the Fe/W(110) nano-
magnet changes slightly in terms of position and height when the underlying nano-
magnet switches its magnetization. Hence, at a fixed sample bias U the dI/dU
signal within the exchange-split FER peaks depends on the relative orientation
of the stable tip magnetization and the actual magnetization of the nanomagnet.
The question arises whether this difference in the dI/dU signal on the nanomag-
nets at a fixed sample bias is adequate for magnetic imaging.

An overview magnetic dI/dU map around the nanomagnet of Fig. 7.3 has been
recorded with spin-polarized tunneling electrons at U = 100 mV. It is shown in
Fig. 7.5(a). On the nanomagnets a typical stripe pattern is observed. As explained
in Chap. 5, it reflects the thermally-induced magnetization switching between two
states when imaged line by line. As the switching frequency depends on the island
size and shape, each nanomagnet exhibits its own characteristic stripe widths. A
line section taken across the center nanomagnet is shown in Fig. 7.5(b). On the
nanomagnet, two discrete conductance levels are found, as shown in the inset of
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Figure 7.5: Magnetic imaging by SP-STM and SP-SFEM. dI/dU -map recorded with
(a) spin-polarized tunneling electrons at U = 100 mV and (c) spin-polarized field-emitted elec-
trons at U = 4.6 V. The fast scanning direction is horizontal, the slow scanning direction vertical.
(b) and (d) dI/dU line sections along the boxes in (a) and (c). I = 2 nA, T = 38.8 K, Cr/W-tip.
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Fig. 7.5(b). They reflect the actual magnetic orientation of the nanomagnet with
respect to the stable tip magnetization. Here, each data point represents a line
scan along the horizontal direction in Fig. 7.5(a). Hence, the line section across
the nanomagnet indicates the nanomagnet being in the antiparallel configuration
for some scan lines, switching to the parallel configuration for some subsequent
scan lines and so forth.

The same sample area has been imaged with spin-polarized field-emitted elec-
trons at U = 4.6 V. The resulting map of the spin-polarized field emission con-
ductance dI/dU is shown in Fig. 7.5(c). The nanomagnets appear blurred with
no clear border to the surrounding substrate. However, in the center of the nano-
magnets a faint stripe pattern is visible, reflecting the change of magnetization
between the tip and the sample while recording the image line by line. A line
section taken across the center nanomagnet is shown in Fig. 7.5(d). The inset in
Fig. 7.5(d) clearly reveals that two conductance levels are found on the nanomag-
net, indicating that the magnetization switches while scanning line by line.

Figure 7.5(d) also indicates that the spin-averaged contribution to the field
emission conductance dI/dU changes significantly both between the nanomagnet
and the substrate and also on the nanomagnet. The magnetic contribution causes
only a small additional variation of the dI/dU signal on the island, resulting in
the faint stripe pattern in the dI/dU map. The line section of the SP-STM map
shown in Fig. 7.5(b) reveals that the spin-averaged contribution to the tunneling
conductance dI/dU changes only slightly within the nanomagnet. As a result,
the magnetic switching is clearly visible and the nanomagnets appear as pro-
nounced islands clearly separated from the surrounding substrate in the SP-STM
dI/dU -map of Fig. 7.5(a). In the SP-SFEM image of Fig. 7.5(c) the strong lateral
variation of the field emission conductance dI/dU results in a blurry appearance
of the nanoislands.

The differences in the appearance of the nanoislands in the two dI/dU -maps
reflect the different imaging techniques. SP-STM uses tunneling electrons, that
are mainly influenced by the local electronic density of states at the Fermi level
of the surface (see Sec. 2.2.1). The latter changes on an atomic scale between
the substrate and the nanoisland but stays approximately constant over the is-
land. In contrast, imaging in SP-SFEM is mediated by the FER states located
in vacuo above the sample. They are influenced mainly by the local electronic
surface potential [221] (cf. Sec. 3.3). As shown in Sec. 7.1, the work functions
of the substrate and the nanomagnets differ significantly. In order to fulfill the
continuity conditions, the corresponding lateral potential landscape has to change
smoothly, and so do the FER states. Hence, along with the energetic position of
the FER peak also the corresponding emission conductance dI/dU depends on the
local surface potential. Consequently, the dI/dU signal in the SP-SFEM image
is dominated by contributions from spin-independent electronic features. Never-
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theless, the magnetic information is available in the spin-polarized field emission
conductance.

Generating magnetic maps in SP-SFEM

As discussed above, the conductance dI/dU may be influenced, or even domi-
nated, by spin-independent contributions reflecting the site-dependent electronic
configuration between the tip and the sample. However, when the magnetization
of the sample switches frequently, a magnetic map can be derived from the raw
data, shown in Fig. 7.6(a). In order to separate the spin-independent contribu-
tions to dI/dU from purely magnetic features, a Savitzky-Golay smoothing filter
is applied perpendicular to the fast scanning direction. The result is shown in
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Figure 7.6: Generating magnetic maps. (a) dI/dU raw data, (b) non-magnetic map
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Fig. 7.6(b). The filtered data represent the spin-independent, purely electronic
contributions to the dI/dU signal. As discussed above, in SP-SFEM the site-
dependent electronic configuration between the tip and the sample is mainly de-
termined by the local electronic potential. Hence, Fig. 7.6(b) represents a map of
the local effective potential variation between the tip and the sample. Subtract-
ing this image of non-magnetic features from the raw data yields the magnetic
map, shown in Fig. 7.6(c). The difference signal is ≈ 0 nS on the substrate. This
indicates that on the W(110) substrate there are only spin-independent, purely
electronic contributions to the dI/dU signal, which is expected as W(110) is non-
magnetic. On the nanomagnets the difference signal jumps between positive and
negative values, reflecting the magnetization switching of the nanomagnets. This
can also be seen in the line section in Fig. 7.6(d). Map regions with the dif-
ference signal exceeding a certain threshold around zero are denoted as state 1
(positive values) or state 0 (negative values), respectively. For comparison, the
same procedure is applied to the dI/dU raw data taken with spin-polarized tun-
neling electrons at U = 100 mV, see the lower images in Fig. 7.6(a-c). Again a
Savitzky-Golay filter is applied perpendicular to the fast scanning direction, and
subtracting the result from the raw data yields the magnetic map. Figure 7.6(d)
shows a line section, where the difference signal is again ≈ 0 nS on the substrate,
with jumps between positive and negative values on the nanomagnet due to its
switching. Applying the same procedure as for the SP-SFEM magnetic map, the
stripe pattern on the nanomagnets is clearly visible in Fig. 7.6(c).

7.2.1 Comparison with SP-STM

Deriving the purely magnetic information by generating magnetic maps from SP-
SFEM and SP-STM dI/dU signals allows the two magnetic imaging methods to
be compared. Figure 7.7(a) shows an SP-SFEM magnetic map textured onto the
topography taken with spin-polarized field-emitted electrons at U = 4.6 V. For
comparison, an SP-STM image of the same area taken with tunneling electrons
at U = 100 mV is shown in Fig. 7.7(b). In both images, the substrate shows no
magnetic features, whereas the characteristic magnetic stripe pattern can be seen
on each of the nanomagnets.

As can be seen in the zoom of Fig. 7.7(c), the corrugation is slightly enhanced
in the SP-SFEM topography. As extracted from the line sections of Fig. 7.7(c), the
lateral dimension is offset by about 1 nm, and the effective corrugation is increased
by a factor of 1.5 for U = 4.6 V. At U = 4.6 V imaging is performed at a sample
bias that coincides with the FER peak on the nanomagnets, whereas the FER peak
position on the substrate is offset by about 0.5 V (cf. Fig. 7.1). Consequently,
when the probe tip scans the sample, the conductance drastically increases when
approaching a nanomagnet, provoking an anomalously strong tip retraction at the
edge of the nanomagnet. Likewise, the probe tip has to considerably approach the
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Figure 7.7: Comparison of the magnetic imaging by SP-SFEM and SP-STM. (a) SP-
SFEM topography and magnetic map, recorded at U = 4.6 V. (b) SP-STM topography and
magnetic map, recorded at U = 100 mV. Characteristic stripe patterns evolve on the nano-
magnets. (c) Zoom to one nanomagnet, imaged by SP-SFEM (left) and conventional SP-STM
(right). The topography line sections show an increase in apparent height and lateral dimen-
sions. I = 2 nA, T = 38.8 K. (d) Trace section of the magnetic telegraph noise recorded on
the nanomagnet of c) using SP-SFEM (top) and SP-STM (bottom). I = 2 nA, T = 39.4 K,
Cr/W-tip.

substrate when leaving the nanomagnet, as the conductance drops drastically on
the substrate. Hence, the anomalous corrugation of the nanomagnets results from
their resonant imaging whereas the tungsten substrate is imaged off-resonance.
Such a dependence of the corrugation on the field emission resonance condition
has been observed also in other sample systems [141, 142].

In order to compare the signal quality of SP-SFEM to that in conventional
SP-STM, the magnetic tip is positioned stationary above the nanomagnet shown
in Fig. 7.7(c). Recording the magnetic dI/dU(t) signal as a function of time t
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allows for the observation of the temporal magnetization evolution, as can be
seen in Fig. 7.7(d). Two sections of the dI/dU(t) raw signal are shown, one
recorded by SP-SFEM using field-emitted electrons, and one by conventional SP-
STM using low-energy tunneling electrons. A characteristic telegraph noise is
observed, with the signal changing abruptly between two discrete conductance
levels (state 0 and state 1) reflecting the island magnetization switching from the
parallel to the antiparallel configuration and vice versa with respect to the stable
tip magnetization.

7.2.2 Magnetic imaging using higher order FER states

In Fig. 7.8(a), field-emission spectroscopy has been performed on the nanomagnet
of Fig. 7.7(c), revealing three FER peaks in the dI/dU signal. In addition to
the first FER peak discussed before, the second and the third FER peak also
exhibit a small but distinct exchange splitting, that allow for magnetic imaging.
In Fig. 7.8(b) the magnetic tip is positioned stationary above the nanomagnet
and the conductance dI/dU(t) is recorded as a function of time using SP-STM
at U = 100 mV and SP-SFEM at U = 4.9 V, U = 6.1 V and U = 7.2 V, which
coincides with the flank of the first, second and third FER peak, respectively, as
marked in Fig. 7.8(a). The characteristic magnetic telegraph noise is observed
for all cases. All three exchange-split FER peaks allow for high-quality magnetic
imaging with a very good signal-to-noise ratio. Note that the tip-sample distance
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Figure 7.8: Magnetic imaging at large tip-sample distances. (a) Field-emission spec-
troscopy ∆z(U) and dI/dU(U), revealing the first three FER peaks. (b) Trace section of the
magnetic telegraph noise recorded on the nanomagnet using SP-STM at U = 100 mV and SP-
SFEM at U = 4.9 V, U = 6.1 V and U = 7.2 V (from top to bottom). The tip-sample distance
increases thereby up to ∆z ≈ 2 nm. I = 2 nA, T = 38.8 K, Cr/W-tip.
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has been increased by up to 2 nm for recording the telegraph noise for the third
FER, as extracted from ∆z(U) in Fig. 7.8(a). Consequently, the exchange splitting
of higher order FER states permits magnetic imaging at nanometer distances.

7.3 Interaction of iron nanomagnets with field-

emitted electrons

On closer inspection of the magnetic telegraph noise shown in Fig. 7.7(d) more
switching events within the same time are visible when imaging the switching
behavior of the nanomagnet with spin-polarized field-emitted electrons. This in-
dicates an increase in the switching frequency of the nanomagnet when injecting
spin-polarized field-emitted electrons. Hence, spin-polarized field emission seems
to affect the nanomagnet thereby modifying its switching behavior.

7.3.1 Joule heating generated by field-emitted electrons

In my experiment the probe tip is positioned above the center of an individual
Fe/W(110) nanomagnet and the magnetic dI/dU signal is recorded as a function
of time with low-energy tunneling electrons. As shown in Fig. 7.9(a), 25 switching
events are visible.

Imaging the switching behavior with field-emitted electrons reveals that the
nanomagnet switched 54 times within the same time frame, as shown in Fig. 7.9(b).
Consequently, recording the telegraphic noise of the nanomagnet with field-emitted
electrons results in a considerable reduction of the mean lifetime.

As the mean lifetime depends strongly on the temperature I suppose the nano-
magnet is being effectively heated by the field-emitted electrons. Indeed, increas-
ing the sample temperature by ∆T = 1 K results in the same switching behavior
as observed before (Fig. 7.9(c)). Hence, changing from low-energy tunneling elec-
trons to higher energy field-emitted electrons by increasing the sample bias affects
the magnetic switching behavior in the same way as increasing the nanomagnet’s
temperature.

To account for the observed effective heating within the framework of the
macrospin model, the Néel-Brown law (Eq. 5.1) is expanded. The mean lifetime
τ̄(U) is given by

τ̄(U) = ν−1
0 exp

(

Eb

kB(T + ∆T (U))

)

, (7.7)

with ∆T (U) being the effective temperature increase of the nanomagnet.
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s.e. are observable. (c) U = 220 mV at T = 50.3 K. 52 s.e. are observable. I = 2 nA, Cr/W-tip.

Combining Eq. 5.1 and Eq. 7.7 allows ∆T (U) generated by field-emitted elec-
trons to be calculated:

∆T (U) =

(

1
T

+
kB

Eb

ln
τ̄(U)
τ̄i

)−1

− T , (7.8)

where τ̄i is the intrinsic mean lifetime. It is determined from the telegraph noise
recorded at low bias using tunneling electrons in the STM.

Lifetime analysis

For the quantification of ∆T (U) the mean lifetimes τ̄(U) and τ̄i as well as the
energy barrier Eb have to be known. These characteristic quantities can be de-
termined by a lifetime analysis.

The probe tip is positioned above the center of the nanomagnet and the mag-
netic dI/dU signal is recorded as a function of time with low-energy tunneling
electrons, as shown for example in Fig. 7.10(a). The lifetime τ between two con-
secutive switching events is determined for the whole data set in order to plot a
histogram, as shown in Fig. 7.10(b). Approximately a thousand switching events
have to be recorded to get good statistics in the lifetime distribution. Similar
to radioactive decay, the lifetime distribution can be described by an exponential
decay law, and fitting the data results in the mean lifetime τ̄ . This procedure
for determining the lifetime is then repeated at different temperatures. From the
mean lifetimes at different temperatures Eb is determined from Eq. 5.1.

For the data presented in Fig. 7.9, a detailed lifetime analysis of the whole
data set has been performed. According to Eq. 7.8 with τ̄i = (370 ± 18) ms,
τ̄(U = 4.6 V) = (185 ± 10) ms and Eb = (160 ± 2) meV, the effective tempera-
ture increase of the nanomagnet due to the field-emitted electrons is found to be
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Figure 7.10: Lifetime analysis of an individual nanomagnet. (a) Trace section of the
magnetic dI/dU signal. (b) Respective histogram of lifetimes τ . Fitting with a decay law results
in the mean lifetime τ̄ . T = 49.3 K, U = 220 mV, I = 2 nA, Cr/W-tip.

∆T (4.6 V) = (0.9 ± 0.1) K. Hence, the effective heating of approximately 1 K cal-
culated by Eq. 7.8 is consistent with the experimental finding that increasing the
sample bias to 4.6 V results in the same mean lifetime as increasing the substrate
temperature by ∆T = 1 K. Consequently, the modified Néel-Brown law describes
the experimental observations correctly.

Emission current dependent magnetic switching behavior

To get a more detailed understanding of the interaction of spin-polarized field
emission currents with magnets, a current-dependent lifetime analysis has been
performed. The switching behavior of an individual iron nanomagnet has been
recorded at different emission currents between 2 and 140 nA. Increasing the cur-
rent is realized by further approaching the tip to the sample. To compensate
for the resulting Stark shift, the bias voltage was slightly adjusted for maximum
magnetic contrast on the edge of the first FER peak at every current setpoint.
Trace sections of the magnetic telegraph noise using SP-SFEM at an emission
current of I = 2 nA, I = 80 nA and I = 140 nA are shown in Fig. 7.11. At low
emission current I = 2 nA the nanomagnet switches only two times within 20 s,
as shown in the top panel of Fig. 7.11. Roughly estimated, this corresponds to
a mean lifetime of the order of about 10 s. Increasing the emission current to
I = 80 nA, the nanomagnet has a mean lifetime of about 0.5 s. Finally, at an
emission current of I = 140 nA the magnet has a mean lifetime of only about
25 ms. The results of the lifetime analysis for every current setpoint I are shown
in Fig. 7.12(a). Increasing the emission current from I = 2 nA to 140 nA results
in a drastic decrease of the mean lifetime by three orders of magnitude. This indi-
cates a considerable effective temperature increase of the nanomagnet. Generally,
passing a current I at constant bias U through a conductor generates a temper-
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Figure 7.11: Magnetic switching behavior at different emission currents recorded
by SP-SFEM. Trace section of the magnetic telegraph noise at emission current I = 2 nA,
I = 80 nA and I = 140 nA (from top to bottom). U = 4.9, 5.0, 5.1 V, T = 35.4 K, bulk Cr-tip.

ature increase proportional to the power P = U · I. This phenomenon is known
as Joule heating. Here, as the effective temperature increase of the nanomagnet
is caused by passing a field emission current through the nanomagnet, a Joule
heating generated by field-emitted electrons is observed.

In order to compare the effects of field-emitted electrons with those of low-
energy tunneling electrons, an additional lifetime analysis has been performed by
SP-STM with the same probe tip on the same nanomagnet. The results for several
tunnel current setpoints between I = 2 and 1000 nA are shown in the top panel
of Fig. 7.12(b). Whereas in SP-SFEM the mean lifetime decreases considerably
by three orders of magnitude when increasing the emission current to I = 140 nA,
in SP-STM increasing the tunnel current up to 1000 nA only results in a lifetime
reduction of two orders of magnitude. This finding indicates a stronger Joule
heating generated by field-emitted electrons than by tunneling electrons.

Equation 7.8 allows for the determination of the effective temperature increase
∆T (U, I) of the nanomagnet due to Joule heating, where τ̄i is in this case the
mean lifetime determined at U = 200 mV and I = 10 nA. The effective energy
barrier has been determined by the mean lifetimes at two different temperatures
according to Eq. 5.1, resulting in Eb = (128±5) meV. The results for the effective
temperature increase ∆T (I) generated by tunneling electrons at U = 200 mV
are plotted in the lower panel of Fig. 7.12(b). The temperature rises linearly
as a function of the tunnel current I. This is consistent with previous SP-STM
experiments on the same sample system as well as an experimental STM study of
heat generation between an STM tip and a metallic sample, both demonstrating
that the Joule heat dissipated in the sample scales linearly with I at constant
low bias voltage [222, 223]. Fitting the data with ∆T (I) = cJHI yields cJH =
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Figure 7.12: Joule heating generated by field-emitted and tunneling electrons.
(a) Mean lifetime τ̄ as a function of emission current I. The blue line is a guide to the eye.
(b) Mean lifetime τ̄ (upper panel) and temperature increase ∆T (lower panel) of the nano-
magnet as a function of tunnel current I. The grey line in the upper panel is a guide to the
eye and indicates a linear fit in the lower panel. (c) ∆T as a function of emission current. For
comparison, ∆T (I) of (b) generated by tunneling electrons is indicated by the grey line. (d) ∆T
as a function of power. Fitting yields the respective differential temperature increase dT/dP .
The error bars are within data points. U = 4.9, ..., 5.1 V (SP-SFEM), U = 200 mV (SP-STM),
T = 35.4 K, bulk Cr-tip.

(3.4 ± 0.1) K/µA, where cJH is introduced as the differential heating coefficient of
the magnetic tunnel junction.

In Fig. 7.12(c), the temperature increase ∆T (I) generated by spin-polarized
field-emitted electrons is shown. The data are deduced from the mean lifetimes
shown in Fig. 7.12(a) according to Eq. 7.8. For comparison, the results of the SP-
STM analysis of Fig. 7.12(b) using low-energy tunneling electrons at U = 200 mV
with the same tip on the same nanomagnet are indicated by the grey line.

The temperature of the nanomagnet increases by 6 K for a field emission cur-
rent of I = 140 nA. This is a factor of ten higher than for tunneling electrons.
Hence, the Joule heating as a function of current is considerably higher for field
emission than for tunneling.
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Generally, Joule heating is expected to depend on the power. In SP-SFEM at
the same current setpoint owing to the increased sample bias more power is passed
through the nanomagnet than in SP-STM. In order to compare the Joule heat-
ing generated by field-emitted and tunneling electrons, the effective temperature
increase ∆T has to be considered in terms of the total power injection P = UI,
as shown in Fig. 7.12(d). Surprisingly, for the same power P a different effective
temperature increase is observed for field-emitted and for tunneling electrons.
Naively, one would expect the Joule heating to be the same for the same power.
Fitting the data in Fig. 7.12(d) with ∆T (P ) = (dT/dP ) · P yields a differential
temperature increase dT/dP of (9 ± 1) K/µW for SP-SFEM and (17 ± 1) K/µW
for SP-STM. Consequently, dT/dP generated by field-emitted electrons is about a
factor of two smaller than for tunneling electrons. So it matters if field-emitted or
tunneling electrons pass through the nanomagnet. As the main difference between
the field-emitted and the tunneling electrons is the electron energy eU , this find-
ing indicates that the effective temperature increase of the nanomagnet depends
not only on the power but also on the electron energy.

The different electron energies result in different energy relaxation processes
resulting in different effective temperature increases of the nanomagnet. Consider
the physical picture sketched schematically in Fig. 7.13. In SP-STM, electrons
with small energies above the Fermi level EF,s of the sample tunnel directly into the
nanoisland, thereby predominantly generating phonons inside the nanoisland [224,
225], as depicted in Fig. 7.13(a). As the Fe nanoisland is thermally coupled to the
W substrate serving as infinite heat bath, one might naively expect that there is no
noticeable heating of the island. However, owing to the thermal resistance of the
Fe-W-interface [226, 227], a very local heat dissipation within the Fe nanoisland
is expected, with the temperature of the W substrate remaining unaffected.

In SP-SFEM, a two-step process is expected for field-emitted electrons, that
are first injected into the FER state and subsequently relax inelastically to the
Fermi level of the sample, as depicted in Fig. 7.13(b). Here, photon emission
takes place [228, 229] removing energy from the surface. Hence, the electron en-
ergy released by photon emission cannot be transferred into heat any more. But
the quantum yield is expected to be only about 10−3 [228] to 10−4 [230], mean-
ing that only every thousandth or ten thousandth electron releases its energy by
photon emission. Hence, this relaxation mechanism cannot explain the smaller
differential temperature increase dT/dP of the nanomagnet in SP-SFEM on its
own. The dominating relaxation mechanism is given by electron-electron interac-
tions, whereas electron-phonon coupling is weak [111, 231, 232]. As a consequence,
phonons are not directly excited by the field-emitted electrons but are excited col-
laterally in electron-electron interaction processes, leading to hot electrons that
finally thermalize.

In contrast to SP-STM, where electrons can only tunnel into the nanoisland
via overlapping wavefunctions from the tip and the sample (cf. Chap. 2), the
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Figure 7.13: Energy dissipation in the island and the substrate due to tunneling and
field-emitted electrons. (a) In SP-STM, electrons tunnel directly into the island, thereby
generating phonons. The substrate remains unaffected. (b) In SP-SFEM, electrons are injected
into the FER state and subsequently relax to EF,s, thereby predominantly exciting hot electrons.
The latter need a long thermalization path to relax to EF,s. EF,t, EF,s: Fermi level of the tip
and the sample.

field-emitted electrons in SP-SFEM are free electrons in that they have a posi-
tive kinetic energy in front of the surface and are accelerated towards the surface.
When penetrating the surface without former energy relaxation, the electron is
expected to have an inelastic mean free path of ≈ 6 Å [233], which is three times
larger than the vertical dimensions of the monolayer thick Fe/W(110) nanomag-
net. Hence, some of the field-emitted electrons pass ballistically through the
nanomagnet and relax afterwards in the substrate. This process does not affect
the nanomagnet. However, some of the field-emitted electrons may relax within
the nanoisland, thereby predominantly exciting hot electrons [111, 234, 235]. The
latter will thermalize finally. But as they need a long thermalization path to relax
to the Fermi level of the sample, this thermalization takes place in the substrate
rather than in the nanomagnet. As a consequence, the overall phonon generation
within the nanomagnet is weaker in SP-SFEM than in SP-STM.

Phonon excitation probability

The Joule heating generated at different sample temperatures has been investi-
gated, as shown in Fig. 7.14. The mean lifetime τ̄ of the nanomagnet has been
determined as a function of power using field-emitted and tunneling electrons at
T = 35.4 K. The decrease of the mean lifetime as a function of power is larger
for SP-STM than for SP-SFEM, as indicated in Fig. 7.14(a). The corresponding
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Figure 7.14: Joule heating generated at different temperatures. (a) Mean lifetime as
a function of power and (b) corresponding Joule heating ∆T (P ) when injecting field-emitted
(blue) or tunneling (grey) electrons at T1 = 35.4 K. (c) Mean lifetime as a function of power and
(d) corresponding Joule heating ∆T (P ) when injecting field-emitted electrons at T2 = 33.5 K.
The lines in (a) and (c) are guides to the eye. At P = 750 nW the mean lifetime is the same
for both temperatures, and ∆T (P = 750 nW) is 2 K higher for T2 than for T1 (marked by
arrows). The data are well described by a simple model of temperature-dependent thermal
boundary resistance and different phonon excitation probabilities for field-emitted (blue line)
and tunneling electrons (grey line). U = 200 mV (SP-STM), U = 4.9, ..., 5.1 V (SP-SFEM), bulk
Cr-tip.

effective temperature increase ∆T (P ) as a function of power P has been evaluated
using Eq. 7.8, as shown in Fig. 7.14(b). For the same power, a different effective
temperature increase is observed for field-emitted and for tunneling electrons.

Figure 7.14(c) shows the mean lifetime for the same nanomagnet as a function
of power for field-emitted electrons at a sample temperature of T = 33.5 K. The
intrinsic lifetime of the nanomagnet is one order of magnitude longer at T = 33.5 K
than at T = 35.4 K. This is expected from the Arrhenius-like behavior of the mean
lifetime as a function of temperature (cf. Eq. 5.1) [190]. Surprisingly, the mean
lifetime of the nanomagnet at P = 750 nW is the same for both temperatures,
τ̄(35.4 K) = τ̄(33.5 K). From the higher intrinsic mean lifetime at T = 33.5 K
and making the assumption that the Joule heating is independent on the sample
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temperature, one would expect the mean lifetime at P = 750 nW to be larger at
T = 33.5 K than at T = 35.4 K.

The corresponding effective temperature increase ∆T (P ) as a function of
power P for T = 33.5 K is shown in Fig. 7.14(d). Whereas the effective tem-
perature increase for P = 750 nW at T = 33.5 K is 8 K, it is 6 K at 35.4 K (cf.
Fig. 7.14(b)). Hence, ∆T (P = 750 nW) is 2 K higher for the lower temperature.
The previous facts suggest that the Joule heating depends on the sample temper-
ature.

Local heating of the nanoisland is due to phonon generation by inelastically
scattered electrons. The phonons responsible for the heat transport are scattered
at the interface between the iron and the tungsten, resulting in a temperature
difference ∆T . The heat flow across the interface between two semi-infinite solids
is given by [226]

αphP =
2π5k4

B

15h3
A

(

Γl

c2
l

+
2Γt

c2
t

)
(

T 4
island − T 4

)

, (7.9)

where αph is the probability of phonon excitation by a tunneling or field-emitted
electron, P = UI is the power, h is Planck’s constant, A is the interface area of
the nanoisland, Γl and Γt are the transmission probabilities of longitudinal and
transverse phonon modes, cl and ct are their sound velocities, Tisland = ∆T + T is
the temperature of the nanoisland and T the substrate temperature. Generally,
the transmission probabilities are complicated integral functions of the phonon
densities and sound velocities of the two media. Since Fe/W(110) nanoislands
grow pseudomorphically [174], as a first approximation, both sides of the interface
are taken to be identical. A perfect match at the interface would give Γl = Γt =
0.5 [226, 227]. Given the sound velocities of tungsten cl = 5.2 × 103 m/s and
ct = 2.9 × 103 m/s [227], the temperature difference between the substrate and a
nanoisland with a base area of A = (6 ± 1) nm2 is

∆T (P ) = 4

√

(2.83 · 1014 K4/W)αphP + T 4 − T. (7.10)

Fitting Eq. 7.10 to the Joule heating ∆T (P ) at T = 35.4 K generated by field-
emitted and tunneling electrons yields a phonon excitation probability for field-
emitted electrons αFEM = (0.7±0.1) % and for tunneling electrons αTunnel = (1.2±
0.2) % . αFEM is consistent with an electron-phonon coupling of the first image-
potential state with values ranging from 0.2 % to 1 % [110, 111, 232]. Compared to
other studies with αTunnel ranging between 1 % and 10 % [236, 237], my result for
αTunnel is reasonable, demonstrating that the simple model describes the physics
of the experiment.

The relatively low phonon excitation probability for both field-emitted and
tunneling electrons means that most of the electrons pass through the nanois-
land without exciting any lattice vibrations, and the electron energy is mainly
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deposited in the substrate. However, since it serves as an infinite heat bath the
temperature of the substrate remains unchanged. Although being low in both
cases, the phonon excitation probability for field-emitted electrons is lower than
for tunneling electrons. As a result, the temperature increase of the nanoisland
for the same power P for field-emitted and tunneling electrons differ, in agreement
with the model of different relaxation mechanisms described above.

Fitting Eq. 7.10 to the Joule heating ∆T (P ) at T = 33.5 K generated by field-
emitted electrons yields a phonon excitation probability αFEM = (0.8 ± 0.1) %.
At both temperatures phonon excitation probabilities are nearly identical. This
is consistent with the general expectation that the phonon excitation probability
does not depend strongly on the temperature [227]. In simple words, as phonons
are bosonic quasiparticles, their creation is independent of the presence of other
phonons. Consequently, the observed dependence of the Joule heating on temper-
ature arises primarily from the temperature dependence of the heat flow across
the interface between the nanoisland and the substrate.

7.3.2 Spin-transfer torque generated by field-emitted elec-
trons

Recent SP-STM experiments have demonstrated spin-transfer torque effects in-
duced by spin-polarized tunnel currents [194, 222]. When passing a spin-polarized
field emission current through a magnet, the spin magnetic moment of the field-
emitted electrons is expected to exert a torque on the sample magnetization.
The question arises, whether spin-transfer torque effects can be detected in SP-
SFEM and how the spin magnetic moment of field-emitted electrons interacts
with atomic-scale magnets.

The magnetic telegraph noise recorded at different spin-polarized field emission
currents between 2 and 140 nA has been analyzed in terms of the lifetimes of the
two magnetic orientations of the nanomagnet with respect to the tip magnetiza-
tion. All the lifetimes between two consecutive switching events were determined.
Unlike in Sec. 7.3.1, the lifetimes for the two magnetic states, τ0 and τ1, have
been evaluated separately resulting in a state-resolved lifetime histogram of the
nanomagnet, as shown in the upper and middle panel of Fig. 7.15(a) for a low
emission current of I = 10 nA. By definition, state 0 is related to a low dI/dU
signal, and state 1 is related to a high dI/dU signal in the telegraph noise. Fitting
an exponential decay law yields the mean lifetimes τ̄0 for state 0 and τ̄1 for state 1.
At low emission both lifetimes τ̄0 and τ̄1 are virtually equal since both states are
energetically degenerate and should be populated equally. The state-resolved life-
time histogram for a high emission current of I = 140 nA is shown in the lower
panel of Fig. 7.15(a). In contrast to the low emission regime, both lifetimes are
reduced due to Joule heating (cf. Sec. 7.3.1). In addition, an imbalance of the
mean lifetimes τ̄0 and τ̄1 is observed at high emission with state 1 having a longer
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Figure 7.15: State-resolved lifetimes of a nanomagnet affected by spin-polarized
field-emitted electrons. (a) Trace section of the magnetic dI/dU signal at an emission current
I = 10 nA (upper panel). Histograms of the lifetimes τ0 and τ1 of state 0 and 1 measured at
I = 10 nA (lower panel) and I = 140 nA (bottom panel), and decay law fit (lines) yields the
respective mean lifetime τ̄0,1. (b) Mean lifetimes τ̄0 and τ̄1 as a function of emission current
(top panel) and lifetime asymmetry (bottom panel). (Error bars are within the data points.)
U = 4.9, ..., 5.1 V, T = 35.4 K, bulk Cr-tip.

lifetime than state 0. Consequently, the mean lifetime at high emission currents is
found to depend strongly on the relative magnetization directions of the tip and
the sample.

The results of the state-resolved lifetime analysis for each current setpoint I
are shown in the top panel of Fig. 7.15(b). The mean lifetimes drop by about three
orders of magnitude when increasing the emission current I from 2 to 140 nA due
to Joule heating, as discussed in Sec. 7.3.1.

A trend from equal lifetimes at low emission current to a lifetime splitting at
high emission current is observed in the top panel of Fig. 7.15(b). This becomes
more obvious when plotting the lifetime asymmetry aτ (I) = τ̄1(I)−τ̄0(I)

τ̄1(I)+τ̄0(I)
, as can

be seen in the bottom panel of Fig. 7.15(b). aτ increases with I, and values
of up to 40 % for I = 140 nA are obtained. The spin-polarized field-emitted
electrons force the nanomagnet to favor one of the degenerate magnetic states
at the expense of the other. It indicates a directed switching of the nanomagnet.
This purely magnetic feature is direct experimental demonstration of spin-transfer
torque generated by field emission currents.
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To illustrate the influence of Joule heating and spin-transfer torque on the
switching behavior of a nanomagnet within the macrospin model, a schematic of
the energy landscape of a magnet with uniaxial anisotropy under the influence of
a low and a high spin-polarized emission current is depicted in Fig. 7.16. Due to
thermal excitation at temperature T the magnetization may overcome the effective
activation barrier Eb between the two states 0 and 1, as shown in Fig. 7.16(a).
At high emission current, one magnetic state is favored at the cost of the other.
This can be explained by different effective energy barriers from state 0 to state 1
and vice versa, as depicted in Fig. 7.16(b). Passing a high spin-polarized emission
current through the magnet, the spin-transfer torque modifies the effective energy
barrier Eb by ±∆E, thereby removing the state degeneracy and favoring switching
from state 0 to state 1, as shown in Fig. 7.15.

For comparison with the spin-transfer torque of spin-polarized low-energy tun-
neling electrons, a lifetime analysis as a function of tunnel current has been per-
formed with SP-STM using the same probe tip on the same nanomagnet. The
magnetic telegraph noise recorded at a fixed bias of U = 200 mV and several
tunnel current setpoints between I = 10 and 1000 nA has been analyzed with
respect to the lifetimes of the two magnetic states of the nanomagnet. The results
of the state-resolved lifetime analysis are shown in Fig. 7.17. As can be seen in
Fig. 7.17(a), both the lifetimes of state 1 and 0 decrease with increasing I, and
simultaneously a lifetime asymmetry evolves, favoring state 1. As discussed in
the case of SP-SFEM, the reduced lifetime is attributed to Joule heating, and
the evolving lifetime asymmetry is caused by the spin-transfer torque of the spin-
polarized tunnel current [194].

state 1 state 0 state 1
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Figure 7.16: Influence of low and high spin-polarized emission currents on the
energy landscape of a magnet with uniaxial anisotropy. (a) At low emission current,
the intrinsic switching behavior of the magnet remains unaffected. Because of thermal agitation
at temperature T , the magnetization may overcome the effective activation barrier Eb between
the two states 1 and 0. (b) Influence of a high spin-polarized emission current: Joule heating
effectively increases T by ∆T , and the spin-torque modifies Eb by ∆E, thereby removing the
state degeneracy and favoring switching from state 1 to state 0.
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Figure 7.17: Current-dependent magnetic switching behavior in SP-STM using
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of the effective activation energy barrier Eb. (Error bars are within data points). Grey line
indicates a linear fit. U = 200 mV, T = 35.4 K, bulk Cr-tip.

In Fig. 7.17(b), the lifetime asymmetry aτ (I) is plotted, indicating an asym-
metry of almost 100% at I = 1000 nA. At this tunnel current the mean lifetime
of state 0 is almost two orders of magnitude lower than the lifetime of state 1, as
shown in Fig. 7.17(a). After switching to state 0, the nanomagnet is forced imme-
diately to switch back to state 1. Hence, at I = 1000 nA the nanomagnet is forced
to remain in the magnetic state 1. The magnitude of the spin-transfer torque gen-
erated in SP-STM is expected to scale with the tunnel current [222, 238]. Each
electron carries a spin magnetic moment. When it flips its spin, it exerts a torque
on the nanomagnet. Consequently, the spin-transfer torque is exerted per electron
and its magnitude is expected to scale with the current. Hence, the more electrons
per second pass through the magnet, the greater the spin-transfer torque and thus
the lifetime asymmetry. The high asymmetry of almost 100% at I = 1000 nA in
Fig. 7.17(b) can be attributed to the high current.

As discussed in Sec. 7.3.1, the considerable Joule heating in SP-SFEM results
in very short mean lifetimes of about 10 ms at moderate emission currents. The
emission current could not be increased above I = 140 nA in this experiment as
this particular nanomagnet then switches too fast to be analyzed. However, at
the same current I = 140 nA, the lifetime asymmetry in SP-SFEM is almost 40 %
(cf. Fig. 7.15(b)), whereas it is only 22 % in SP-STM. This finding suggests a
stronger spin-transfer torque effect in SP-SFEM.

To account for the spin-transfer torque effect, the Néel-Brown law (Eq. 5.1
and Eq. 7.7) is expanded further. The mean lifetime τ̄0(U, I) and τ̄1(U, I) arising
from a spin-polarized current I at sample bias U can be described by

τ̄0/1(U, I) = ν−1
0 exp

(

Eb ∓ ∆E(U, I)
kB(T + ∆T (U, I))

)

. (7.11)

The temperature T of the nanomagnet is increased by ∆T (U, I) due to Joule
heating and the spin-transfer torque modifies Eb by ∓∆E(U, I), depending on the
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relative orientation of the magnetization of the tip and the sample. Equation 7.11
can be used to determine the energy splitting ∆E(U, I) of the effective activation
energy barrier Eb due to the spin-transfer torque:

∆E(U, I) =
kB [T + ∆T (U, I)]

2
ln
τ̄0(U, I)
τ̄1(U, I)

. (7.12)

Here, ∆T (U, I) is the Joule heating as determined previously (see Fig. 7.12). The
results for the spin-transfer torque modification ∆E(I) generated by tunneling
electrons are plotted in Fig. 7.17(c). A linear dependence on the tunnel current I is
observed. This finding is in accordance with theoretical studies on the thermally-
assisted magnetization reversal in the presence of a spin-transfer torque within the
macrospin model [238] and previous SP-STM experiments on the same sample sys-
tem [222]. Fitting the data with ∆E = cSTI results in cST = (6.3 ± 0.2) meV/µA,
with cST being introduced as the differential modification of the effective activation
energy barrier Eb.

The spin-transfer torque contribution ∆E(I) generated by spin-polarized field-
emitted electrons is shown in Fig. 7.18(a). The data were derived from the mean
lifetimes τ̄0 and τ̄1 in Fig. 7.15 using Eq. 7.12. For comparison, the results of
the SP-STM analysis using low-energy tunneling electrons with the same tip on
the same nanomagnet are indicated by the grey line. At currents I < 80 nA, the
spin-transfer torque contribution ∆E(I) generated by spin-polarized field-emitted
electrons is similar to that of spin-polarized tunneling electrons. However, at
higher currents ∆E is increased for field-emitted electrons. This is unexpected,
since each electron can only flip its spin magnetic moment once when exerting
a torque on the nanomagnet. However, the spin-flip process itself may differ for
low-energy tunneling electrons and higher energy field-emitted electrons, leading
to different efficiencies in forcing the nanomagnet to reverse its magnetization.

The microscopic processes of spin-transfer torque in SP-SFEM and SP-STM
have to be considered. In a simple model, assuming a spin polarization of unity,
the electron has to flip its spin in order to get into the sample when the tip
and the sample are in an antiparallel magnetic configuration. As depicted in
Fig. 7.18(b), in SP-STM spin-polarized low-energy electrons tunnel directly from
occupied states of the tip into unoccupied states close to EF in the sample. Here,
the spin-flip is achieved predominantly by creating magnons [239].

In contrast to the direct tunneling in SP-STM, in SP-SFEM a two-step process
can take place. Spin-polarized electrons are first injected into the exchange-split
FER state and subsequently relax into the sample. During the interaction with
the sample two different spin-flip processes may occur. The field-emitted electron
may flip its spin either (i) by relaxing within the FER spin states, thereby gener-
ating low-energy magnons inside the magnet [16]; or (ii) when relaxing from the
FER state into the sample, resulting in Stoner excitation [240]. The two spin-flip
processes are shown schematically in Fig. 7.18(c).
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Figure 7.18: Spin-transfer torque generated by spin-polarized electrons. (a) Modi-
fication ∆E(I) of Eb. (Error bars are within the data points). For comparison, the SP-STM
results are indicated by the grey line. U = 4.9, ..., 5.1 V, T = 35.4 K, bulk Cr-tip. (b) Spin-
flip of electrons in SP-STM while tunneling from the tip into the sample, thereby generating
magnons. (c) Spin-flip of field-emitted electrons in SP-SFEM: (i) within the FER spin states,
generating magnons; (ii) when relaxing from the FER spin state into the sample, resulting in
Stoner excitations.

Both processes destabilize the sample magnetization and ultimately trigger
magnetization reversal, resulting in a directed switching accompanied by a lifetime
asymmetry. However, magnons are spin waves, where all of the spin magnetic
moments of the nanomagnet precess only slightly, as depicted in Fig. 7.18(c). They
also carry very little energy (∼ meV) for the destabilization of the nanomagnet’s
orientation [241, 242]. In contrast, Stoner excitations are higher energy single-site
spin flips. A single excitation can reverse individual spin magnetic moments of
the nanomagnet, as indicated in Fig. 7.18(c), transfering a tremendous amount
of energy (∼ eV) to the spin system. [12, 243] Consequently, flipping the spin by
generating Stoner excitations destabilizes the nanomagnet’s magnetization more
efficiently than magnon generation.

As shown in Fig. 7.18(a), a higher efficiency of the spin-transfer torque per
electron is observed at higher emission currents. I suppose, that the contributions
from the two possible spin-flip processes (i) and (ii) in SP-SFEM change with
the emission current. Increasing the emission current I is achieved by reducing
the distance between the tip and the sample. This increases the electric field
in the junction. It is known, that an increased electric field pushes the FER
states towards the surface, thereby leading to an enhanced coupling of the FER
to the magnet [22]. Consequently, process (ii) is expected to become more and
more dominant with increasing emission current. Hence, with increasing emission
current more and more Stoner excitations are generated at the cost of magnon
generation. Since they have a much higher switching efficiency than magnons,
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these Stoner excitations may give rise to the observed increase in the spin-transfer
torque switching efficiency at high emission current I.

7.4 Switching quasistable iron nanomagnets

The previous section has demonstrated that spin-polarized field-emitted electrons
strongly impact thermally switching nanomagnets. This raises the question wheth-
er thermally-stable nanomagnets can be influenced by spin-polarized field-emitted
electrons.

An experimental demonstration would be the magnetization reversal of an
otherwise thermally-stable nanomagnet triggered by SP-SFEM. The basic idea
is sketched in Fig. 7.19. Initially, the nanomagnet is in the magnetic state 1,
as depicted in Fig. 7.19(a). Thermal switching between the two magnetic states
is hindered because the thermal energy kBT is much smaller than the effective
energy barrier Eb. When applying a high field emission current in SP-SFEM,
the temperature rise ∆T produced by Joule heating decreases the lifetime of
the magnetic state, as indicated in Fig. 7.19(b). In addition, the spin-transfer
torque generated by the field-emitted electrons removes the degeneracy of the
two magnetic states, and Eb is further decreased by ∆E for state 1, thereby
favoring a magnetization reversal. Once the magnetization has been reversed, the
increased effective energy barrier caused by the spin-transfer torque for state 0
inhibits switching back. Fig. 7.19(c) shows the situation after SP-SFEM induced
switching. The nanomagnet is in the magnetic state 0 and the high effective energy
barrier again stabilizes the magnetization of the nanoisland against thermally-
driven reversal.

state 1 state 0 state 1

Eb

a) b)

state 0

Eb

a)

state 1 state 0

Eb

a)

Eb

c)

∆E

∆E k∆T

k∆T

SP-SFEM

Figure 7.19: Basic principle of magnetization reversal triggered by field-emitted
electrons. Energy landscape for a quasistable nanomagnet. (a) Initial state. The high effective
energy barrier Eb prevents thermal switching events. (b) Application of a high spin-polarized
field emission current. The temperature rise ∆T due to Joule heating decreases the mean lifetime
of both states, and the spin torque (∆E) removes the degeneracy of the state lifetimes, thereby
favoring a magnetization reversal from state 1 to 0. (c) Final state. The nanomagnet is in the
magnetic state 0, and Eb hinders again magnetization reversal.
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In Fig. 7.20(a), an SP-STM magnetic map of four Fe/W(110) nanomagnets is
shown. The magnetic state of the respective nanomagnet is color-coded on top of
the topography. Three of them exhibit a stable magnetization. On the smallest
nanomagnet a typical stripe pattern is observed due to thermal switching of the
magnetization while imaging line by line (cf. Chap. 5). The tip was positioned
above the indicated nanomagnet in the magnetic state 1. Then, a spin-polarized
field emission current is applied and ramped up and down from 2-70 nA while
simultaneously recording the magnetic dI/dU signal. The dI/dU signal as a
function of emission current I is plotted in Fig. 7.20(c). dI/dU increases with I,
reflecting the enhanced conductance at smaller tip-sample distances. The dI/dU
downward curve initially fits the upward curve, but a sudden decrease of dI/dU is
observed at I ≈ 63 nA, causing a deviation from the upward curve. This behavior
indicates a switching event of the nanomagnet. A subsequently recorded SP-STM
image on the same area revealed that the nanomagnet had in fact switched to
the magnetic state 0, whereas the surrounding remained unchanged, as shown in
Fig. 7.20(b). From a long-term SP-STM observation with low-energy tunneling
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Figure 7.20: Magnetization reversal triggered by field-emitted electrons. SP-STM
topography textured with a magnetic map of the sample. (a) Before and (b) after ramping
a field emission current on one individual nanomagnet marked by the arrow. U = 100 mV,
I = 2 nA, T = 31.5 K, bulk Cr-tip. (c) dI/dU signal while ramping I up and down on the nano-
magnet using field-emitted electrons. A jump is observed at I ≈ 63 nA, indicating magnetization
reversal. Red and green lines indicate the dI/dU signal for state 0 and 1. U = 5 V.
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electrons the intrinsic lifetime was found to be about one hour. With a field
emission current sweep rate of 8.5 nA/s, the mean lifetime of the nanomagnet in
the current window between 60 and 70 nA can be estimated to be a few seconds.
Consequently, spin-polarized field emission significantly reduces the state lifetime
of the nanomagnet, ultimately resulting in the magnetization becoming unstable
and inducing switching.

Repeating this experiment several times showed that magnetization reversals
are triggered preferentially at I ≈ 60 nA. However, magnetization reversal occurs
irrespective of the initial magnetic state, so Joule heating must be the main driving
force for triggering, whereas the spin-transfer torque plays only a minor role. From
the dimensions of the nanomagnet, the effective energy barrier can be estimated to
EB = (170 ± 20) meV [190], resulting in a Joule heating ∆T ≈ 4 K for I = 60 nA.

Note that the low threshold of only some tens of nA using field-emitted elec-
trons is tiny compared to experiments using low-energy tunneling electrons on
the same sample system, where typical threshold currents in the µA range were
employed [244]. Compared to these tunneling experiments the distance of the tip
to the sample surface is an order of magnitude larger. This is advantageous as it
avoids the risk of accidental tip-sample collisions during magnetization switching.
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Chapter 8

Summary and Perspectives

A new technique for magnetic imaging and switching of atomic-scale magnets
based on spin-polarized field emission is described in this thesis. Local injection
of spin-polarized field-emitted electrons is achieved by approaching a biased mag-
netic tip to a few nm above a metallic sample surface in a scanning tunneling mi-
croscope under UHV conditions. Magnetic imaging is achieved via spin-polarized
field emission conductance measurements. This spin-sensitive local probe tech-
nique is called spin-polarized scanning field emission microscopy (SP-SFEM). It
allows the fundamental microscopic processes involved in the interaction of in-
dividual atomic-scale magnets with spin-polarized field-emitted electrons to be
investigated.

A prerequisite for the experiments is a magnetic tip generating a spin-polarized
field emission current. To avoid dipolar interactions, antiferromagnetic field emit-
ters made of chromium (Cr) were used, demonstrating an electron spin-polarization
in field emission from an antiferromagnetic bulk material.

The characterization of the bulk Cr tips was performed on the well-known
system of the Fe mono- and double layer on W(110) since it exhibits a variety
of magnetization directions. The measurements were made using spin-polarized
scanning tunneling microscopy (SP-STM) and spectroscopy at low temperatures.
A detailed bias-dependent study of the spatial magnetic sensitivity reveals that all
magnetic directions are sensed over a wide bias range, with tunable sensitivities
to certain magnetization directions at chosen sample bias voltages. The canted
magnetization of bulk Cr tips makes them ideal for investigations of any mag-
netic configuration after characterization on a reference system like Fe/W(110).
In addition, bulk Cr tips exhibit magnetic sensitivity over a wide temperature
range. Hence, they can be used both for the generation of spatially-resolved mag-
netic maps and for spin-polarized spectroscopy and also for studying temperature-
dependent magnetic phenomena. Since these tips do not need an extended in situ
preparation like thin-film coated tips, a tip exchange mechanism is no longer
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mandatory for SP-STM investigations. In principle, any standard scanning tun-
neling microscope can be operated in spin-polarized mode using Cr tips.

Field emission of spin-polarized electrons is induced by applying a high electric
field on the order of GV/m to these bulk Cr tips. The electrons were resonantly
injected into nanomagnets consisting of about 50 iron atoms on a tungsten sub-
strate. Spin-polarized field emission conductance measurements reveal that the
field-emission resonance (FER) states located nanometers above these magnets
in vacuo exhibit a significant exchange splitting. The FER states serve as sensor
for the underlying magnetic structure and allow for resonant magnetic imaging of
atomic-scale magnetism even at tip-sample distances of about 2 nm.

The thermally-driven magnetization reversal of the nanomagnets is strongly
affected by hot-electron spin injection. Increasing the field emission current signif-
icantly increases the thermal switching frequency of the nanomagnet, indicating
considerable Joule heating. Additionally, the spin-polarized field emission cur-
rent forces the nanomagnet to favor one of its magnetic states at the expense of
the other, experimentally demonstrating the spin-transfer torque exerted by the
field-emitted spins.

Field emission and tunnel currents can be varied by orders of magnitude simply
by altering the tip-sample distance at constant sample bias and thus constant en-
ergy of the charge carriers. Comparative lifetime analyses with hot field-emitted
and low-energy tunneling electrons reveal significant differences in the respec-
tive heat dissipation and spin-transfer torque effects. Owing to different energy
relaxation mechanisms for low-energy tunneling and higher energy field-emitted
electrons, the effective temperature increase of the nanomagnet depends not only
on the power but also on the electron energy. Tunneling electrons predominantly
excite phonons within the nanomagnet, however, field-emitted electrons mainly
excite hot electrons, which thermalize outside the nanomagnet within the sub-
strate. As a result, the overall phonon generation and thus the heat dissipation
within the nanomagnet is less for SP-SFEM than for SP-STM. Whereas the spin-
transfer torque contribution for tunneling electrons scales linearly with the current
and is mainly caused by low-energy magnon formation, a stronger effect is found
in field emission. This indicates an enhancement in the spin-transfer torque per
electron with increasing emission current, presumably due to the excitation of
higher energy Stoner modes.

Using spin-polarized field emission current injection the combined effects of
Joule heating and spin-transfer torque can trigger magnetization reversal in oth-
erwise thermally-stable nanomagnets. Thus, SP-SFEM has the capability of con-
trolled magnetization switching on the atomic scale. By adjusting the electric field
between the SP-SFEM probe tip and the nanomagnet the emission current can be
used to read out the state of an individual nanomagnet and also to intentionally
reverse its magnetization. The distance between the tip and the magnet is in the
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regime of several nanometers, comparable to the technically feasible read/write
head-media distances in today’s magnetic data storage devices.

These experiments may stimulate the development of future magnetic data
storage applications. Here, the conventional read/write head could be replaced
by a single sharp magnetic needle, the data being read out and written via field
emission. The state of the bit, e.g. represented by an individual nanomagnet, is
read out by conductance measurements at low emission current, while at high
emission current the electron spin forces the bit to reverse its orientation, assisted
by a considerable local heating due to the electron bombardment. In contrast to
conventional data storage devices, a magnetic field is no longer mandatory in the
writing process. Since precise emission current injection allows to adress single
bits on a very local scale, this read/write technique would permit a drastic increase
in the data storage density.

In conclusion, this work provides insight into the microscopic details of the
interplay between field-emitted hot-electron spins and magnets on the atomic
scale and opens the pathway toward new scientific and technological applications
based on magnetic imaging and switching using spin-polarized field emission.
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