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Zusammenfassung

Das Thema der vorliegenden Dissertation ist die zeitliche Entwicklung der Primordialen
Magnetfelder, die im Frühen Universum entstanden sind. Unter der Annahme, dass die-
ses sogenannte Kosmologische Szenario der Magnetogenese zutrifft, wird im Folgenden
gezeigt, dass sie die heutigen Extragalaktischen Magnetfelder erklären können. Dies ist
insbesondere wichtig angesichts der jüngsten Beobachtungen von Gammastrahlung, die
dazu verwendet werden, eine untere Grenze für die zugehörigen Magnetdfeldstärke her-
zuleiten, auch wenn ein alternativer Ansatz, welcher diese Beobachtungen stattdessen
auf Wechselwirkungen mit dem Intergalaktischen Medium zurückführt, möglich ist und
hier mithilfe von Monte Carlo Simulationen überprüft wird.

Um die oben genannte Entwicklung der Primordialen Magnetfelder zu beschreiben,
wird ein Satz Master-Gleichungen für die spektralen magnetischen, kinetischen und heli-
schen Komponenten des Systems hergeleitet und dann numerisch für das Frühe Univer-
sum gelöst. Diese semianalytische Methode erlaubt es, eine vollständige quantitative Un-
tersuchung der zeitlichen Entwicklung der Leistungsspektren durchzuführen, insbeson-
dere da die Rückreaktion des turbulenten Mediums auf die Magnetfelder berücksichtigt
wird.

Durch Anwendung dieses Formalismus auf nichthelische Primordiale Magnetfelder,
die auf einer charakteristischen Länge erzeugt wurden, wird im Folgenden gezeigt, dass
ihr Spektrum auf großen Längenskalen L eine Flanke aufbaut, die sich wie B ∼ L−

5
2

verhält und die Entwicklung der Kohärenz- (oder Integral-)Skala bestimmt. Außerdem
wird nachgewiesen, dass die Behauptung einer Äquipartition zwischen der magneti-
schen und der kinetischen Energie wahr ist. Erweitert man diese Analyse auf helische
Magnetfelder, so findet man, dass sich die zeitliche Entwicklung dramatisch ändert, was
quantitativ bestätigt, dass eine Inverse Kaskade, d.h. ein effizienter Transport von Ener-
gie von kleinen zu großen Skalen, tatsächlich stattfindet, so wie es in früheren Arbeiten
vorhergesagt wurde.



Abstract

The topic of the present thesis is the time evolution of Primordial Magnetic Fields which
have been generated in the Early Universe. Assuming this so-called Cosmological Sce-
nario of magnetogenesis to be true, it is shown in the following that this would account
for the present day Extragalactic Magnetic Fields. This is particularly important in light
of recent gamma ray observations which are used to derive a lower limit for the corre-
sponding magnetic field strength, even though also an alternative approach, claiming
instead that these observations are due to interactions with the Intergalactic Medium,
is possible and will be tested here with Monte Carlo simulations.

In order to describe the aforementioned evolution of Primordial Magnetic Fields, a
set of general Master Equations for the spectral magnetic, kinetic and helical components
of the system are derived and then solved numerically for the Early Universe. This semi-
analytical method allows it to perform a full quantitative study for the time development
of the power spectra, in particular by fully taking into account the backreaction of the
turbulent medium onto the magnetic fields.

Applying the formalism to non-helical Primordial Magnetic Fields created on some
characteristic length measure, it will be shown that on large scales L their spectrum
builds up a slope which behaves as B ∼ L−

5
2 and governs the evolution of the coherence

(or integral) scale. In addition, the claim of equipartition between the magnetic and the
kinetic energy is found to be true. Extending the analysis to helical magnetic fields, it is
observed that the time evolution changes dramatically, hence confirming quantitatively
that an Inverse Cascade, i.e. an efficient transport of energy from small to large scales,
as predicted in previous works, indeed does take place.



Science! true daughter of Old Time thou art!
Who alterest all things with thy peering eyes.
Why preyest thou thus upon the poet’s heart,
Vulture, whose wings are dull realities?
How should he love thee? or how deem thee wise,
Who wouldst not leave him in his wandering
To seek for treasure in the jewelled skies,
Albeit he soared with an undaunted wing?
Hast thou not dragged Diana from her car?
And driven the Hamadryad from the wood
To seek a shelter in some happier star?
Hast thou not torn the Naiad from her flood,
The Elfin from the green grass, and from me
The summer dream beneath the tamarind tree?
— E. A. Poe, Sonnet – To Science (1829)
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Introduction

Geschrieben steht: “Im Anfang war das Wort!”
Hier stock ich schon! Wer hilft mir weiter fort?
Ich kann das Wort so hoch unmöglich schätzen,
Ich muß es anders übersetzen, [...]
Mir hilft der Geist! Auf einmal seh ich Rat
Und schreibe getrost: Im Anfang war die Tat!
— J. W. v. Goethe, Faust. Eine Tragödie (1808)

Magnetic fields are one of the most common and yet often least understood phenom-
ena in physics. Starting from microscopic structures, they appear, in form of the Earth’s
magnetic field, in everyday life as well as on solar, galactic and even extragalactic scales.

Especially those on the latter, i.e. Extragalactic Magnetic Fields (EGMF), have
been intensively studied in the past few years. This is due to their unique role in the
understanding of the Universe as they connect various aspects of physics which, on
first sight, might not seem to have much in common: Cosmology, as the EGMF are
directly related to the creation and development of the Large Scale Structure (LSS) of
the Universe; particle physics if primordial seed fields are created in the Early Universe
and thus at the time when particles of a particular kind appeared for the first time;
astroparticle physics since they dramatically influence the acceleration and propagation
of charged particles; Magnetohydrodynamics, EGMF being an exceptional object to
study aspects of the interaction between magnetic fields and matter under conditions
which, due to, for example, the tremendous length scales involved, cannot be achieved
in the laboratory to the same extent; and, finally, computational physics, as this large
range of length scales of EGMF is a big challenge for present day and future computing
systems such that it is necessary to develop more efficient numerical and analytical
methods. In the present thesis these aspects will be discussed in detail in order to
obtain a better understanding of this exciting topic.

The observed magnetic fields in astronomical structures of different sizes, ranging
from stars up to galaxy clusters, are explained by an amplification of pre-existing weaker
magnetic fields via flux conserving compression during gravitational collapse and by
various types of dynamos. Both the dynamo and compression amplification mechanisms
can act only if a non-zero magnetic “seed” field is present. This seed field for the
amplification might be tiny, but it has to be generated by a different mechanism in the
Early Universe. The uncertainty of the strength and of the origin of this initial seed
field constitutes the long-standing problem of the origin of cosmic magnetic fields [1].

The various theories suggested to resolve this problem can be divided schematically
into astrophysical and cosmological types. In Astrophysical Scenarios small seed mag-
netic fields are created during Structure Formation via some appropriate process (like,
for example, the Biermann Battery) and then amplified by dynamo mechanisms. In
Cosmological Scenarios strong seeds are generated in the Early Universe, most prob-
ably either during Inflation or a cosmological phase transition. Such initial fields are
called Primordial Magnetic Fields which, if they turn out to have been indeed created,
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would be a unique opportunity to study the Early Universe: In a similar way to the
Cosmic Microwave Background (CMB) allowing to observe the state of the Universe at
the Recombination epoch (t ' 380 000 years after the Big Bang), Primordial Magnetic
Fields would make it possible to draw conclusions about the physical phenomenon which
caused their creation at times as early as t ' 10−33 s.

The best possibility to determine the nature of the initial seed fields is to search
for regions of the Universe where these fields might exist in their original form. Such
regions are the voids of LSS where the Intergalactic Medium (IGM) and thus the residing
primordial fields have been not distorted by plasma and magnetohydrodynamical (MHD)
processes. Measurements of the EGMF might therefore provide an important clue on
the origin of the seed fields. This idea is the prime motivation for the numerous efforts
to detect the EGMF and to determine their parameters like the average magnetic field
strength and the correlation length.

For a long period of time only upper limits on the average magnetic field strength
of the EGMF existed. Recently several groups claimed to have derived lower limits on
the strength and the filling factor of the EGMF [2, 3]. These authors used a method
proposed in [4] which compares gamma ray data of distant blazars at different energies:
At sufficiently high energies, photons emitted by such objects do not arrive at Earth di-
rectly, but react with the omnipresent Extragalactic Background Light (EBL) of which
the most important components are the CMB and the Cosmic Infrared Background
(CIB): High-energy photons scatter on the EBL and produce electron-positron pairs
which, in turn, can upscatter low-energy EBL photons to high energies, thereby devel-
oping an electromagnetic cascade. If the high energy range of the photon spectrum for
a given blazar is observed, the resulting cascade flux at lower energies can be calculated.
Since the observed low energy flux is, for several sources, below the one expected from
extrapolations under certain assumptions, it was concluded that the charged component
of this cascade has been deflected out of the line of sight to the blazar by the EGMF.
As a result, the secondary gamma ray flux would be spread over a wider solid angle
which would explain that the observed intensity of the low energy gamma ray flux of
such a beamed source is reduced. In addition, if a flare occurs, one would expect a time
delayed echo due to the longer travelling time of reprocessed photons compared to the
primary ones.

However, it has been claimed that this argumentation, based solely on the develop-
ment of the electromagnetic cascade due to interactions with the EBL, might not be
complete [5, 6]. In these publications it is suggested that interactions of electrons and
positrons with the IGM, which consists mainly of ionized hydrogen and electrons, have
to be considered as well, resulting, due to plasma instabilities, in an efficient energy
transfer from the electron/positron pairs to the medium (therefore causing a heating-up
of the IGM). By including the effects of these interactions in explicit Monte Carlo simu-
lations the author of this thesis was able to quantify their influence in detail, confirming
that they might be responsible for the suppression of the observed flux at GeV energies.

Assuming that the Cosmological Scenario of the origin of EGMF described above
is true, magnetogenesis of the resulting Primordial Magnetic Fields takes place, for
example, during either the Electroweak or the Quantumchromodynamical (QCD) Phase
Transition, corresponding to the moments at which the temperature of the Universe, due
to Expansion, decreased to the point at which the electroweak symmetry is broken or
at which the free quarks form hadrons, respectively. In fact, even without pinning
down a particular mechanism, generically it is very likely or even, as claimed recently,
“unavoidable” [7] for strong magnetic fields to emerge in the Early Universe due to
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a small scale dynamo amplification, thus providing an additional motivation for the
discussion in this work.

It has been possible for the author to confirm, by deriving general Master Equations
for their time evolution, that such fields indeed can account for present day EGMF by
transporting magnetic energy from the small scales they were generated at to the large
scales of today’s voids between Galaxy Clusters. In addition, also the questions of the
scaling behavior on large scales, the distribution of energy among the medium and the
magnetic field and possible constraints on EGMF have been addressed. By including
magnetic helicity, its impact, in particular the presence of the so-called Inverse Cascade,
i.e. the efficient transport of magnetic energy from small to large scales, have been
investigated, therefore quantitatively confirming former findings.

To obtain these results, a semi-analytic analysis has been performed by looking di-
rectly at the time development of the spectra of both the magnetic and the kinetic energy
content of the turbulent medium by means of the aforementioned Master Equations. The
main advantages of applying this method to the problem of Primordial Magnetic Fields
are twofold: First, the interactions between the kinetic and magnetic energy components
are fully taken into account in contrast to former similar approaches. In particular, in
contrast to previous studies, the backreaction of the medium is considered, thus making
the results more reliable from the physics point of view. Second, as the problem has been
reduced to one dimension, a full analysis over the complete dynamic range, stretching
over several orders of magnitude, is possible.

This work is structured as follows: In Chapter 1 the physical basics of the processes
which occur when dealing with magnetic fields in the Early Universe are presented,
namely Magnetohydrodynamics and Cosmology. Then, in Chapter 2, the current sta-
tus of knowledge concerning Extragalactic Magnetic Fields is discussed, in particular
focussing on the possibility to derive lower constraints on the magnetic field strength.
In Chapter 3 the physics background, calculations and results for the time evolution of
Primordial Magnetic Fields are presented, especially contrasting the differences between
helical and non-helical scenarios. These considerations are based on the aforementioned
Master Equations for which, due to their importance for this work, the full derivation
and the discussion of their impact is presented. Finally, in Chapter 4, the conclusions
of this thesis are drawn before giving an outlook on future prospects of the topic.

Parts of this work have been published in [8, 9] or submitted for publication to [10]
peer reviewed journals.
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Chapter 1

Magnetohydrodynamics and
Cosmology

Some say the world will end in fire,
Some say in ice.
From what I’ve tasted of desire
I hold with those who favor fire.
But if it had to perish twice,
I think I know enough of hate
To say that for destruction ice
Is also great
And would suffice.
— R. Frost, Fire and Ice (1920)

In this chapter the two fields of study which are necessary in order to understand the
physics of Primordial and Extragalactic Magnetic Fields are discussed: On the one hand,
in Sec. 1.1, Magnetohydrodynamics, which describes the interaction of magnetic fields
and fluids. On the other hand, in Sec. 1.2, Cosmology, which addresses the evolution of
the Universe and thus has to be considered when looking at the time evolution of any
phenomenon on large scales and over long periods of time.

1.1 Magnetohydrodynamics

Magnetohydrodynamics (MHD) describes the discipline of studying the interaction of
magnetic fields and conductive fluids. Therefore, it combines the statistical approach to
describe the physics of flows and electrodynamics which is governed by Maxwell’s Equa-
tions. These two topics are connected by the Lorentz Force as the kinetic interaction
onto the particles inside the fluid by magnetic and electric fields. Therefore, in the fol-
lowing first the fundamental equations describing Magnetohydrodynamics are presented
(Sec. 1.1.1) before discussing magnetic helicity, a crucial quantity in MHD (Sec. 1.1.2),
and concluding by possible approaches to address turbulence (Sec. 1.1.3).

1.1.1 Fundamental Equations

An important quantity in MHD is the current density j which is given by

j = jext + σ (E + v ×B) . (1.1)

Here jext is some external current density, σ is the electric conductivity, v the (local)
velocity of the fluid considered and B and E are the magnetic and electric fields, respec-
tively. This is the general form of Ohm’s Law.
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Since magnetic and electric fields are involved, it is necessary to include the basic
relations of electrodynamics, Maxwell’s Equations:

∇ ·E = 4πρch , (1.2)
∇ ·B = 0 , (1.3)
∇×E = −∂tB , (1.4)
∇×B = 4πj + ∂tE , (1.5)

which are Gauss’s Laws for the electric field (1.2), ρch denoting the charge density,
and for magnetism (1.3), Faraday’s Law (1.4) and Ampère’s Law (1.5). In the latter
the displacement current is usually neglected in the following (unless stated otherwise)
which is possible due to the so-called MHD approximation which states that typical flow
velocities are much smaller than the speed of light.

The two equations from general hydrodynamics which will be used the most in the
following are, on the one hand, the continuity equation for the mass density ρ,

∂tρ+∇ · (ρv) = 0 , (1.6)

where v is the velocity of the plasma which is governed by the Navier-Stokes Equations,
reading

ρ [∂tv + (v · ∇) v] = −∇p+ µ∆v + (λ+ µ)∇ (∇ · v) + F (1.7)

in the most general form. Here p is the pressure, λ and µ are Lamé’s first and second
parameter, respectively, which are related to the elasticity of the considered fluid (the
latter also known as the shear modulus), and F is the density of the body forces.

Before considering the influence of magnetic field, i.e. before coming to MHD, an
important quantity, the Reynolds Number R, should be introduced. For this purpose
(1.7) is treated in a simple case, i.e. an incompressible fluid (∇·v = 0) with homogeneous
pressure (∇p = 0) and without external forces (F = 0). This reduces (1.7) to

ρ [∂tv + (v · ∇) v] = µ∆v (1.8)

or
∂tv =

µ

ρ
∆v − (v · ∇) v . (1.9)

The two terms on the right side describe the two main processes governing the
behavior of the system: On the one hand momentum convection (given by − (v · ∇) v),
i.e. energy transport by particle flow, and on the other hand momentum diffusion (given
by µ

ρ∆v which describes a Heat Equation), i.e., in short, energy dissipation due to
viscosity. The Reynolds Number R is given by the symbolic ratio between these two
terms:

R =
| (v · ∇) v|
|µρ∆v|

'
v 1
Lv

µ
ρ

1
L2 v

=
ρvL

µ
=
vL

ν
, (1.10)

where L is a typical length scale and v a typical velocity scale of the system, respectively,
and ν = µ

ρ is the so-called kinematic viscosity.

1.1.1.1 Time Evolution of the Magnetic Field Strength

With the equations presented above it is now possible to derive the differential equations
which will be used in the following. Here, an incompressible (i.e. ∇·v = 0) and turbulent
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(i.e. R � 1) setting is assumed. Solving (1.1) (without any external currents) for E
gives

E =
j
σ
− v ×B. (1.11)

Plugging this into (1.4) results in

∂tB = −∇×E
(1.11)

= −∇×
(

j
σ
− v ×B

)
= − 1

σ
(∇× j) +∇× (v ×B)

(1.5)
= − 1

σ
∇×

(
1

4π
∇×B

)
+∇× (v ×B) = − 1

4πσ
∇× (∇×B) +∇× (v ×B)

(A.7)
= − 1

4πσ
[∇ (∇ ·B)−∆B] +∇× (v ×B) .

(1.12)

This, using (1.3), can be transformed into the main differential equation for the time
dependence of the magnetic field,

∂tB =
1

4πσ
∆B +∇× (v ×B) . (1.13)

The second part of the right hand side of this expression can be simplified by using (A.6)
together with ∇ · v = 0 for an incompressible fluid and (1.3), giving

∂tB =
1

4πσ
∆B + (B · ∇)v − (v · ∇)B . (1.14)

Now a better understanding of (1.13) is necessary. Following [11] here and later
on, first the case where the first term of the right hand side of (1.13) is dominating is
considered, i.e.

∂tB '
1

4πσ
∆B . (1.15)

This equation has the form of a Heat Equation and therefore describes a diffusion pro-
cess, here the one for the magnetic field B. To estimate the diffusion time τdiff for a
system of size L one can rewrite (1.15) as

B

τdiff
' 1

4πσ
B

L2
(1.16)

and therefore
τdiff ' 4πσL2 . (1.17)

To analyze the second term after the equality sign in (1.13) the assumption of a very
large conductivity, i.e. σ →∞, is made, such that (1.13) reduces to

∂tB = ∇× (v ×B) . (1.18)

Assuming a loop S with the surface normal unit vector S is moving through the medium,
there are two possible contributions to the change of the magnetic flux Φ through S,

Φ =
∫
S

B · dS , (1.19)

with time. On the one hand the magnetic field B may be time-dependent due to some
external influences, such that it is

d
dt

Φ′ =
∫
S

(∂tB) · dS , (1.20)

3



and on the other hand the movement through the medium induces an electric field which
is given by Eind = v ×B. Therefore one can write

d
dt

B
(1.4)
= −∇×Eind = −∇× (v ×B) (1.21)

and thus
d
dt

Φ′′ =
∫
S

d
dt

B · dS = −
∫
S
∇× (v ×B) · dS . (1.22)

So, on the total one obtains

d
dt

Φ =
d
dt

Φ′ +
d
dt

Φ′′ =
∫
S

(∂tB) · dS−
∫
S
∇× (v ×B) · dS

=
∫
S
{(∂tB)−∇× (v ×B)} · dS

(1.18)
= 0 ,

(1.23)

i.e. the magnetic flux through S is constant. This effect, caused by the second term on
the right hand side of (1.13), is called magnetic flux freezing.

Finally, to have a measure to compare the influence of the two terms of (1.13),
the Magnetic Reynolds Number Rm, its magnitude giving the relative importance of
magnetic flux freezing to the diffusion of the magnetic field, shall be introduced, which
is given by the symbolic ratio

Rm =
|∇ × (v ×B) |
| 1
4πσ∆B|

'
1
LvB

1
4πσ

1
L2B

= 4πσvL , (1.24)

where, again, L is a typical length scale and v a typical velocity scale of the system,
respectively.

1.1.1.2 Time Evolution of the Kinetic Field Strength

Using the Lorentz force density FL explicitly,

FL = j×B, (1.25)

the final form of the Navier-Stokes Equations with the assumptions stated above reads

ρ [∂tv + (v · ∇) v] = −∇p+ j×B + F . (1.26)

Now it is possible to rewrite (1.26) by plugging in (1.5). Neglecting the ∇p term due to
the assumed homogeneity and dividing by ρ gives the main differential equation for the
time dependence of the velocity v:

∂tv = − (v · ∇) v +
1

4πρ
(∇×B)×B + f . (1.27)

Here again the second part on the right hand side can be simplified by using (A.4), such
that the new expression for (1.27) now reads

∂tv = − (v · ∇) v +
1

4πρ

[
(B · ∇)B− 1

2
∇ (B ·B)

]
+ f (1.28)

Defining the (local) Alfvén speed by equaling the magnetic and the kinetic energy
densities uB and uK, i.e. from (1.55), which will be derived later on,

1
2
ρv2

A =
1

8π
B2 , (1.29)
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meaning

vA =
1

(4πρ)
1
2

B , (1.30)

(1.27) may be reformulated as

∂tv = − (v · ∇) v + (∇× vA)× vA + f . (1.31)

1.1.1.3 Kinetic Vorticity and Helicity

Another important quantity in MHD is the vorticity ζ which is defined by

ζ ≡ ∇× v . (1.32)

In order to derive its time evolution, one has to look at (1.26), rewritten as

∂tv = − (v · ∇) v − ∇p
ρ

+
j×B
ρ

+ f . (1.33)

Applying the curl operator to this equation gives

∂tζ = −∇× [(v · ∇) v]−∇×
(
∇p
ρ

)
+∇×

(
j×B
ρ

+ f
)

(A.4),(A.3)
= −∇×

[
1
2
∇ (v · v)− v × ζ

]
−
[

1
ρ
∇× (∇p) +∇p×∇

(
1
ρ

)]
+∇×

(
j×B
ρ

+ f
)

(A.8)
= ∇× (v × ζ) +

∇ρ×∇p
ρ2

+∇×
(

j×B
ρ

+ f
)
.

(1.34)

As will be shown in Sec. 2.1, vorticity is a major component in most of the scenarios to
produce magnetic fields in the Early Universe.

Furthermore, using vorticity, in fluid mechanics the (kinetic) helicity HK is defined
as

HK =
∫

(∇× v) · v d3r =
∫

ζ · v d3r , (1.35)

while the average helicity density is given by

hK =
HK

V
=

1
V

∫
(∇× v) · v d3r =

1
V

∫
ζ · v d3r . (1.36)

1.1.1.4 Electromagnetic Potentials

There is a way to formulate Maxwell’s Equations in a more elegant way, namely by using
the electromagnetic potentials,

E = −∇φ− ∂tA , (1.37)
B = ∇×A , (1.38)

where φ is the scalar and A the (magnetic) vector potential, respectively. The latter
can be introduced from the idea that since, according to (1.3), it is ∇ · B = 0, using
(A.9), there has to be some vector field for which (1.38) is true such that A is exactly
the magnetic vector potential introduced above. However, one has to keep in mind that
this definition for A is not unique as it is possible to change it by an arbitrary scalar
function ψ in the form

A′ = A +∇ψ (1.39)
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without changing the magnetic field itself since it is

B′ = ∇×A′ = ∇× (A +∇ψ) = ∇×A +∇× (∇ψ)
(A.8)
= ∇×A = B . (1.40)

Therefore, by choosing a specific function ψ one fixes the so-called gauge of the magnetic
vector potential A. The most widely used gauge fixings are, on the one hand, the Lorentz
Gauge, given by

∇ ·A = −∂φ
∂t

, (1.41)

and, on the other hand, the Coulomb Gauge (also called Radiation or Transversal
Gauge), fulfilling the condition

∇ ·A = 0 . (1.42)

Throughout this work, unless noted otherwise, Coulomb Gauge is used. For further
reading see [12, 13].

As it will be needed later on, it is important to investigate the evolution of the
magnetic vector potential with time. To derive it, one has to look at the third line of
(1.12),

∂tB = − 1
4πσ
∇× (∇×B) +∇× (v ×B) = ∇×

[
− 1

4πσ
(∇×B) + v ×B

]
, (1.43)

from which, as it is B = ∇×A, one can directly deduce

∂tA = − 1
4πσ

(∇×B) + v ×B . (1.44)

A final remark, important for the calculations carried out in the following, has to be
made. Applying the Fourier Transform to (1.38) and using (A.23) results in

B̂ = ik× Â . (1.45)

With Coulomb Gauge, given by (1.42), this can be transformed into

Â = i
k
k2
× B̂ , (1.46)

which gives the direct relation between the Fourier Transforms of the magnetic field and
the magnetic vector potential. In r-space this relation has a more complex form which
is given by the Biot-Savart Law, reading [12]

A(r) =
1

4π

∫
V

(
r′ − r
|r′ − r|3

×B(r′)
)

d3r′ (1.47)

1.1.1.5 Magnetic Moment

Finally, for the sake of completeness, the magnetic moment µ should be introduced. It
is defined by [12]

µ =
1
2

∫
r× j(r) d3r (1.48)

and is a useful quantity in electrodynamics as, once calculated, it can be used to compute
the magnetic vector potential for a magnetic dipole by

A(r) =
µ× r
r3

(1.49)

6



and the magnetic field by

B(r) = 3
(µ · r) r
r5

− µ

r3
. (1.50)

Therefore the magnetic moment can be regarded as a measure for the strength of a
magnetic dipole, which is often a good approximation for a localized current distribution.

1.1.1.6 Energy Considerations

In order to derive the expressions for the energy content of the MHD system it is once
again necessary to take a look at the continuity equation (1.6) as well as at the Euler
Equations (1.26). Multiplying the former by 1

2v2 and the latter by v and then adding
both gives

1
2
v2∂tρ+

1
2
v2∇ · (ρv) + ρv · ∂tv + ρv · [(v · ∇) v] = v · (j×B) + v · F . (1.51)

The left hand side can be rewritten as

1
2
v2∂tρ+

1
2
v2∇ · (ρv) + ρv · ∂tv + ρv · [(v · ∇) v]

=
[

1
2
v2∂tρ+ ρv · ∂tv

]
+
{

1
2
v2∇ · (ρv) + ρv · [(v · ∇) v]

}
= ∂t

(
1
2
ρv2

)
+
{

1
2
v2∇ · (ρv) + ρv · [(v · ∇) v]

}
(A.4)
= ∂t

(
1
2
ρv2

)
+
{

1
2
v2∇ · (ρv) + ρv ·

[
1
2
∇ (v · v)− v × (∇× v)

]}
(A.2)
= ∂t

(
1
2
ρv2

)
+∇ ·

(
1
2
v2ρv

)
.

(1.52)

On the other hand the first term of the right hand side reads

v · (j×B) = −j · (v ×B)
(1.11)

= −j ·
(

j
σ
−E

)
= j ·E− j2

σ

(1.5)
=

1
4π

[(∇×B) ·E− (∂tE) ·E]− j2

σ
(A.5)
=

1
4π

[B · (∇×E)−∇ · (E×B)− (∂tE) ·E]− j2

σ
(1.4)
= − 1

4π
[B · ∂tB +∇ · (E×B) + E · ∂tE]− j2

σ

= − 1
8π
∂t
(
B2 + E2

)
− 1

4π
∇ · (E×B)− j2

σ
.

(1.53)

Plugging (1.52) and (1.53) into (1.51), after some minor rearrangements, gives

∂t

(
1
2
ρv2 +

1
8π

B2 +
1

8π
E2

)
+∇ ·

(
1
2
ρv2v +

1
4π

E×B
)

= − j2

σ
+ F · v , (1.54)

respectively, which is the continuity equation for energy. Inside the time derivative there
are the expression for the (local) kinetic, magnetic and kinetic energy densities, given
by

uK =
1
2
ρv2, uB =

1
8π

B2, uE =
1

8π
E2 , (1.55)
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while inside the divergence there are the kinetic energy flux 1
2ρv

2v and the electromag-
netic energy flux given by the so-called Poynting Vector

S =
1

4π
E×B . (1.56)

Furthermore, the right hand side of (1.54) gives the energy loss terms, on the one hand
the resistive decay, given by −j2/σ, which happens due to finite resistivity, and on the
other hand other energy dissipation mechanisms represented by F · v. Finally, the total
energies corresponding to the first two parts of (1.55) (while the energy content of the
electric field is omitted in the following due to the considerations discussed above) are
given by

EK =
1
2

∫
ρv2 d3r, EB =

1
8π

∫
B2 d3r . (1.57)

Considering the energy content of the fields, a further interesting quantity is the
spectral energy density. In order to derive an expression for it, one can rewrite uB and
uK from (1.55) as averaged energy densities εB and εK:

εB =
1
V

∫
uB d3r =

1
8πV

∫
B2 d3r , (1.58)

εK =
1
V

∫
uK d3r =

1
2V

∫
ρv2 d3r , (1.59)

where V is the total volume of the system.
Using Parseval’s Theorem, (A.32), for a constant mass density ρ, these two expres-

sions can be presented in terms of the wavevector k as

εB = 1
8πV

∫
B2(r) d3r = 1

8π

∫ ∣∣∣B̂(k)
∣∣∣2 d3k ≡ ρ

∫
Mk dk , (1.60)

εK = ρ
2V

∫
v2(r) d3r = ρ

2

∫
|v̂(k)|2 d3k ≡ ρ

∫
Uk dk , (1.61)

where for both in the last step a reduction from three to one dimension of the inte-
gration have been performed, thus defining the magnetic spectral energy Mk and the
kinetic spectral energy Uk. Expressing k and the corresponding integral, for example,
in spherical coordinates (k, φ, θ), this would mean

Mk = 1
8πρ

∫∫ ∣∣∣B̂(k)
∣∣∣2 k2 sin θ dφdθ , (1.62)

Uk = 1
2

∫∫
|v̂(k)|2 k2 sin θ dφdθ . (1.63)

A further simplification may be found by assuming that the integrands are functions
only of the magnitude k ≡ |k| of the wave vector k. Then the integrals of (1.62) and
(1.63) may be evaluated, giving

Mk = k2

2ρ |B̂(k)|2 , (1.64)

Uk = 2πk2|v̂(k)|2 . (1.65)

1.1.2 Magnetic Helicity

The Magnetic helicity H is defined by

H =
∫
V

A ·B d3r . (1.66)
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In the original definition of magnetic helicity the boundary of the integration volume V
has to be chosen in a way such that no magnetic field lines are crossing the boundary
[14], i.e. for the normal component Bn of the magnetic field at the boundary ∂V it is

Bn(∂V ) = 0 . (1.67)

This is also a condition which is assumed to be true throughout this work as then V
denotes the volume of the Universe for which the magnetic field can be assumed to
vanish at the boundary. However, in general there are also possibilities to drop the
restriction (1.67) and investigate the more general case [15].

It should be noted that (1.66) is a consistent definition of a quantity which, in
contrast to A (as shown in Sec. 1.1.1.4), is a well-defined observable since choosing a
certain gauge for A does not change the value of helicity. To see this one has to use

H′ =
∫
V

A′ ·B d3r =
∫
V

(A +∇χ) ·B d3r

=
∫
V

(A ·B + (∇χ) ·B) d3r = H +
∫
V

(∇χ) ·B d3r

(1.68)

where for the second term of the last equation can write∫
V

(∇χ) ·B d3r
(A.2)
=
∫
V

[∇ · (χB)− χ (∇ ·B)] d3r

(1.3)
=
∫
V
∇ · (χB) d3r

(A.10)
=

∮
∂V
χB · dS ,

(1.69)

which, however, vanishes due to (1.67) and therefore (1.68) gives H′ = H.
Finally, in a similar way as it has been done for the energy content in Sec. 1.1.1.6,

it is important to extract the spectral values of helicity. To do so, first the average
magnetic helicity density for the total volume V of the system is written down as

hB =
H

V
=

1
V

∫
A(r) ·B(r) d3r , (1.70)

which then, using ∇ ·A = 0, i.e. Coulomb Gauge, can be expressed as

hB =
1
V

∫
A · (∇×A) d3r =

1
V

∫
A ·B d3r

(1.46),(A.32)
= i

∫ (
k
k2
× B̂(k)

)
· B̂(k)∗ d3k ≡ ρ

∫
Hk dk

(1.71)

for ρ = const, hereby defining the spectral magnetic helicity density Hk. In spherical
coordinates it reads

Hk =
i

ρ

∫∫ (
k
k2
× B̂(k)

)
· B̂(k)∗k2 sin θ dφdθ , (1.72)

which, assuming, in addition, that the integrand does only depend on the magnitude k
of the wavevector k, i.e. B̂(k) = B̂(k), reduces to

Hk =
4πi
ρ

(
k× B̂(k)

)
· B̂(k)∗ . (1.73)

As a side remark it should be noted that in a similar way also a spectral kinetic
helicity density may be derived, given by

HK
k =

4πik2

ρ
(k× v̂(k)) · v̂(k)∗ . (1.74)
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Figure 1.1: Left panel : Sketch of a magnetic flux tube with the arrows showing the direction of the
magnetic field. For two arbitrary cross sections (S1 and S2) the corresponding magnetic fluxes, Φ1 and
Φ2 turn out to be equal, i.e. Φ1 = Φ2. Right panel : Two interconnected flux tubes characterized by the
loops C1 and C2, having the magnetic flux Φ1 and Φ2, respectively, measured at the sketched arbitrary
cross sections. The arrows show the direction of the corresponding magnetic fields inside the flux tubes
while outside the magnetic field vanishes.

1.1.2.1 Magnetic Helicity and the Topology of the Magnetic Field

The defining equation of helicity, (1.66), contains A, the magnetic vector potential, and
B = ∇×A, its curl. Since the latter is a measure of rotation in a given point of space,
the scalar product of these two gives a quantitative description of how much A follows
a helical or corkscrew-like topology, therefore also making a statement on the structure
of the corresponding magnetic field.

In fact, an even stronger statement can be made by using the concept of magnetic
flux tubes as shown in the left panel of Fig. 1.1. A flux tube is defined as a cylinder-like
structure for which the magnetic field is tangential everywhere at its lateral surface.
This, however, means that the magnetic flux Φlat through this lateral surface is zero
which is also true for the magnetic flux Φtot of any cut-out of the tube between two
arbitrary cross sections (and therefore also for the complete tube) due to the non-
existence of magnetic monopoles. Therefore, for two cross-sections S1 and S2 with the
corresponding magnetic fluxes, as depicted in the left panel of Fig. 1.1, Φ1 and Φ2 it is

Φtot = Φ1 − Φ2 + Φlat = Φ1 − Φ2 + 0 = 0 (1.75)

where Φ1 and Φ2 have different signs due to the different orientation of the normal
vectors of S1 and S2 in relation to the magnetic field lines. Thus (1.75) gives Φ1 = Φ2,
meaning that the magnetic flux through a given cross section is constant throughout
the tube and can be used as the quantity characterizing it.

As has been pointed out by [16], a magnetic field can be regarded, to some extent, as
being consisted of an infinite number of such flux tubes, each carrying an infinitesimal
amount of flux. This describes the concept of field lines. Therefore some elementary
topological considerations may be performed for two flux tubes which then turn out to
be applicable to field lines and therefore to magnetic fields in general [17].

Following [17], the situation shown in the right panel of Fig. 1.1 is considered, where
one has two interconnected flux tubes labeled 1 and 2, with the magnetic fluxes Φ1 and
Φ2, respectively, while the magnetic field outside the tubes is zero. The helicity for one

10



of the flux tubes (i = 1, 2) may be calculated as

Hi
(1.66)

=
∫
Vi

A ·B d3r =
∮
Ci

A · (Φidr) = Φi

∮
Ci

A · dr

(A.11)
= Φi

∫
Ci

(∇×A) · dS
(1.38)

= Φi

∫
Ci

B · dS ,
(1.76)

where the integral
∮
Ci
...dr is to be understood as the line integral along the loop Ci,

whereas
∫
Ci
...dS is the surface integral over the surface for which this loop is the border.

The integral in the final step of (1.76) gives the flux which passes through the circuit
Ci. Since the field outside the tubes is zero, the only flux is given by the one of the
interlinked tube, also depending on how many times and in which direction (with respect
to the magnetic field lines) they traverse each other, which corresponds exactly to the
linkage number of the system. For the situation in the right panel of Fig. 1.1 one would
therefore get ∫

C1

B · dS = Φ2 ,

∫
C2

B · dS = Φ1 , (1.77)

such that, from (1.70), it is H1 = H2 = Φ1Φ2 and hence the total magnetic helicity is
H = H1 + H2 = 2Φ1Φ2. This is a remarkable result as the total helicity does not depend
on the actual form of the (closed) flux tubes, but only on the corresponding fluxes and
the linkage. More generally, for N flux tubes the helicity is given by

H =
N∑
i=1

N∑
j=1

LijΦiΦj , (1.78)

where Lij is the Linking Number between the closed curves Ci and Cj , given by Gauss’
Linking Integral [16]

Lij =
1

4π

∮
Ci

∮
Cj

ri − rj
|ri − rj |

· (dri × drj) . (1.79)

Plugging this into the general summand of (1.78) gives

LijΦiΦj =
1

4π

∮
Ci

∮
Cj

ri − rj
|ri − rj |

· (Φidri × Φjdrj)

=
1

4π

∫
Vi

∫
Vj

ri − rj
|ri − rj |

·
(
B(ri)d3ri ×B(rj)d3rj

)
=

1
4π

∫
Vi

∫
Vj

ri − rj
|ri − rj |

·
(
B(ri)×B(rj) d3rid3rj

)
(1.47)

=
∫
Vj

B(rj) ·A(rj) d3rj = −
∫
Vi

B(ri) ·A(ri) d3ri ,

(1.80)

giving exactly the formula for the partial helicities as in (1.66). Hence, taking the
infinitesimal limit of (1.78), i.e. going from the flux tube picture to actual field lines, one
indeed sees the general direct connection between the Linking Number (and therefore
the topology) of a magnetic field and its helicity.

1.1.2.2 Conservation of Magnetic Helicity

In addition to the mentioned above properties of magnetic helicity which make it a
consistent quantity, there are two more which make it physically relevant and of which
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both have been proven by [18] for the first time. The first of the two is the conservation
law for magnetic helicity which will be presented in the following. Starting with the
time derivative of (1.66) it is

dH

dt
=
∫
V

∂

∂t
(A ·B) d3r =

∫
V

∂A
∂t
·B d3r +

∫
V

A · ∂B
∂t

d3r , (1.81)

which, using (1.12) and (1.44), can be transformed into

dH

dt
=
∫
V

[
−∇×B

4πσ
+ v ×B

]
·B d3r +

∫
V

A ·
[
−∇× (∇×B)

4πσ
+∇× (v ×B)

]
d3r

(A.7),(1.3)
=

∫
V

A · [∇× (v ×B)] d3r − 1
4πσ

∫
V

[(∇×B) ·B−A ·∆B] d3r

(A.5),(1.38)
=

∫
V
∇ · [(v ×B)×A] d3r − 1

4πσ

∫
V

[(∇×B) ·B−A ·∆B] d3r

(A.10)
=

∮
∂V

[(v ×B)×A] · dS− 1
4πσ

∫
V

[(∇×B) ·B−A ·∆B] d3r ,

(1.82)

where (v ×B) · B = 0 has been used. The first term in (1.82) vanishes due to (1.67),
while the second one is zero if one assumes σ →∞. Under these conditions therefore it
is

dH

dt
= 0 , (1.83)

i.e. magnetic helicity is conserved, which is also known as First Woltjer Theorem.

1.1.2.3 Magnetic Helicity and Plasma Relaxation

The second of the two properties of helicity mentioned above, also known as Second
Woltjer Theorem, deals with the energy content of the magnetic field. If its minimum
shall be found, one has to use variational calculus on the second part of (1.57), minding,
however, (1.83) by including the Lagrange Multiplier λ which, together with (1.66),
gives

δEB −
λ

8π
δH =

1
8π

∫
V

2B · δB d3r − λ

8π

∫
V

(δA ·B + A · δB) d3r = 0 . (1.84)

Now it is∫
V

A · δB d3r =
∫
V

A · (∇× δA) d3r
(A.5)
=
∫
V

[∇ · (δA×A) + δA · (∇×A)] d3r

=
∫
V

[∇ · (δA×A) + δA ·B] d3r =
∫
V
δA ·B d3r ,

(1.85)

where for the last step Gauss’ Theorem, (A.10), and the fact that the variation vanishes
on the surface have been used. Plugging this into (1.84) gives

1
8π

∫
V

[2B · δB− 2λA · δB] d3x = 0 (1.86)

and therefore (1.84) is satisfied if
B = λA (1.87)
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or, after applying the curl operator on both sides,

∇×B = λB . (1.88)

The physical meaning of this expression has been first recognized by [19]. For a plasma
with high conductivity one can take the magnetic helicity to be constant according
to (1.83) which determines the value of λ in (1.87). Under this assumption magnetic
energy approaches its minimum while the corresponding magnetic field, according to
(1.88), becomes force-free – a phenomenon known as plasma relaxation. Following that,
even if the conductivity is finite (but still very large), resistive decay affects magnetic
energy more efficient than it affects magnetic helicity. The result is that even then
helicity is still almost constant while the energy is acquiring its minimal value. This is
in particular important for astrophysical applications.

1.1.2.4 Maximal Helicity

There is another interesting connection between the total magnetic energy and helicity
of a system. It can be seen by rewriting (1.60) as

εB =
1

8π

∫
|B̂(k)|2 d3k

(1.45)
=

1
8π

∫
|ik× Â(k)|2 d3k =

1
8π

∫
|k× Â(k)|2 d3k . (1.89)

Here it is now possible to decompose Â in the form [20]

Â(k) = a+
k h

+
k + a−k h

−
k + al

kh
l
k (1.90)

where h±k are the eigenfunctions of the curl operator, i.e.

ik× h±k = ±kh±k , (1.91)

given by

h±k =
1√
2

k× (k× e)∓ ik (k× e)

k2
(

1− (k·e)2

k2

) 1
2

(1.92)

for an arbitrary unit vector e ∦ k, and al
kh

l
k is the longitudinal part which, however,

vanishes for Coulomb Gauge. The actual form of the h±k , given by (1.92), is not impor-
tant for the following calculations, but rather the fact that they satisfy (1.91) and the
following relations (which can be shown by plugging in):

h+
k · h

+∗
k = h−k · h

−∗
k = 1 , h+

k · h
−∗
k = h−k · h

+∗
k = 0 . (1.93)

Finally, a+
k , a−k and al

k are some complex coefficients which depend on k (and on the
time t). Using (1.60) together with (1.89), one can now write down an expression for
Mk in terms of the decomposition of Â:

Mk =
k2

2ρ

∣∣∣k× Â(k)
∣∣∣2 (1.90)

=
k2

2ρ

∣∣k× (a+
k h

+
k + a−k h

−
k

)∣∣2
(1.91)

=
k2

2ρ

∣∣k (a+
k h

+
k − a

−
k h
−
k

)∣∣2 (1.93)
=

k4

2ρ

(∣∣a+
k

∣∣2 +
∣∣a−k ∣∣2) . (1.94)
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In the same manner (1.71) becomes

hB =
∫

Â(k) · B̂(k)∗d3k
(1.45)

=
∫

Â(k) ·
(
ik× Â(k)

)∗
d3k

(1.90)
=

∫ [
a+
k h

+
k + a−k h

−
k

]
·
[
ik×

(
a+
k h

+
k + a−k h

−
k

)]∗ d3k

(1.91)
=

∫ [
a+
k h

+
k + a−k h

−
k

]
·
[
a+
k kh

+
k − a

−
k kh

−
k

]∗ d3k

=
∫
k
(∣∣a+

k

∣∣2 ∣∣h+
k

∣∣2 − ∣∣a−k ∣∣2 ∣∣h−k ∣∣2)d3k
(1.93)

=
∫
k
(∣∣a+

k

∣∣2 − ∣∣a−k ∣∣2)d3k

(1.95)

and therefore, from (1.71),

Hk =
4πk2

ρ

[
Â(k) ·

(
ik× Â(k)

)∗]
=

4πk3

ρ

(∣∣a+
k

∣∣2 − ∣∣a−k ∣∣2) . (1.96)

Since, furthermore, it is −
∣∣a+

k

∣∣2 ≤ ∣∣a+
k

∣∣2 and −
∣∣a−k ∣∣2 ≤ ∣∣a−k ∣∣2, such that∣∣a−k ∣∣2 − ∣∣a+

k

∣∣2 ≤ ∣∣a−k ∣∣2 +
∣∣a+

k

∣∣2 , ∣∣a+
k

∣∣2 − ∣∣a−k ∣∣2 ≤ ∣∣a+
k

∣∣2 +
∣∣a−k ∣∣2 , (1.97)

one can write∣∣∣∣∣a−k ∣∣2 − ∣∣a+
k

∣∣2∣∣∣ = max
(∣∣a−k ∣∣2 − ∣∣a+

k

∣∣2 , ∣∣a+
k

∣∣2 − ∣∣a−k ∣∣2) ≤ ∣∣a+
k

∣∣2 +
∣∣a−k ∣∣2 (1.98)

which, according to (1.94) and (1.96), means∣∣∣ ρ

4πk3
Hk
∣∣∣ ≤ 2ρ

k4
Mk (1.99)

or
|Hk| ≤

8π
k
Mk , (1.100)

such that for a given wavenumber the spectral helicity density has a maximum value
determined by the spectral magnetic energy density. This is also known as the realiz-
ability condition and is a crucial result as it sets limits to the possible initial conditions
for helicity. For a maximally helical field it is therefore

Hk = ±8π
k
Mk . (1.101)

1.1.3 Statistical Treatment of Turbulence

In most MHD scenarios in astrophysics one has to deal with turbulence. Although
numerous efforts have been made to find a decent understanding, to the present day its
nature remains a mystery. Even giving a clear definition for turbulence is difficult. The
usual procedure is to give a number of (magneto)hydrodynamic properties which every
turbulent motion does possess. A possible, but debatable and not exhausting list of
these properties is [21–23]: Randomness (or irregularity) which describes the fact that
turbulent flows are chaotic and unpredictable in detail both in space and time, such
that statistic methods as described in this section are needed; a large Reynolds Number
since for values of R above some critical value the system is sensitive to even small
perturbations which then produces turbulence; cascading, a phenomenon describing the
fact that usually initially large eddies are produced which then, due to the instability
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of the system, decay to smaller ones which then again decay, and so on, until molecular
viscosity stops the process. It should be mentioned that more formal definitions can be
given in the context of mathematical physics [24–26] which, however, are not used in
this work.

Due to the properties mentioned above a deterministic description of turbulence is
not possible. Therefore one has to use statistical methods which will be presented in
the following.

1.1.3.1 The Ensemble Average

One of the most important tools in statistical physics is the averaging process. In general,
averaging some quantity a, i.e. finding its mean value, denoted by 〈a〉, has to obey the
so-called Reynolds Conditions [27] in order to be well-defined. For some quantities a
and b, to which the average operation may be applied, and a constant c it is

〈a+ b〉 = 〈a〉+ 〈b〉 , 〈ca〉 = c 〈a〉 , (1.102)〈
∂a

∂t

〉
=

∂

∂t
〈a〉 ,

〈
∂a
∂xi

〉
= ∂

∂xi
〈a〉 , (1.103)

〈〈a〉 b〉 = 〈a〉 〈b〉 , (1.104)

where the first line means linearity and the second one denotes commutativity of the
average operator and the time or gradient derivative.

There is, of course, a large range of different methods of averaging. In the following,
however, the so-called ensemble average is used which, for some given boundary condi-
tions, takes into account all possible (Gaussian distributed) realizations a(i) of a given
turbulent quantity a, such that it is defined by [28]

〈a〉 = lim
n→∞

1
n

n∑
i=1

a(i) . (1.105)

In this work, unless noted otherwise, chevrons (〈...〉) indicate the ensemble average.
It should be noted, however, that in reality it is of course impossible to measure an

infinite number of possible realizations – even in the laboratory their number is limited,
while the situation for astrophysics is even more problematic since here the boundary
conditions cannot be controlled at all. Hence, the solution here is to use some other,
more accessible kind of average, like the one taken over time or over space, and assume
that at some point it converges towards the ensemble average. Whether this assumption,
known as the Ergodic Hypothesis, is valid, is a non-trivial question in statistical physics
which cannot be answered easily and often not at all. In the following, however, it is
assumed to be true as usually done in this context.

1.1.3.2 Homogeneous Isotropic Turbulence

The impact of the claim of both homogeneity and isotropy can be seen best for the
correlation function which, for some quantity a, in the most general case is given by the
ensemble average

Cijk...
(
r′, r′′, r′′′, ...

)
=
〈
ai(r′)aj(r′′)ak(r′′′)...

〉
, (1.106)

where the ai are the components of a. In the following the simplest case, given by

Cij
(
r′, r′′

)
=
〈
ai(r′)aj(r′′)

〉
, (1.107)
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will be used and furthermore the divergence-free case, i.e. ∇ · a = 0, is assumed. Now
homogeneity has the consequence that C can only depend on r ≡ r′′ − r′, the difference
between the two coordinates, while isotropy puts even stricter constraints, namely that
C may only depend on r = |r| = |r′′ − r′|, where r is called the correlation length of the
turbulence [29]. Therefore one can write

Cij
(
r′, r′′

)
= Cij (r) =

〈
ai(r′)aj(r′′)

〉
(1.108)

and, since it is ∇ · a = 0, also

∂Cij
∂ri

=
∂Cij
∂rj

=
∂ 〈ai(r′)aj(r′ + r)〉

∂rj
=
〈
ai(r′)

∂aj(r′ + r)
∂rj

〉
= 0 . (1.109)

According to Noether’s Theorem, isotropy may also be interpreted as the claim for
rotation invariance. This can be achieved by describing a with respect to some arbitrary
directions, given by some unit vectors u and w, rather than by fixed coordinate axes.
Therefore the correlation has now to be calculated for the quantities u · a and w · a, i.e.

C(r,u,w) =
〈(

u · a(r′)
) (

w · a(r′′)
)〉

=
〈
uiai(r′)wjaj(r′′)

〉
(1.102)

= uiwj
〈
ai(r′)aj(r′′)

〉
= uiwjCij(r) .

(1.110)

Now, in order to be isotropic, this relation should not change under rotations or, more
general, under orthogonal transformations. To be more formal [30], if the vectors u, w
and r are all transformed by some orthogonal matrix O, i.e.

rrot = O†r , urot = O†u , wrot = O†w , (1.111)

then the claim for isotropy means that

C(r,u,w) = C(rrot,urot,wrot) . (1.112)

Applying this to (1.110) means that now rotation invariant quantities have to be con-
structed of combinations of r, u and w. All these combinations can, however, be reduced
to elementary ones: Taking into account only one vector would lead to the expressions
u2 = 1, w2 = 1 and r2, i.e. the trivial ones. The combination of two vectors of the set
leads to products, i.e. r · u, r ·w and u ·w, and, finally, three vectors can form a triple
product, i.e. u · (w × r). Therefore, the most general ansatz for C is given by

C(r,u,w) = α(r) (r · u) (r ·w) + β(r) (u ·w) + γ(r)u · (w × r)
= α(r)riuirjwj + β(r)uiwi + γ(r)εijnuiwjrn

(1.113)

Comparing this expression to (1.110) then finally gives the generic form of the general
approach for the correlation function [31, 32]:

Cij = α(r)rirj + β(r)δij + γ(r)εijnrn . (1.114)

This relation may be decomposed into a longitudinal (“l”) and an transversal (“t”) part
by keeping in mind that for a fixed r it is rl = r and rt = 0 and therefore

Cl ≡ Cll = α(r)r2 + β(r) , Ct ≡ Ctt = β(r) , (1.115)

such that (1.114) can be rewritten as

Cij =
Cl − Ct

r2
rirj + Ctδij + γ(r)εijnrn , (1.116)
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where for the divergence-free case considered here Cl and Cr are related by

Ct = Cl +
1
2
r

dCl

dr
=

1
2r

d
dr
(
r2Cl

)
. (1.117)

After deriving this result, the next step is to calculate the power spectrum. Since
Cij depends only on the separation r, in Fourier space, given by the Fourier Transform
(A.21), for uncorrelated modes it has the form

〈
âi(k, t) · âj(k′, t′)∗

〉
=

(2π)3

V
δtt′δ

(3)(k′ − k)Pij(k′) , (1.118)

where, according to the Wiener-Khinchin-Kolmogorov Theorem (cf. Sec. A.3), it is
P (k′) ∝ Frk {Cij(r)} [32]. Writing this down in a more general way, one gets

Pij(k) = Frk{Cij(r)} =
1

(2π)
3
2

∫
Cij(r)e−ik·rd3r . (1.119)

Now, due to similar symmetry arguments as before, Pij for (1.114) is given by

Pij(k) = P1(k)kikj + P2(k)δij + PH(k)εijnkn , (1.120)

which can be further simplified by taking into account (1.109) in Fourier space,

kiPij(k) = kjPij = 0 . (1.121)

Since εijnkikn = εijnkjkn = 0 and kiki = kjkj = k2, multiplying (1.120) by ki or kj and
then using (1.121) gives

P1k
2 + P2 = 0 (1.122)

and therefore finally, renaming P2 into P, (1.120) may be written as

Pij(k) =
(
δij −

kikj
k2

)
P(k) + εijnknPH(k) (1.123)

which is the most general form of the correlation function for homogeneous and isotropic
turbulence in Fourier space.

After this general discussion now the correlators will be related to actual quantities
of MHD, namely the velocity and the magnetic fields, v and B. This is done for the
latter by writing down the ensemble average of Mk and Hk,

〈Mk〉
(1.64)

=
〈
k2

2ρ
|B̂(k)|2

〉
=
k2

2ρ

〈
B̂i(k)B̂i(k)∗

〉
(1.119)

=
k2

2ρ
PBii (k)

(1.123)
=

k2

2ρ

[(
δii −

kiki
k2

)
PB(k) + εiinknPH

B (k)

]
(A.15)

=
k2

ρ
PB(k)

(1.124)

and

〈Hk〉
(1.73)

=
〈

4πi
ρ

(
k× B̂(k)

)
· B̂(k)∗

〉
=

4πi
ρ
εijnkj

〈
B̂n(k)B̂i(k)∗

〉
(1.119)

=
4πi
ρ
εijnkjPBni(k)

(1.123)
=

4πi
ρ
εijnkj

[(
δni −

knki
k2

)
PB(k) + εnimkmPH

B (k)

]
(A.14),(A.17)

=
4πi
ρ

2δjmkjkmPH
B (k) =

8πi
ρ
k2PH

B (k) ,

(1.125)
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such that the spectral correlation function (1.123) can be written as

PB
ij(k) =

ρ

k2

[(
δij −

kikj
k2

)
〈Mk〉 −

i

8π
εijnkn 〈Hk〉

]
(1.126)

or, in the full form as in (1.118),〈
B̂i(k, t)B̂j(k′, t′)∗

〉
=

(2π)3

V
δtt′δ

(3)(k′ − k)
ρ

k2

[(
δij −

kikj
k2

)
〈Mk〉 −

i

8π
εijnkn 〈Hk〉

]
.

(1.127)
In an equivalent way this can also be done for the kinetic energy: Here the ensemble

averages are

〈Uk〉
(1.65)

=
〈
2πk2|v̂(k)|2

〉
= 2πk2 〈v̂i(k)v̂i(k)∗〉 (1.119)

= 2πk2PK
ii (k)

(1.123)
= 2πk2

[(
δii −

kiki
k2

)
PK(k) + εiinknPHK (k)

]
(A.15)

= 4πk2PK(k)
(1.128)

and

〈
HK
k

〉 (1.74)
=

〈
4πik2

ρ
(k× v̂(k)) · v̂(k)∗

〉
=

4πik2

ρ
εijnkj 〈v̂n(k)v̂i(k)∗〉

(1.119)
=

4πik2

ρ
εijnkjPK

ni(k)
(1.123

=
4πik2

ρ
εijnkj

[(
δni −

knki
k2

)
PK(k) + εnimkmPH

K(k)

]
(A.14),(A.17)

=
4πik2

ρ
2δjmkjkmPH

K(k) =
8πi
ρ
k4PH

K(k) ,

(1.129)

such that the spectral correlation function (1.123) is given by

PK
ij (k) =

1
4πk2

[(
δij −

kikj
k2

)
〈Uk〉 −

iρ

2k2
εijnkn

〈
HK
k

〉]
(1.130)

or, in the full form as in (1.118),

〈
v̂i(k, t)v̂j(k′, t′)∗

〉
=

(2π)3

V
δtt′δ

(3)(k′ − k)
1

4πk2

[(
δij −

kikj
k2

)
〈Uk〉 −

iρ

2k2
εijnkn

〈
HK
k

〉]
(1.131)

The equations (1.127) and (1.131) therefore give the remarkable result that the correla-
tion functions of the magnetic and kinetic fields are in their first part directly related to
the corresponding spectral energies and in the second part to the corresponding spectral
helicities.

1.1.3.3 The Kolmogorov Spectrum

Having the equations from the last sections by hand, the question arises which relation
should be plugged in for the initial distribution of velocities depending on the scale k.
Usually it is assumed that it follows a power law, i.e.

v2
eff(k) = v2

0

(
k

k0

)α
, (1.132)
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where k0 corresponds to some scale L0 = 2π
k0

on which veff = v0 and at which the velocity
distribution peaks, such that for k < k0 it is α > 0 and for k > k0 it is α < 0. There is,
however, no final and consistent theory regarding the value of α (cf. Sec. 3.1.3.1). One
simple way is to set α = 3 for k < k0 which would correspond to a white noise spectrum.

For k > k0 there is a (still unproven) choice for α giving the so-called Kolmogorov
spectrum. The basic ideas of this concept have been developed in [33, 34] and [35, 36].
Here [14] is used to give a general overview. It should be noted that the following con-
siderations, due to a lack of a full theory, are just presenting some reasonable arguments
which, although partly being confirmed by experiments, by no means claim to give a
full consistent explanation of the topic.

In general, due to a large Reynolds Number R, for large turbulences dissipation is
not relevant and therefore the main mechanism at work is the cascading of the energy
from bigger eddies to smaller ones. There is, however, a lower limit for the size of the
eddies, given by the condition that the Reynolds Number is becoming of the order unity,
i.e. it is, using (1.10),

ν ' vsLs , (1.133)

where Ls is the length scale and vs the velocity scale of the smallest eddies. The energy
of eddies below this size is dissipated by viscosity.

The main idea of [33–36] is that energy is fed at some rate E to the largest eddies
which are characterized by the velocity vl and the size Ll, connected by the relation

R ∼ Llvl

ν
� 1 , (1.134)

which follows directly from (1.10). The energy then “cascades down”, passing the smaller
eddies, to those given by (1.133), where the energy is dissipated by the same rate, E , in
order to maintain equilibrium. Therefore, the energy transmission rate E is common to
all eddies and it should be possible to express it in terms of the two quantities which
characterize an eddy: The size L and the velocity v. For dimensional reasons it can be
postulated that the only way to do this is given by

E ∼ v3

L
(1.135)

or
v ∼ (EL)

1
3 . (1.136)

This is Kolmogorov’s scaling law which states that the velocity scale of a particular eddy
is proportional to the cube root of its size. Since this is now regarded as a general law,
it is also

E ∼ v3
s

Ls
(1.137)

for the smallest eddies and therefore, together with (1.133),

Ls ∼
(
ν3

E

) 1
4

, vs ∼ (νE)
1
4 . (1.138)

Combining (1.135) for the largest eddies, i.e. E ∼ v3
l /Ll, with (1.134) and (1.138),

one can now write
Ll

Ls
∼ R

3
4 ,
vl

vs
∼ R

1
4 , (1.139)
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which gives a direct relation between the scales of the largest and the smallest eddies
with respect to the Reynolds Number R.

Looking at the situation in k-space, one sees that the same way the sizes between
Ls and Ll define the range of eddy sizes one is interested in, so the corresponding
wavenumbers kl = 2π/Ll and ks = 2π/Ls do after applying the Fourier Transform. This
range is also called the inertial range. Here, the energy transmission is again given by
E , however performing the energy transport from the smaller kl to ks.

Again, due to dimensional considerations, one can postulate that the spectra of
kinetic (Uk) and magnetic (Mk) energies in a turbulent setting are given by

Uk ∼Mk ∼ E
2
3k−

5
3 . (1.140)

The exponent −5/3 is the so-called Kolmogorov exponent and is generally regarded as
the generic exponent for turbulent energy cascading.

However, as mentioned before, this is a rather empirical hypothesis – there is no
real proof whether this reasoning is valid or not. Just to give an impression of the
controversy it should be mentioned here that, as argued by [37, 38], in a magnetized
medium the exponent could be −3/2, i.e.

Uk ∼Mk ∼ E
1
2k−

3
2 . (1.141)

1.1.3.4 Isserlis’ Theorem

In the previous sections the methods to treat two-point correlation functions, i.e. cor-
relation functions of the type (1.108), have been developed. However, for the following
calculations it is also necessary to consider the more general case given by (1.107).
The basic idea here is to reduce this more complicated form to the simpler case using
Isserlis’ Theorem [39, 40] (being a generalization of Wick’s Theorem [41] used espe-
cially in physics for operator expressions) which states that for a zero-mean multivariate
Gaussian distribution vector (x1, ..., xk) and linear functions f1, ..., fn of x1, ..., xk the
following expression holds:

E(f1...fn) =

{
0, n odd,

Σ
[
E(fp1fq1)...E(fpn/2fqn/2)

]
, n even,

(1.142)

where E denotes the operation of taking the average and in the second case (n even) the
sum is understood to be taken over all distinct pairs of xpi , xqi , i.e. for all p1 < ... < pn/2
with pi < qi for all i. This is a very important result since it means that one can reduce
any average of an even number of functions fi to a product of pair averages.

In order to relate this to the work presented in this thesis one can take E to be
the ensemble average, i.e. E(...)→ 〈...〉, and then apply this to (1.107) for a four-point
correlation function (as this is the most important case in the following) which gives

〈aiajakal〉 = 〈aiaj〉 〈akal〉+ 〈aiak〉 〈ajal〉+ 〈aial〉 〈ajak〉 . (1.143)

1.2 Cosmology

Cosmology describes the evolution of structures at the largest scales and of the Universe
itself. Since under these premises gravity is by far the dominating interaction, General
Relativity is the most accepted underlying theory and thus will be presented in Sec. 1.2.1.
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Hereafter it is applied in order to derive the dynamics of the Universe over different
phases of its evolution, first in a more general and abstract way in Sec. 1.2.2 and then
by recapitulating its actual development since the Big Bang in Sec. 1.2.3. The discussion
is concluded by a somewhat more detailed discussion of phase transitions in the Early
Universe (Sec. 1.2.4) as they may play a major role in the magnetogenesis of Primordial
Magnetic Fields.

1.2.1 Basics of General Relativity

In this section the aim is to give some basic information on General Relativity (GR) as
far as it is used in this work. For further reference and a more exhaustive treatment see,
for example, [42].

The first step from classical theories to GR is to introduce the concept of space-
time coming from Special Relativity by combining both space and time into a single
description represented, for example, as a 4-vector, defined as

xµ =


x0

x1

x2

x3

 =
(
ct
x

)
. (1.144)

This concept is not restricted only to spacetime but can be also used to describe various
physical quantities in a compact way, e.g. momentum and energy.

In this formalism an event is a point in the four-dimensional space. In order to
measure the separation ds of two such events, one has to take into account that in
general the spacetime is not flat but has a certain structure which is described by the
metric tensor g such that it is

ds2 = c2dτ2 = gαβdxαdxβ , (1.145)

where τ is the so-called proper time, i.e. the time measured by the observer. Here the
Einstein Sum Convention is used, for which Greek indices have a range of 0...3, while
Latin indices have a range of 1...3.

Now, due to the so-called Relativity Principle, this separation (or interval) has to
be the same for all observers, independent of their reference frame, i.e. ds2, as defined
in (1.145), has to stay invariant after switching to a set of coordinates x′ given by

x′µ =
∂x′µ

∂xν
xν . (1.146)

The quantity gαβ is not a vector as defined before since it has got two indices and
is therefore a different geometrical object – a tensor. An even more general object can
be therefore defined by a tensor T of rank (m,n) with a total of m + n indices and a
behavior under coordinate transformations given by

T
′α1...αm

β1...βn
=
∂x′α1

∂xµ1
· · · ∂x

′αm

∂xµm
∂xν1

∂x′β1
· · · ∂x

νn

∂x′βn
Tµ1...µm

ν1...νn . (1.147)

As one can see, one has to distinguish between the covariant (lower index) and the
contravariant (upper index) components of a tensor due to different kinds of transfor-
mations.
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As mentioned before, an important tensor in GR is the metric tensor since it directly
enters into the definition of the so-called (torsionless) Christoffel Symbols

Γαβγ =
1
2
gαµ

(
∂gγµ
∂xβ

+
∂gβµ
∂xγ

−
∂gγβ
∂xµ

)
(1.148)

in terms of which the main dynamic equation, also known as the Geodesic Equation,
may be written in a compact form:

d2xα

dτ2
+ Γαµν

dxµ

dτ
dxν

dτ
= 0 . (1.149)

The importance of the metric tensor becomes even more clear since one, as it has
been said before, can connect it to the structure of spacetime, more precisely to its
curvature. To do so, first one has to define the Riemann Tensor Rαβγδ, given by

Rαβγδ =
∂Γαβδ
∂xγ

−
∂Γαβγ
∂xδ

+ ΓαµγΓµδβ − ΓαµδΓ
µ
γβ , (1.150)

the Ricci Tensor,
Rαβ = Rµαβµ , (1.151)

and the curvature scalar,
R = R µ

µ , (1.152)

using which it is finally possible to write down the Einstein Equations describing the
curvature of spacetime by the energy content:

Gµν = −8πG
c4

Tµν − Λgµν (1.153)

with
Gµν ≡ Rµν − 1

2
gµνR (1.154)

being the so-called Einstein Tensor, G Newton’s Gravitational Constant, c the speed
of light and Tµν the energy-momentum (or stress-energy) tensor. Assuming that the
Universe can be seen as a perfect fluid with density ρ, pressure p and 4-velocity field
vµ = dxµ/dτ , it is given by

Tµν =
(
ρ+

p

c2

)
vµvν − pgµν . (1.155)

Finally, Λ is the Cosmological Constant which accounts for the Vacuum Energy as can
be seen by defining

Tµνvac ≡
Λc4

8πG
gµν (1.156)

such that one can rewrite (1.153) as

Gµν ≡ −8πG
c4

(Tµν + Tµνvac) . (1.157)

Tµνvac therefore indeed can be interpreted as an effective energy-momentum tensor for
which, comparing it with (1.156), it has to be

p = −ρc2 . (1.158)

Since Tµνvac is proportional to gµν , it is unaltered by Lorentz Transformations and is
therefore the same for all observers in Special Relativity. This, in fact, is exactly the
requirement for the vacuum and therefore the aforementioned claim is indeed true.
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1.2.2 Friedmann Universe

As discussed previously, the Universe is assumed to be homogeneous and isotropic.
Therefore, also the treatment in General Relativity and Cosmology has to be in agree-
ment with this assumption. This can be expressed by the structure of the metric which
in its general form reads

ds2 = c2dτ2 = c2dt2 − a2(t)
[

dr2
c

1− kr2
c

+ r2
c

(
dθ2 + sin2 θdφ2

)]
(1.159)

and is called the Friedmann-Lemâıtre-Robertson-Walker (FLRW) metric for which now
spherical coordinates are used. rc is a comoving coordinate and k the parameter of
curvature which can have the values −1 (negative curvature, hyperbolic), 0 (vanishing
curvature, flat) and +1 (positive curvature, spheric).

A quantity of crucial importance is the scale factor a which describes the dynam-
ical evolution of the Universe. In particular, (1.159) is invariant under simultaneous
transformations of the type

a→ a

λ
, rc → λrc k → k

λ2
, (1.160)

such that usually a is chosen to be dimensionless and equal to 1 at some specific time,
e.g. the present. Speaking more descriptively, a relates the physical distance r, i.e. the
distance between two astrophysical objects which an observer would actually measure,
to the so-called comoving distance rc which is defined such that it does not change due
to the time evolution (since all explicit time dependence of the metric has been moved
to the scale factor) and therefore is cosmologically invariant. This relation is given by

r = a(t)rc . (1.161)

In order to derive the time evolution of a, usually, originating from the idea of recession
velocities of cosmological objects, the so-called Hubble Parameter H is defined as

H ≡ ∂ta

a
. (1.162)

Some recently measured values ofH are, for example, given byH = 74.3±2.1 km s−1Mpc−1

[43] and H = 67.3± 1.2 km s−1Mpc−1 [44] of which the latter will be used as the default
value in calculations. As one can see, these values already differ to some extent which is
also true for other measurements due to different techniques but also rather large uncer-
tainties. It should be noted here that sometimes in the literature the so-called Hubble
Time tH = H−1 or the so-called Hubble Radius rH = cH−1 are used. Furthermore, the
reduced Hubble Parameter h is defined by

h =
H

100 km
s Mpc

. (1.163)

Finally, the scale factor can be related to observations via the redshift z. It is defined
by the relation of the frequency femit of a signal emitted by an object to the frequency
observed, fobs:

femit

fobs
≡ 1 + z . (1.164)
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Now the cause of the cosmological redshift is Expansion of the Universe itself, there-
fore one should look at the comoving distance rc a signal has travelled, which, from
(1.159), is given by

rc =
∫ tobs

temit

cdt
a(t)

(1.165)

and is closely connected to the so-called conformal time η, given by

η =
∫ tobs

temit

dt
a(t)

. (1.166)

As rc is constant throughout the time, its value should be independent of the emis-
sion/observation time (temit/tobs) of the signal, meaning that

dtemit

dtobs
=
a(temit)
a(tobs)

(1.167)

and therefore for the frequencies, from (1.164),

1 + z =
femit

fobs
=

a(tobs)
a(temit)

. (1.168)

Coming back to the discussion of the FLRW metric, one can now plug it into the
Einstein Equations (1.153) which results in the Friedmann Equations [42, 45]

H2 =
(
∂ta
a

)2
= 8πG

3 ρ− kc2

a2 , (1.169)

∂tH +H2 = ∂2
t a
a = −4πG

3

(
ρ+ 3p

c2

)
, (1.170)

where a is the scale factor, H the Hubble Parameter (1.162), G Newton’s Gravitational
Constant, k the parameter of curvature from (1.159), p the pressure and ρ the energy
density of the Universe. The latter is usually expressed in terms of a critical density
ρcrit, namely by the definition

Ω ≡ ρ

ρcrit
=

8πGρ
3H2

, (1.171)

where ρcrit is obtained by plugging k = 0 into (1.169), i.e.

ρcrit =
3H2

8πG
. (1.172)

The total value of Ω is assumed to consist of three contributions: relativistic (hot)
matter/radiation (Ωr), non-relativistic (cold) matter (Ωm) and vacuum energy (ΩΛ).
While the present value for the contribution from radiation is negligible (Ωpres

r ' 5.45×
10−5), most recent observations show that for cold (dark and ordinary) matter and
vacuum energy they are given by [44] Ωpres

m = 0.315+0.018
−0.016 and Ωpres

Λ = 0.685+0.016
−0.018,

respectively.
Now it is important to know the scale factor dependence of these three contributions

as this will govern the evolution of the Universe itself. According to the First Law of
Thermodynamics the expansion of the Universe is an adiabatic process which, under
the assumption of thermal equilibrium, obeys the equation

T
dS
dt

=
dU
dt

+ p
dV
dt

= 0 , (1.173)
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where T ist the temperature, S the entropy, U the total energy and V the voulme. If
one now takes some value a = a0 = 1 for the scale factor at a given initial time, the
relation between the total energy and the energy density is given by the state equation

U = εV
(1.161)

= εVca
3 , (1.174)

where the index ’c’, as before, denotes comoving quantities. Therefore (1.174) becomes

d
(
εa3
)

dt
+ p

da3

dt
= 0 . (1.175)

In general the relation between the energy density and the pressure for a medium is
given by

p = ηε = ηρc2 , (1.176)

where η, in the simplest case, is constant and depends on the scenario one looks at.
Plugging this into (1.175) gives

d
(
εa3
)

dt
+ ηε

da3

dt
=

d
dt

(
εa3(1+η)

)
= 0 , (1.177)

which means that εa3(1+η) is constant in time and one therefore can write

p ∝ ε ∝ ρ ∝ Ω ∝ a−3(1+η) . (1.178)

Now it is known from thermodynamics that for a relativistic gas the relation

ε = 3p = 3nkBT , (1.179)

where n is the particle number density, holds, meaning η = 1
3 , while for cold matter it is

p = 0 and therefore η = 0. Finally, for Vacuum Energy the energy density is constant,
such that (1.177) in this case results in ε = −p = const or η = −1 which also can be
directly seen from (1.158). To summarize these considerations it is finally possible to
write down (1.178) as

p ∝ ε ∝ ρ ∝ Ω ∝ a−3(1+η) =


a−4 , radiation,
a−3 , matter,
a0 , Vacuum Energy.

(1.180)

Assuming k = 0, i.e. a flat Universe, (1.169) gives the time dependence for the scale
factor,

a ∝


t

1
2 , radiation,
t

2
3 , matter,
eHΛt , Vacuum Energy.

(1.181)

with HΛ ≡
(
Λc2/3

) 1
2 and therefore, again from (1.169), for the Hubble Parameter

H ∝


a−2 ∝ t−1 , radiation,
a−

3
2 ∝ t−1 , matter,

const , Vacuum Energy.

(1.182)

The latter of these solutions, i.e. the case a ∝ eHΛt and H = const for Vacuum Energy
domination is also known as de Sitter Space.
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1.2.3 Evolution of the Early Universe

All observations point towards the conclusion that 13.817 ± 0.048 Gyr [44] before the
present spacetime and energy have been created in a process known as the Big Bang.
In the following the most important states of the Universe are named and discussed,
the time designation always to be understood as the time elapsed after the Big Bang.
However, these times are in many cases only estimates with controversial opinions on
their exact values.

The Planck Epoch has lasted from the Big Bang until one Planck Time tPl =(
~G/c5

) 1
2 ' 5.39 × 10−44 s (corresponding to an approximate energy of T ' 1028 eV)

has passed. There can be only very little said about this epoch as the laws of con-
ventional physics are not valid. This is due to the fact that time is assumed to lose
its property of being a continuum for times below the Planck Time, therefore resulting
in a structure which has to be described in terms of a full Quantum Gravity theory
which until the present day has not been found. At the transition to the succeeding
epoch gravitation separates from the other three forces. During the following Grand
Unification Epoch (t = tPl to t ' 10−36 s or T ' 1028 eV to T ' 1024 eV) the strong,
weak and electromagnetic forces were united in the so-called electronuclear force. Here
the physics is described by a Great Unified Theory (GUT), such that in particular the
particle Lagrangian obeys a GUT symmetry, e.g. SU(5). It should be noted here that
no consistent theory exists for both the Planck and the GUT Epochs. Especially in light
of inflationary cosmology (see below) the picture becomes highly complex. Therefore,
only the description hereafter may be considered as reasonable to greater extent.

The concept of the subsequent phase, Inflation, was first introduced by [46] in order
to solve the so-called Horizon and Flatness Problems. The former describes the, on first
sight, paradox observation that regions of the observable Universe which, according to
classical cosmology, have not been ever casually connected with each other (due to the
fact that the distance between them is larger than the distance light could have travelled
over the corresponding age of the Universe) in fact do share common global properties
(like the CMB temperature) which cannot be explained by sheer coincidence. At the
same time the Flatness Problem refers to the fact that the observed Universe appears
to be flat, i.e. k = 0 in (1.159) or, equivalently, Ω = 1 in (1.171). This, however, would
require an extraordinary fine tuning of the initial parameters, such that it again seems
unlikely that this could have happened within the scope of classical cosmology.

Inflation solves these and other problems in a rather elegant way [47]. Although
there are several different models of Inflation in existence, the basic common idea is
that it is given by the de Sitter solution of the Einstein Equations, which means, as
derived in Sec. 1.2.2, a ∝ eHΛt and H = const, implying an exponential expansion of
the Universe. This can directly solve the Flatness Problem since after ∝ 60 e-folds [47],
basically independent of the initial curvature, it is Ω → 1 and therefore k = 0. The
same number of e-folds is also required to solve the Horizon Problem – two regions of the
Universe which were casually connected before Inflation do not necessarily have to be
so after the exponential (and superluminous) expansion while at the same time sharing
common initial properties. Most recent measurements associate Inflation with an upper
limit for the energy scale of approximately 1.94× 1025 eV [44].

A field theoretical treatment of Inflation is provided by introducing a new scalar
field, the inflaton, which undergoes a phase transition causing the exponential expansion
described above. Assuming it to be a first order phase transition (cf. Sec. 1.2.4), latent
heat is released at the end of the process which raises the temperature of the, due to the

26



rapid expansion, supercooled Universe (almost) to the value it had prior Inflation. This
stage is called Reheating and might have resulted in a massive production of Standard
Model particles in a way that after Reheating the energy content of the Universe is
dominated by radiation. It should be noted here that both Inflation and Reheating are
not well understood up to the present day such that various different theories exist –
see, e.g., [48].

Hereafter the Universe enters the Electroweak Unification Epoch. In the beginning
the remaining GUT gauge bosons, if present, quickly decay due to the low temperature.
Once thermal equilibrium has been restored, the Universe can be seen as filled with
an ideal gas of leptons and quarks (as well as their anti-particles), W and Z bosons,
photons and gluons. The Electroweak Unification Epoch ends with the Electroweak
Phase Transition which takes place at a temperature of T ' 1011 eV (z ' 4 × 1014),
when the spontaneous breaking of SU(2)L ⊗ U(1)Y occurs. It is followed by the QCD
Phase Transition, i.e. the confinement of free quarks into hadrons, which happens
at roughly T ' 2 × 108 eV (z ' 8.5 × 1011). Since both these phase transitions are
considered as possible important processes to generate Primordial Magnetic Fields, they
will be discussed in more detail in the corresponding dedicated sections (Secs. 1.2.4.1
and 1.2.4.2).

A crucial particle physics event happening subsequently is Neutrino Decoupling:
Before that the reaction e− + e− ↔ νe + νe is in thermal equilibrium, having the mean
free path Lν,mfp for neutrinos approximately given by [49]

Lν,mfp '
1
σνn

=
1

(GFT )2 (nl + nq)
' 109

(
T

106 eV

)−5(gl + gq

8.75

)−1

m ∝ a5 , (1.183)

where GF is the Fermi Constant, (GFT )2 a typical cross section for the electroweak
interaction, nl and nq are number densities and gl and gq are the statistical weights
for leptons and quarks at the considered epoch, respectively. Once the mean free path
exceeds the Hubble Radius rH , i.e. the interaction rate becomes bigger than the Hubble
rate, the neutrinos practically do not interact with the charged leptons anymore, thus
decoupling from the aforementioned reaction. More elaborate calculations [50] then give
the temperatures of the decoupling for the different neutrino species: Tνe ' 1.34×106 eV
and Tνµ ' Tντ ' 1.5× 106 eV, which correspond to a redshift of z ' 6× 109.

Being not able to interact with photons anymore, the dominant reaction for neutrinos
are nuclear, therefore being the starting point for Big Bang (or Primordial) Nucle-
osynthesis which takes place at temperatures between O(106) eV and (6...7)× 104 eV
[51]. In terms of nuclear physics during that period of time the dominant reactions are
p+e− ↔ n+ν and p+ν ↔ n+e+. However, at approximately T ' (6...7)×105 eV, the
rate for this reaction drops below the Hubble rate H as well, thus fixing (or “freezing
out”) the number ratio between neutrons and protons to Nn/Np ' 1/7 which quickly
changes in favor of the protons since free neutrons decay with a mean life time of
τn ' 887 s. This free decay stops, rather abruptly, at roughly T ' 6.5 × 104 eV when
the formation of different isotopes of light elements, preferably deuterium, helium and
lithium, proceeds, therefore binding all free neutrons. The details of this process are
highly sensitive to various parameters, such as the baryon-to-photon ratio, the reaction
rates and the nature of neutrinos.

Soon afterwards the transition from the radiation-dominated regime to the
matter-dominated one takes place. The time at which this happens is given by the
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formula [52]

trm =
4
3

(
1− 2−

1
2

) (Ωpres
r )

3
2

(Ωpres
m )2 H

−1
pres , (1.184)

which gives trm ' 23 000 years for the parameters used in this work, corresponding to a
redshift z ' 5 000 or a temperature of T ' 1.2 eV.

Recombination denotes the moment in the evolution of the Early Universe when
protons first bind free electrons to form neutral hydrogen atoms or, to give a more precise
definition following [53], the point in time when 90% of all electrons have combined
with protons. The temperature at which this happens may be calculated from the
Saha Equation knowing the photon/baryon ratio which, taking into account additional
aspects of the physics at that epoch, gives a redshift of z = 1 078± 11 [54] which agrees
very well with the most recent observations [44] of z = 1 090.43± 0.54 and corresponds
to a temperature of TRec ' 0.25 eV.

Since Recombination dramatically reduces the number of free electrons for photons
to scatter with, the mean free path for the latter dramatically increases such that for
T ' TRec it is given by [49]

Lγ,mfp '
1

σTne
' 1020Xe

(
Ωbh

2

0.0125

)−1(
T

0.25 eV

)−3

m ∝ a3 , (1.185)

where Ωb is the relative baryon density as defined in (1.171), h the normalized Hubble
Parameter h = H/(100 km s−1 Mpc−1) and Xe the ionization fraction, i.e. the number
of free electrons per baryon, having the values Xe ' 1 before and Xe ' 10−5 during
Recombination. This means that shortly after Recombination, once the photon mean
free path exceeds the size of the Universe, i.e. when Lγ,mfp ' H−1, Photon Decoupling
takes place – from that time on photons can travel through the Universe practically
undisturbed.

This relic radiation therefore survives until the present day, only affected by the
Expansion of the Universe which decreases its temperature. In its nature it is, as con-
firmed by various experiments (see, e.g., [44, 55]), a highly isotropic black body radiation,
i.e. the ambient photon density per photon energy is given by

dNCMB(ε)
dV dε

=
1
π2

ε2

e
ε

kBT − 1
, (1.186)

where ε is the photon energy and the temperature at present is given by [56] T =
2.7255± 0.0006 K = (2.3487± 0.0005)× 10−4 eV. Due to this value for the temperature
this relic radiation is also known as Cosmic Microwave Background (CMB).

The last phase of the Early Universe are the so-called Dark Ages. Basically all
protons recombine with electrons, such that nearly all the primordial medium consists
of neutral hydrogen which therefore is the main source of radiation. However, hydrogen
only can absorb and emit photons of specific wavelengths which are dominated by the
so-called 21-cm line concerning photon energies of ε ' 6× 10−6 eV which are far below
the mean energy of the CMB, so that such emissions are rather rare, hence the name
Dark Ages. The Dark Ages end at z & 6 (T ' 1.6 × 10−3 eV) [57] with the process of
Reionization when first stars and Quasars formed, emitting high energy photons, thus
providing a source of energy capable of ionizing the hydrogen atoms, thus converting
the medium into a plasma which it remains to be up to the present day.
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Another important transition which in particular has a great impact on the future
development of the Universe is the transition from a matter-dominated to a vac-
uum energy dominated energy content of the Universe. The age of the Universe
at which this takes place is given by [52]

tmΛ =
2H−1

pres

3 (1− Ωpres
m )

1
2

ln
(

1 + 2
1
2

)
' 10.3× 1010 years , (1.187)

where Hpres = 67.3 km Mpc−1 s−1 and Ωpres
m = 0.315 have been used for the present

values of the Hubble Parameter and the relative matter energy density, respectively.
This would correspond to a redshift of z ' 0.3 or a temperature T ' 3× 10−4 eV.

1.2.4 QCD and Electroweak Phase Transitions in the Early Universe

For many cases a given physical system has got multiple states or phases which are
denoted by different forms of symmetries. In the simplest case there are two phases –
the “ordered” (“more” symmetry) and the “disordered” (“less” symmetry) one. A phase
transition therefore denotes the transition between these two states. To distinguish
between them, a so-called order parameter is introduced, usually being zero in the
disordered and non-zero in the ordered phase.

Following the Ehrenfest classification, phase transitions can be subdivided in different
categories or orders, depending on the actual physics of the given system, of which the
most interesting ones are the first and second order phase transitions. In general the
order denotes the derivative of a thermodynamical potential which is discontinuous at a
given phase transition. Taking, for example, the Free Energy F = U−TS, where U is the
total energy of the system, T the temperature and S the entropy, this would mean that a
first order phase transition will have a discontinuity in entropy which would result in the
release of so-called latent heat. Phase transitions of second order are discontinuous in
the second derivative of F . In the following these and higher order phase transitions will
be also called continuous phase transitions. It should be noted here that at present there
are also more sophisticated classification schemes than the one by Ehrenfest, however
the latter is sufficient for the purpose here. Further reading is given in [58].

May now the ordering parameter be called φ. For a second order phase transition the
considered potential V (for example the Free Energy, i.e. V ≡ F ) can be approximated
by [59]

V (φ) = V0 + αφ2 + βφ4 , (1.188)

where V0, α and β > 0 are factors which may depend on the parameters describing the
system, here on the temperature T , in particular it is

α = a (T − Tcrit) (1.189)

for a > 0 and the critical temperature of the phase transition Tcrit. Depending on
whether it is T > Tcrit or T < Tcrit, V (φ) has one of the two shapes shown in the left
panel of Fig. 1.2. For T > Tcrit V (φ) has one minimum at φ = 0 while for T < Tcrit

there are two, located at φ = ± [a (Tcrit − T ) / (2β)]
1
2 , as well as now, in addition, a

maximum at φ = 0. This means that while for higher temperatures there is only one
stable equilibrium of the system, once the temperature drops below Tcrit, the φ = 0 state
becomes unstable such that a small perturbation causes a relaxation to one of the now
stable (minimal) conditions which indicates a spontaneous symmetry breaking. Here
also the nature of a second order phase transition can be seen since the expectation

29



 0  
φ

 

 

V
(φ

)

T>Tcrit
T<Tcrit

 0  
φ

 

 

 

T>Tcrit
T=Tcrit
T=Tnucl

Figure 1.2: Left panel : The potential V above (solid, red) and below (dashed, blue) the critical temper-
ature Tcrit of a second order phase transition as introduced by (1.188). Right panel : The potential V
above the critical temperature Tcrit (solid, red), below it (dashed, blue) and at the nucleation tempera-
ture Tnucl < Tcrit (dot-dashed, green) for a first order phase transition, given by (1.190). In both panels
the dotted gray line represents the value of V = V0.

value of the ordering parameter has a continuous transition from a zero to a non-zero
value.

For a first order phase transition the potential, in comparison to the one shown
above, acquires an additional cubic term such that it has the form [59]

V (φ) = V0 + αφ2 + γ |φ|3 + βφ4 (1.190)

with γ < 0. Now, as shown in the right panel of Fig. 1.2, there are more possible
configurations. Again, starting with a high temperature (i.e. T > Tcrit) on which now
all the parameters α, β, γ may depend, there is only one minimum of the potential,
namely at φ = 0. However, as the temperature decreases below Tcrit, i.e. to the point
at which the condition γ2 > 32αβ/9 is fulfilled, V acquires two more minima (and, as a

consequence, two additional maxima) situated at φ± =
[
∓3γ ±

(
9γ2 − 32αβ

) 1
2

]
/ (8β)

which, for the parameter configuration γ2 = 4αβ, have the same value of V as the
zero solution, namely V (φ±) = V (0) = V0. This means that now the lowest state is
degenerated while for lower temperatures the value of V for the asymmetric minima is
lowered even more, making them the more preferable states, such that a spontaneous
and discontinuous change of the equilibrium from a symmetric to an asymmetric one
through tunneling becomes more and more probable. This discontinuous change of state
is characteristic for a first order phase transition.

Further decrease of the temperature lowers V (φ±), however the system may remain
in the initial state, i.e. it supercools, until some typical nucleation temperature Tnucl

when tunneling to an asymmetric state becomes probable enough such that both phases
may now co-exist [60]. The nucleation seeds start to grow in form of bubbles, releasing
latent heat into the medium and therefore reheating it which is a highly complex process.
For cosmic phase transitions, however, in the end Expansion of the Universe decreases
the temperature far enough such that only the low temperature phase is present.
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Figure 1.3: A qualitative sketch of the QCD phase diagram depending on the temperature T and the
baryonic chemical potential µb [65]. If the phase transition takes place across the solid line, it is a first
order QCD Phase Transition, the dashed line means a continuous phase transition. These two regimes
are separated by the so-called endpoint (µb,e, Te). The superconductive phase is not discussed here, for
further information on it see [65].

1.2.4.1 QCD Phase Transition

An important question is whether the QCD Phase Transition (QCDPT) has been of
first or of second order. While earlier works (e.g. [61]) suggest that the former is the
case, more recent publications claim, using lattice calculations, the latter one, or even
a crossover, to be true [1, 62, 63]. This can be seen from Fig. 1.3: Assuming that the
baryonic chemical potential µb vanishes, the system is clearly in the continuous regime
where the transition takes place at TQCD which is still not completely known as can be
seen from the different results found in the literature, e.g. TQCD = (1.64± 0.02)×108 eV
[62] or TQCD = (1.92± 0.07± 0.04)× 108 eV [64].

However, since not all cosmological parameters are known to the full extent, a first
order cosmological QCD Phase Transition cannot be completely excluded. In fact, [65]
claims that in general, like in the discussion presented above, µb is assumed to be equal
to zero which, being one of the crucial assumptions for a continuous phase transition,
not necessarily has to be true as the lepton asymmetry might be large and therefore
cause µb to grow with temperature. Furthermore, also a non-vanishing leptonic chemical
potential (e.g. for neutrinos) might influence the phase transition behavior and therefore
open up a large and mostly unexplored parameter space.

Another possible scenario for the QCD Phase Transition to be of first order is that
µb has been large before the phase transition, becoming smaller afterwards [66, 67]. In
more detail this would mean that during the transition the system is trapped in a false
metastable vacuum state for which the potential and therefore the energy density is
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Figure 1.4: A qualitative sketch of the electroweak phase diagram for the Standard Model depending
on the temperature T and the Higgs mass mH [68]. If the phase transition takes place across the solid
line, it is a first order Electroweak Phase Transition (EWPT), the dashed line means a continuous phase
transition. These two regimes are separated by the so-called endpoint (mH,e, Te). The symmetric phase
is the one where the SU(2)L ⊗ U(1)Y gauge group is valid, the broken phase has only got the U(1)Q
symmetry.

constant. This, on the other hand, means that the Universe undergoes a so-called Little
Inflation. At the end of this process the true vacuum state can be obtained such that
the Universe reheats due to the released latent heat up to a temperature close to the
one at the beginning of the Little Inflation. At the same time the chemical potential
has decreased to the predicted values, however having crossed the first order transition
line in Fig. 1.3. See also Fig. 2 in [67].

Furthermore, it is possible that while in equilibrium, which is usually assumed in
QCD calculations, the continuous result is valid, out of equilibrium, which could be the
case in the Early Universe, the situation changes such that at least a weak first order
phase transition has to be considered (for an overview see [69]). Finally it should be
noted that there are also more recent results from lattice calculations which claim that
the standard scenario presented here is not necessarily true [70]. Motivated by all these
findings therefore the QCD Phase Transition will be assumed to be a first order one
since, as shown in Sec. 2.1.2.1, this may be an origin for Primordial Magnetic Fields.

1.2.4.2 Electroweak Phase Transition

The effect of the Electroweak Phase Transition (EWPT) can be understood best in
terms of the gauge symmetry of the Universe [53]. While before the transition, in the
symmetric phase, the underlying symmetry group is SU(2)L ⊗ U(1)Y , where the index
L means the transformation of left-handed fermions and Y is the hypercharge, after the
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transition it is broken down to the U(1)Q group of the electromagnetic charge Q. The
physical consequence of this process is that the complex Higgs field φ, given by

φ =
1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(1.191)

and having the potential

V (φ) = −m2φ†φ+ λ
(
φ†φ
)2

, (1.192)

may gain a non-zero (false) vacuum expectation value σ by a spontaneous symmetry
breaking due to the form of the potential described above. With σ = m2

λ 6= 0 the W
and Z bosons as well as fermions acquire masses since they are proportional to σ. An
important parameter here is the mass mH of the particle associated with the field φ, the
so-called Higgs Boson. This mass is usually used, together with the temperature T , to
describe the phase transition parameter space.

The mass of the Higgs Boson at the endpoint (s. Fig. 1.4) has been found to have a
value inside the Higgs mass range of roughly mH,e ' 60...80 GeV [71–73], the latter ref-
erence even giving an estimate for the temperature Te at the endpoint, Te = 129.6 GeV.
These results have been found under the assumption of the validity of the Standard
Model (SM) which therefore would mean that if the Higgs-like particle with a mass of
approximately mH ' 125 GeV recently observed at the LHC [74, 75] turns out to be the
predicted Standard Model Higgs Boson, then it can be seen from Fig. 1.4 that a first
order Electroweak Phase Transition is excluded.

However, several modifications and extensions of the SM have been proposed in order
to circumvent this constraint. One possibility is to consider higher orders of the Higgs
Boson operator [76, 77]. This would then directly change the effective Higgs potential
which, for appropriate parameter values, can maintain a first order EWPT even for
Higgs masses as high as 125 GeV. An experimental proof would be an altered Higgs
Boson self-coupling.

Much attention has been also put into the analysis of the modification of the EWPT
by supersymmetric models (e.g. [78–80]). Although the details of the different models
and of the corresponding consequences are rather different, the basic idea is that due to
the existence of the so-called stop quark in supersymmetric theories either the effective
potential itself is modified, for example by the enhancement of a specific term, or higher
order (QCD) corrections become relevant and hence affect the phase transition.

Of course this list of effects resulting in an first order EWPT is by far not complete,
however, as for the QCDPT, the aim is to give a short overview and to motivate the
considerations later on. Further reading, especially in light of the recent LHC results,
may be, for example, found in [81].
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Chapter 2

Extragalactic Magnetic Fields

Dvi�en~� net, skazal mudrec bradatyĭ.
Drugoĭ smolqal i stal pred nim hodit~.
Sil~nee by ne mog on vozrazit~;
Hvalili vse otvet zamyslovatyĭ.
No, gospoda, zabavnyĭ sluqaĭ seĭ
Drugoĭ primer na pam�t~ mne privodit:
Ved~ ka�dyĭ den~ pred nami solnce hodit,
Odnako � prav upr�myĭ Gallileĭ
— A. S. Pushkin, Dvi�enie [Motion] (1826)

There is clear evidence that both galaxies and galaxy clusters are filled with magnetic
fields of µG strength. However, little is known about the origin of these fields and
furthermore about the existence and structure of magnetic fields in the extragalactic
voids. Nevertheless, there is a number of approaches which try to deduce the properties
of these Extragalactic Magnetic Fields (EGMF). Therefore, first, possible origins of
EGMF are discussed in Sec. 2.1, followed by the analysis of recent observations to find
constraints on their parameters in Sec. 2.2, especially focussing on a lower limit of the
magnetic field strength.

2.1 Origin of Cosmic Magnetic Fields

An important but still unsolved question concerns the origin of Galactic and Extragalac-
tic Magnetic Fields. As a summary one can say that there are mainly two scenarios being
discussed: On the one hand the Astrophysical Scenario, where small seed magnetic fields
are created at cosmologically late times inside galaxies and then amplified by a dynamo
effect, and, on the other hand, the Cosmological Scenario, where so-called Primordial
(or pre-galactic) Magnetic Fields are created in the Early Universe by some global mech-
anism having rather large magnitudes. Both cases are discussed in the following, the
former in Sec. 2.1.1 and the latter in Sec. 2.1.2.

2.1.1 Astrophysical Scenario of Magnetogenesis

The Astrophysical Scenario describes the theory that cosmic magnetic fields have their
origin in rather late times, when structures like stars, galaxies or galaxy clusters already
have formed to some extent and are themselves responsible for the magnetogenesis.
Therefore in this case the resulting scales of the seed fields are rather small and the
magnitude weak. Furthermore, in contrast to the Cosmological Scenario described be-
low, magnetogenesis here can be regarded to be a rather local event, focussed on the
structure in question.
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Once such a seed field, for example on galactic scales, is created, a dynamo mech-
anism is assumed to take over and amplify it to strengths of up to the µG scale, such
that it can account for the observed galactic magnetic field (for a review of possible
dynamo mechanisms see, for example, [82]). Subsequently, these magnetic fields may be
then transported to the intergalactic space by one of the various mechanisms discussed
in literature, like the dragging of magnetic fields outside the galaxy due to magnetized
galactic winds from stellar activity [83–85] or jets from Black Holes/Active Galactic
Nuclei [86–89].

Therefore, a crucial question concerns the origin of the seed magnetic fields for which
different possible approaches will be discussed in the following. The list is, of course, by
far non-exhaustive but rather should give an idea of possible physical processes which
might be involved, also referring the reader to the references within the given literature.
In addition, a more comprehensive overview can be found in [82, 90, 91]

2.1.1.1 The Biermann Battery Mechanism

Independent of the actual magnetogenesis epoch, one crucial question arises: Where did
the initial seed magnetic fields actually come from? If one assumes that initially the
magnetic field strength has been B = 0, (1.13) would result in ∂tB = 0 which means
that with no initial magnetic fields no magnetic fields would have been created at all.

A possible solution to solve the problem of the creation of magnetic fields “from
scratch” is nowadays known as the Biermann Battery [82, 92, 93]. Although it is listed
in the section of the Astrophysical Scenarios, the underlying principle is relevant for the
Cosmological Scenario as well. Therefore here this generic principle is first discussed
following [82] and then applied to particular astrophysical settings.

The main idea is that the form of Ohm’s Law presented as (1.1) is not the generic
and therefore not the most general one. In fact, one has to consider the actual movement
of charges which for electrons in the medium (ions are not considered here as they are
much slower) is given by

neme∂tv = −nee (E + v ×B)−∇pe + F , (2.1)

where ne is the electron number density, me and e are the mass and the charge of the
electron, respectively, and pe is the electron pressure, while F represents any additional
forces which are neglected in the following (as they are small either due to the small
electron mass or, for the ion friction force, due to the fact that it is associated with j/σ
which is small as well). Now one can drop all terms featuring me, as it is considered to
be much smaller than the energies involved, and therefore obtain

E + v ×B = −∇pe
nee

. (2.2)

Applying the curl to this expression and using (1.4) on the left hand side, one gets

∂tB = ∇× (v ×B) +∇×
(
∇pe
nee

)
(A.3),(A.8)

= ∇× (v ×B)− ∇ne ×∇pe
n2
ee

. (2.3)

Now, assuming local charge neutrality, i.e.

ne ' np ≡
χρ

mp
, (2.4)
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where χ is the ionization fraction, mp is the proton mass and ρ is the mass density, and
thermal equilibrium, i.e.

pe '
ne

np + ne
p

(2.4)
' χ

1 + χ
p , (2.5)

with the initial condition B = 0 one can transform (2.3) to

∂tB = −α∇ρ×∇p
ρ2

(2.6)

with α = mp
(1+χ)e . Comparing (2.6) with (1.34), it can be written as

∂tB = α∂tζ (2.7)

and therefore
B = αζ , (2.8)

where ζ = ∇× v is the vorticity as defined in Sec. 1.1.1.3.
As mentioned above, the Biermann Battery may be applied to different scenarios

of astrophysical magnetic field generation. One of the earliest possibilities for mag-
netogenesis are the so-called Population III stars which formed during the period of
Reionization. This has been investigated by various authors (see e.g. [94, 95]) with
the result that magnetic field strengths of up to 10−12 G might be produced. Another
approach is to consider early stages of galaxy formation itself, namely prior [96] or dur-
ing [97] the collapse of protogalactic density perturbations, giving seed magnetic field
strengths of B ' 10−21 G and B ' 10−17 G, respectively.

2.1.1.2 Vorticity of the Radiation-Dominated Era

One of the first mechanisms to explain the origin of the magnetic fields has been sug-
gested by [98] (see also [82, 99]). Starting with (1.7), setting λ = µ = 0, one can write
down the equation of motion for a fluid of charged particles [82]:

ρi [∂tvi + (vi · ∇) vi] = −∇pi + Fi , (2.9)

where i = e, p denotes the kind of particles considered (electrons and protons, respec-
tively) and Fi is the corresponding force density, given by

Fi = eni (E + vi ×B)± eni
j
σ
− ρi∇φg + Piγ (2.10)

with the number density ni and the gravitational potential φg. The upper sign is valid
for electrons, the lower for protons. The four terms on the right hand side of (2.10)
represent, in the given order, the Lorentz Force, the momentum transfer from electrons
to protons (hence the different signs), the gravitational force and the momentum transfer
from the corresponding particle to photons (which is usually only relevant for electrons),
respectively. For photons, the third important total fluid component, the Navier-Stokes
Equations are not valid. Dealing with radiation, one has to take into account relativistic
effects which leads to the relation [100]

4
3
ργ [∂tvγ + (vγ · ∇) vγ ] +

1
3
vγ [∂tργ + (vγ · ∇) ργ ] = −∇pγ −

4
3
ργ∇φg −Peγ . (2.11)
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Applying the curl operator to (2.9) for protons, i.e. i = p as in (1.34), and using
(A.8) gives, with a vanishing pressure gradient due to homogeneity,

∂tζp −∇× (vp × ζp) =
e

mp

[
∇×E +∇× (vp ×B)− 1

σ
∇× j

]
(2.12)

or, with (1.3)-(1.5), (A.6), (A.7) and (A.9),

∂tζp + ζp (∇ · vp)− (ζp · ∇) vp + (vp · ∇) ζp

=
e

mp

[
−∂tB−B (∇ · vp) + (B · ∇) vp − (vp · ∇) B +

1
4πσ

∆B
]
.

(2.13)

For a protogalaxy the proton velocity vp can be decomposed into two components,

vp = vp,rot + r
∂ta

a
, (2.14)

the first term being the rotation velocity and the second one the expansion velocity which
depends on the comoving spatial coordinate r and the scale factor a. With ∇·vp,rot = 0
one can write down the relations

∇ · vp = 3
∂ta

a
, (B · ∇) vp = B

∂ta

a
, (ζp · ∇) vp = ζp

∂ta

a
, (2.15)

of which the latter two are valid exactly only for a specific angle [99]. (2.13) therefore
finally becomes

∂tζp + 2
∂ta

a
ζp + (vp · ∇) ζp =

e

mp

[
−∂tB− 2

∂ta

a
B− (vp · ∇) B +

1
4πσ

∆B
]
. (2.16)

Multiplying by a2 and rearranging gives

[
a2 + 2a∂ta+ a2 (vp · ∇)

](
ζp +

e

mp
B
)

= a2 e

mp

(
1

4πσ
∆B

)
(2.17)

or

[∂t + (vp · ∇)]
[
a2

(
ζp +

e

mp
B
)]

=
1

4πσ
e

mp
a2∆B . (2.18)

The operator on the left hand side being the convective (and therefore total) derivative
with respect to time t, the integration of this equation over t, starting from some initial
time t0 with vanishing magnetic field, i.e. B(t0) = 0, gives[

a(t)2

(
ζp(t) +

e

mp
B(t)

)]
− a(t0)2ζp(t0) = 0 , (2.19)

where again conductivity has been assumed to be very large, i.e. σ → ∞. This can be
finally rearranged to a conservation law,

ζp(t) +
e

mp
B(t) =

(
a(t0)
a(t)

)2

ζp(t0) . (2.20)

The next step consists of an analysis of (2.9) for electrons, for which the inertial and
gravitational forces may be neglected, hence giving

0 = ene (E + ve ×B) + ene
j
σ

+ Peγ . (2.21)
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Dividing this equation by ne and taking the curl gives, using the same method as for
the case of protons above,

ρp [∂t + (ve · ∇)]
(
a2 e

mp
B
)

= −a2∇×Peγ . (2.22)

The last relation to be considered is the one for photons, (2.11). As motivated above,
only the third term on the right hand side does not vanish for the situation described
here. On the other hand, for the left hand side, due to homogeneity, it is (vγ · ∇) ργ = 0
and, since for photons it is ργ ∝ a−4 (see Sec. 1.2.2), one gets ∂tργ = −4ργ ∂taa , i.e. (2.11)
becomes

4
3
ργ (∂tvγ + (vγ · ∇) vγ)− 4

3
ργvγ

∂ta

a
= −Peγ . (2.23)

Taking the curl of this equation, using the same relations as for the derivation of (2.13)
and

∇ · vγ = 3
∂ta

a
, (ζγ · ∇) vγ = ζγ

∂ta

a
, (2.24)

results in
∂tζγ + (vγ · ∇) ζγ +

∂ta

a
ζγ = −3

4
1
ργ
∇×Peγ . (2.25)

Multiplied by a this can be simplified to

[∂t + (vγ · ∇)] (aζγ) = −3
4
a

ργ
∇×Peγ . (2.26)

Solving both (2.22) and (2.26) for ∇×Peγ and then equating them gives

e

mp
[∂t + (ve · ∇)]

(
a2B

)
=

4
3
ργa [∂t + (vγ · ∇)] (aζγ) (2.27)

or, using (2.18),

ρp [∂t + (ve · ∇)]
(
a2ζp

)
+

4
3
ργa [∂t + (vγ · ∇)] (aζγ) = 0 , (2.28)

which can be rearranged to

[∂t + (ve · ∇)]
[
a5 (4ργζγ + 3ρpζp)

]
= 0 , (2.29)

as can be proven by taking the derivative. Integrating this expression over t gives[
a5 (4ργ(t)ζγ(t) + 3ρp(t)ζp(t))

]
−
[
a5 (4ργ(t0) + 3ρp(t0))

]
ζp(t0) = 0 (2.30)

since ζp(t0) = ζγ(t0). The situation considered here taking place during the radiation-
dominated era, one can set ργ � ρp and furthermore, with ργ(t0)/ργ(t) = a4 (as men-
tioned above), it is possible to rewrite (2.30) as

ζp(t0) =
a(t)
a(t0)

ζγ(t) . (2.31)

Finally, inserting this into (2.20), one obtains the result

B(t) =
mp

e

(
a(t0)
a(t)

− 1
)

ζp(t) . (2.32)
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As can be seen from this expression, it is therefore possible to create magnetic fields
if initially vorticity is present. With the parameters of the protogalaxies during the
radiation-dominated era they can reach values of up to 10−16 G [98] and may serve as
seed fields which are amplified later on by a dynamo mechanism.

However, the calculations have been carried out under idealized conditions – one of
the main points of criticism here is that in the Early Universe the fast vorticity decay
due to Expansion of the Universe prevents the mechanism described above to work in
an efficient way [86]. Still, it may serve as a toy model and, if true nevertheless, reveal
a connection between primordial vorticity and magnetic seed fields.

2.1.1.3 Magnetic Fields from Active Galactic Nuclei

Due to the physics of Active Galactic Nuclei (AGN) one expects them to gain a magnetic
field [91] which finally would produce a galactic seed field. [87, 101] were able to give
an estimate for the resulting field strength by parametrizing the rotation energy of the
central dense AGN power source with mass Mc as Erot = fMc for f < 1. Assuming
equipartition between rotational and magnetic energy Emag = Bc/(8π)Vc for the average
magnetic field strength Bc over the central region volume V , the magnetic field is given
by

Bc =
(

8πfMc

Vc

) 1
2

. (2.33)

Because of the high conductivity of the plasma [87] the magnetic field is frozen in (cf.
Sec. 1.1.1.1), such that it expands adiabatically, i.e. on a galactic scale the magnetic
field is given by Bg = Bc(Vc/Vg)

2
3 which for typical parameters gives [101] Bc ' 109 G

and Bg ' 10−5 G.

2.1.1.4 Magnetic Fields from Cosmic Ray Currents

A rather different approach to the origin of seed fields for cosmic magnetic fields was
used by [102]. The authors consider GeV Cosmic Rays (assumingly mostly protons)
which escape from a galaxy and propagate through the Intergalactic Medium. This
corresponds to a small but non-negligible current jCR. Due to charge imbalance this
induces an electric field E which causes a return current jt inside the intergalactic
plasma given by the relation |E| = ηSp |jt|, where ηSp is the Spitzer Resistivity which
has a temperature dependence of ηSp ∝ T−

2
3 .

Since the IGM is not uniform, it is possible for jt and therefore for E to have a
non-vanishing curl which, according to (1.4), gives rise to a magnetic field if the primary
and the return currents are separated. The time dependence of this magnetic field is
estimated by [102]

∂tB ' |∇ × (ηSpjCR)| (A.3)
= |ηSp∇× jCR − jCR ×∇ηSp| ' |jCR ×∇ηSp| '

jCRηSp

LT
,

(2.34)
where LT = ∇T/T is the typical scale of temperature inhomogeneities. Plugging in the
typical parameters during Reionization, the cosmological epoch which this mechanism is
assumed to operate at, the result, further investigated by numerical simulations, is that
Cosmic Rays are able to generate magnetic fields with strengths of B ' 10−17... 10−16 G
on time scales of 109 years.
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2.1.2 Cosmological Scenario of Magnetogenesis

The Cosmological Scenario of cosmic magnetogenesis describes the generation of mag-
netic fields in the Early Universe, approximately prior to or during Recombination,
i.e. T > TRec ' 0.25 eV. In contrast to the Astrophysical Scenario the magnetic fields
are not created by local objects (like stars, galaxies, etc.) and then spread into the
IGM, but rather by a global incident like, for example, a cosmological phase transition
(cf. Secs. 1.2.3 and 1.2.4) which therefore would generate magnetic fields all over the
Universe simultaneously. In other words, just as, for example, the CMB is the observable
trace of Photon Decoupling, one would expect that a global, omnipresent magnetic field
is the characteristic signature of the aforementioned cosmological incident. Therefore,
once they can be measured, such magnetic fields would reveal information about the
magnetogenesis event itself.

Magnetic fields which are created this way are also known as Primordial Magnetic
Fields (PMF). There is a large number of possible events which are regarded as can-
didates for primordial magnetogenesis of which the most promising up to now seem to
be the Electroweak and the QCD Phase Transitions for which the different scenarios
will be discussed in more detail in the following, however also presenting other possible
models hereafter without the claim of completeness. For further reading and additional
possible mechanisms the reviews [1, 103, 104] should be consulted.

2.1.2.1 Magnetic Fields from the QCD Phase Transition

Apart from the general discussion of the QCD Phase Transition (QCDPT) in Sec. 1.2.4,
a more demonstrative presentation of the processes during a first order QCDPT may be
extracted from [61]: As soon as the temperature decreases below the critical temperature
TQCD by a certain amount, small nucleation sites of the hadronic phase appear with an
average distance of LQCD ' 100±1 m between them. These “seeds” start to grow slowly
(with velocities of the order v ' 0.1c) via deflagration in form of spherical bubbles
of the hadronic phase. The latent heat released due to this growth is transported via
supersonic shock fronts which finally collide at the time when the bubble itself has a
radius of approximately LQCD

10 . After that the latent heat release is balanced with respect
to Expansion of the Universe, such that the temperature is kept at TQCD until Expansion
becomes dominant and the temperature is lowered below the critical value which results
in a quick transformation of all the quarks into baryons and mesons.

One possible scenario to create magnetic fields during this phase transition is to
consider the quark and leptonic components of the primordial medium as two fluids
with a net positive and negative charge, respectively [105]. The release of latent heat as
described above creates a pressure gradient up to the shock front which, due to charge
separation of the two components, generates a radial electric field given by [105, 106]

E ' (ρq + pq)∇pl − (ρl + pl)∇pq

enl (ρ+ p)
, (2.35)

where ρ is the energy density and p the pressure density of quarks (index ’q’), leptons
(index ’l’) and in total (no index), respectively. Although this computation does not
take into account many details, such as the specific contributions by the different types
of leptons and quarks, it gives a good estimate of the resulting electric field for the given
parameters of the QCD Phase Transition from numerical simulations, E ' 1.5×106 V/m.

Furthermore, also the currents created by the process may be calculated. Taking
(1.5) including the displacement current, one can set the magnetic field to zero, therefore
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reducing the equation to

0 = 4πj + ∂tE ' 4πj +
v

LQCD
E , (2.36)

where v is the magnitude of the fluid velocity, hence giving

|j| ' v

4πLQCD
|E| . (2.37)

After the shocks collide, the system becomes turbulent, therefore giving rise to a gen-
eration of magnetic fields in a similar way as the Biermann Battery mechanism (cf.
Sec. 2.1.1.1). With (1.5), this time neglecting the displacement current, (2.37) gives the
estimate

B

LQCD
' 4π |j|

(2.37)
' v

LQCD
|E| (2.38)

and therefore values for B of approximately B(LQCD) ' v |E| ' 5 G for velocities
of v ' 0.1c (see above). For scales L different than the QCD transition scale LQCD
the magnetic field may be obtained by the power law rule B ∝ L−

α
2 as described in

Sec. 3.1.3.1.
A different approach is to look at the coexistence phase of the QCDPT [107], based

on the difference of the baryon number densities nq
b and nh

b of the quark and the hadronic
phase, respectively, in chemical equilibrium, given by the ratio R = nq

b/n
h
b, which

depends on the phase transition temperature TQCD. However, as the bubbles of the
hadronic phase continue to grow, this equilibrium cannot be maintained anymore since
diffusion becomes less effective. Therefore the growing bubbles “push” the quarks at
their walls ahead of themselves, thus increasing R there by orders of magnitude up to
values of R ' 102...104, with an upper limit of R ' 106. The thickness d of such a layer
with a baryon excess is given by [108]

d '
L2

diff

LQCD
, (2.39)

where Ldiff is the diffusion length, which depends also on TQCD, and, for example, is
given by Ldiff ' 4.4×10−6 m for TQCD = 100 MeV. The baryon number density therefore
has a sharp discontinuity at the boundary of the two phases, falling off exponentially
inside the quark phase.

Together with the baryon number excess comes also a net charge excess which, due
to the high quark concentration, is positive on the quark side and, due to leptons,
negative at the bubble wall, again decreasing exponentially with the distance from it.
The positive charge density ρ+

ch is given by

ρ+
ch = enbRβ , (2.40)

where β accounts for the different quark masses and can attain values of up to 0.28,
while the overline denotes the spatial average.

This net charge distribution produces currents via a peculiar velocity field. The
magnitude of this velocity field may be estimated by demanding a constant entropy
density for which the continuity equation gives ∇ ·vq = ∇ ·vh = 0 for the total velocity
field. By decomposing these velocities into the component due to the velocity of the
Hubble expansion and the peculiar one (vp),

vi = vp
i + r

∂ta

a
, (2.41)
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where i = q,h denote the two phases of the transition, this can be rewritten as

∇ · vp
i = −∇ ·

(
r
∂ta

a

)
(1.162)

= −3HQCD , (2.42)

where HQCD is the Hubble parameter at the QCDPT. A rough estimate therefore gives
the value for the peculiar velocity,

vp
i ' LQCDHQCD . (2.43)

Having all these considerations at hand, it is finally possible to give a value for the
generated magnetic field. This can be done by representing the charged layer of the
hadronic phase bubble of radius r by a charged spherical shell of charge q = 4πr2dρ+

ch

rotating at speed v = vp
h. The magnetic moment µcs for such an object is given by [12]

µcs =
qvr

3
(2.44)

while, from (1.50), for r ‖ µ and |r| = r, the magnetic field at the surface can be
estimated to be

BQCD =
∣∣∣∣3(µcs · r) r

r5
− µcs

r3

∣∣∣∣ =
∣∣∣∣3(µcsr) r

r5
− µcs

r3

∣∣∣∣ = 2
µcs

r3

(2.44)
= 2

qv

r2

=
2
3
(
4πdρ+

ch

) (
vp

h

) (2.39),(2.40)
' 8π

3
enbRβL

2
diffHQCD .

(2.45)

With the values of the parameters motivated above, namely nb ' 1033m−3, Ldiff ' 4×
10−6 m and βR ' 0.1...10, the estimated magnetic field is given by BQCD ' 106...108 G,
which exceeds the one found in [105] by several orders of magnitude.

In addition to this “direct” magnetogenesis due to bubble growth itself, also hydro-
dynamic instabilities during this process may play a role in the generation of magnetic
fields [109]. Such a growth is assumed to be possible in an efficient way if the condition
[110]

v ≤ vcrit ≡

(
T 2

QCD − T 2
q

2T 2
QCD

) 1
2

, (2.46)

where Tq is the temperature in the quark phase, is fulfilled which seems to be the case
for the QCDPT. The growth rate Γinst for such instabilities is given by

Γinst ' (vh − vq)
k

2
(2.47)

for appropriate values of k, where vh and vq are the hadron and the quark phase velocities
in the bubble wall rest frame, respectively. In the same frame, looking at a small section
of the bubble wall, it can be regarded as planar, located at y = 0 in a Cartesian
coordinate system with its perturbation yw given by

yw(x, t) = y0 exp (Γinstt+ ikx) . (2.48)

Using this, the authors of [109] were able to derive that the velocity perturbations on
both sides of the wall, oriented parallel to it (i.e., for example, in the direction of the
x-axis), suffer a discontinuity described by the equation∣∣v′q,x − v′h,x∣∣ = (vq − vh)kyw(x, t) (2.49)
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for perturbation of velocities in both phases, v′q,x and v′h,x, which results in a current
which, using (1.5), gives a magnetic field. The latter might be further amplified by
MHD effects resulting in magnetic field strengths of B ' 1...10 G right at the QCD
phase transition on a comoving scale of 10 Mpc. This would result in B ' 10−20 G
today if no Inverse Cascade is operating (cf. Sec 3.1).

2.1.2.2 Magnetic Fields from the Electroweak Phase Transition

One possible mechanism to create magnetic fields during the Electroweak Phase Tran-
sition (EWPT) is based on a similar idea as for the QCDPT described above, i.e., for
a first order phase transition, on the nucleation of the low-temperature phase [111]. In
particular, during such a phase transition bubbles of the spontaneously broken phase
(cf. Sec. 1.2.4.2) form and start to expand at subsonic speeds, converting the false
vacuum energy into kinetic energy. The expansion of these bubbles is preceded by a
supersonic shock front. Once these shock fronts collide, they produce turbulence ap-
proximately of the size of the bubbles given by Rbubble since the Reynolds Number has
been estimated to be sufficiently high, namely of the order of R ' 1012 [111]. As-
suming, furthermore, as shown in Sec. 3.1.2, that the conductivity is rather high and
therefore the magnetic fields follow the fluid motions, this would moreover mean that
strong magnetic turbulence is produced as well and, being in equipartition with the
kinetic turbulent flow, has the energy

B2(Rbubble) ' ε (TEW) v2 ' g∗T 4
EWv

2 , (2.50)

where ε (TEW) ' g∗T 4
EW (with g∗ ' 102 being the number of degrees of freedom that scat-

ter by electroweak processes and TEW ' 1011 GeV the critical temperature of EWPT) is
the energy density of the electroweak plasma and v ' 10−1 is the typical fluid velocity.

In order to derive the magnetic field strength on scales larger than Rbubble, one can
treat it as a superposition of randomly oriented magnetic dipoles of the size Rbubble,
each having a strength as described above. By making a continuum approximation of
randomly Gaussian distributed magnetic moments µi pointing in the ith direction, their
correlation function is given by (cf. Sec. 1.1.3.2)

〈µi(r)µj(0)〉 = κδijδ
(3)(r) , (2.51)

such that, using the fact that the magnetic field produced by a magnetic dipole is given
by B ∝ eµ/ |r− rd|3 (cf. Sec. 1.1.1.5), rd being the position of the dipole, the correlation
function for the superposition mentioned above is

〈B(r)B(0)〉 ' κe2

∫
1

|r− rd|
1
|rd|

d3rd . (2.52)

Now one can cut off the logarithmic divergence of this integral at a typical dipole size,
i.e. at Rbubble, given by

Rbubble ' fbH
−1
EW (2.53)

where H−1
EW ' 10 cm is the typical horizon size at the EWPT and fb ' 10−3... 10−2 is

the typical fractional size. This therefore gives for (2.52)

〈B(r)B(0)〉 ' e2κ

r3
ln
(
HEWr

fb

)
. (2.54)
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Now, averaging over a domain of the size R and using the assumption of equipartition,
i.e. (2.50), one arrives at

B2
R ' v

2g∗T
4
EW

(
fb

HEWR

)3

ln2

(
HEWR

fb

)
. (2.55)

Taking the upper limit for the diffusion length as the significant length scale, i.e. R '
Ldiff ' 10−5 pc, one finally gets an estimate of

B(Ldiff) ' 10−9... 10−7 G (2.56)

for the EGMF field strength. Again, taking into account plasma instabilities as has
been described in the previous section based on [109], magnetic fields strength as high
as B ' 1... 10 G on a comoving scale of 10 Mpc might be created (corresponding to
B ' 10−29 G today) although for EWPT the physics of instabilities is not entirely
certain, in the best case having them operating at later stages of the phase transition.

However, even for a second order EWPT the creation of magnetic fields is predicted
to happen [103, 112]. When the temperature approaches TEW (the temperature of the
EWPT), domains of the false vacuum with broken symmetry emerge due to thermal
fluctuations (cf. Sec. 1.2.4.2). The size of these domains is estimated to be roughly
the correlation length of the Higgs field at the temperature TG (the so-called Ginsburg
Temperature at which the domains’ Free Energy becomes larger than the corresponding
thermal energy, therefore making them stable against thermal fluctuations), thus forcing
the system out of thermal equilibrium in favor of the broken phase. It turns out that
that TG ' TEW, such that the size of a broken phase domain is given by the correlation
length LEW

corr given by [112] LEW
corr ' 10/TG. Now, the different vacuum expectation values

of the two phases result in a gradient between them which, once the EWPT is complete,
will result in a current of W bosons and thus in a magnetic field. The conceptual
difficulty which has to be overcome here is the definition of the electromagnetic field
in the presence of an inhomogeneous Higgs background which, however, may be done
[113], giving a magnetic field with a strength of B ' 1023 G on length scales LEW

corr

which, neglecting effects of magnetic helicity, would result in magnetic field strengths
of B ' 10−30 G on length scales of 100 kpc. In a similar way, however using a different
statistical approach, [114] finds B ' 10−19 G.

2.1.2.3 Magnetic Fields from Inflation

One of the first publications to consider Inflation as the magnetogenesis epoch for Pri-
mordial Magnetic Fields has been [115]. The basic idea is to couple the electromagnetic
field to gravitation by adding terms of the form RAµA

µ, RµνA
µAν , RµνλκF

µνF λκ/m2,
RµνFµκF

ν
κ /m

2 or RFµνFµν /m
2, where Aµ is the electromagnetic 4-potential given by

Aµ =
(
φ
A

)
(2.57)

and Fµν the electromagnetic field tensor,

Fµν = ∂µAν − ∂νAµ . (2.58)

Taking, for simplicity, only additional terms of the form RAµA
µ and RµνAµA

ν , the
resulting Lagrangian for electromagnetic fields therefore would have the form

L = −1
4
FµνF

µν − b

2
RAµA

µ − c

2
RµνA

µAν , (2.59)
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where b and c are constants describing the coupling, where the case b = c = 0 corresponds
to the classical Lagrangian of electromagnetism. This equation may be transformed into
a time evolution equation for B, given by [115]

1
a2
∂2
η

(
a2B

)
−∆B +

n

η2
B = 0 , (2.60)

where a is the scale factor, η the conformal time, (1.166), and n is defined as

n ≡ η2

{
6b
∂2
ηa

a
+ c

[
∂2
ηa

a
+
(
∂ηa

a

)2
]}

. (2.61)

Following the rules for Fourier Transforms given in Sec. A.3, (2.60) can be rewritten in
terms of B̃k ≡ a2Frk {B} as

∂2
ηB̃k + k2B̃k +

n

η2
B̃k = 0 . (2.62)

For n = 0, i.e. the classical electromagnetic theory, the magnetic energy denisty would

have the dependence on the scale factor given by εB
(1.60)
∝

∣∣∣B̃k

∣∣∣2 /a4 ∝ a−4 as expected
(cf. Ch. 3).

However, in the case b = −1/6 and c = 0 (the so-called minimal coupling case) for
an electromagnetic mode outside the horizon, i.e. a mode with |kη| � 1, it is

∣∣∣B̃k

∣∣∣ ∝ a

and therefore εB ∝ a−2, such that one can say that once the mode becomes greater
than the horizon it is “frozen in” such that the corresponding magnetic energy density
decays more slowly than for modes inside the horizon. This continues until the mode
reenters the horizon (due to further Expansion) which happens much later, during the
radiation-dominated regime. Therefore, assuming that during Inflation a quantum fluc-
tuation of the electromagnetic field which exceeds the Hubble Radius is excited, they
store the electromagnetic energy such that the resulting magnetic fields might be rele-
vant. However, the corresponding energy content is highly dependent on the particular
Inflation model as well as on the choice of the parameters b and c, the values given in
[115] having a range of εB/ρr ' 10−57...10−8, where ρr is the radiation energy density. It
should be noted here that this model has a number of issues like the not well-motivated
introduction of the values for b and c and the breaking of gauge variance by the terms
added to the Lagrangian.

2.1.2.4 Magnetic Fields from Density Perturbations

The general idea of this mechanism of magnetogenesis originates in the suggestion by
[98] as described in Sec. 2.1.1.2 and is based on magnetogenesis from vorticity in pro-
togalaxies. However, as claimed by [116, 117], vorticity might originate from density
perturbations and therefore have a cosmological cause. The idea is to treat the cosmic
medium as a fluid of three intensely interacting components (photons, electrons and
protons) during the radiation-dominated era. Then, from T ' me = 5.1 × 105 eV to
T ' TRec, small differences in the different interaction strengths and masses of the parti-
cles cause small differences in the rotation velocities, giving rise to currents and therefore
magnetic fields. The crucial assumption here is that these rotation velocities are caused
by scalar density perturbations [116] which are omnipresent in the Early Universe. By
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taking into account perturbations of the metric up to the second order, the authors were
able to derive a magnetic field of

B(λ) ' 10−23

(
λ

1 Mpc

)−2

G (2.63)

on a scale λ at Recombination. In [117] the authors claim that in addition also the
anisotropic stress of photons might play a role and find a somewhat stronger field of
B ' 10−19 G at λ = 10 Mpc.

2.1.2.5 Magnetic Fields from Neutrino Decoupling

The concept of magnetogenesis during Neutrino Decoupling, as introduced by [118],
assumes that before Neutrino Decoupling the net neutrino lepton number, Nν − Nν ,
varied in space on some scale λ. Since the Weak Interaction cross section of neutrinos
and electrons on the one hand and of neutrinos and positrons on the other hand are
different, in the presence of an interacting neutrino flux the two charged components
experience different forces leading to different drift velocities which results in an electric
current of [118]

|j| ' 4× 10−20e

(
T

1 MeV

)3(δnν
nν

)
, (2.64)

where T is the temperature and δnν/nν is the relative excess in neutrino number density.
According to the authors this would give a seed magnetic field of B ' 10−22 G.

2.2 Lower Limits for the Magnetic Field Strength

First, standard constraints on EGMF, derived from cosmological and astrophysical ob-
servations, are given in Sec. 2.2.1. Since, as will be shown there, they do not give
lower limits on the magnetic field strength, the remainder of the present section will
be dedicated to the discussion of recent ideas on the derivation of such limits due to
observations of far away sources since photons emitted by such objects are thought to
develop electromagnetic cascades (Sec. 2.2.2) which are affected by EGMF (Sec. 2.2.3).
Finally, in Secs. 2.2.4 and 2.2.5, an alternative approach to explain the aforementioned
observations, namely the interaction of the cascade electrons and positrons with the
Intergalactic Medium (IGM), is presented.

2.2.1 Current Observational Status of Extragalactic Magnetic Fields

Up to the present day it is not possible to detect Extragalactic Magnetic Fields (EGMF)
by direct observation, but rather only to set limits on them. The resulting value for the
field strength B, together with the information about the correlation length LB, in the
simplest case describes the configuration of EGMF. By different observation techniques
it is then possible to exclude some of the ranges for these quantities.

Apart from these methods described in Secs. 2.2.1.1-2.2.1.4, there are further possi-
bilities to probe EGMF [103, 119] which, however, currently still require further refine-
ment or more observational data. Two of them shall be mentioned here briefly: On the
one hand, the propagation of Ultra High Energy Cosmic Rays (UHECR) with energies of
up to 1021 eV [120] from which EGMF strengths of up to 10−9 G may be deduced due to
specific features in the spectrum of gamma rays produced during UHECR propagation.
On the other hand, constraints from BBN may be derived as the presence of strong
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Figure 2.1: Constraints on the field strength B and the correlation length LB for Extragalactic Magnetic
Fields: Zeeman Splitting (Sec. 2.2.1.1), Non-observation of Faraday Rotation for Quasars (Sec. 2.2.1.2),
limits from the distortions of the CMB spectrum (Sec. 2.2.1.3), upper and lower generic constraints
on the correlation length from small scale magnetic decay and the size of the Universe, respectively
(Sec. 2.2.1.4), and observations of electromagnetic cascades (Sec. 2.2.3).

magnetic fields should have increased the β decay rate of neutrons due to the enlarge-
ment of the electron phase space, resulting in fewer neutrons available to be bound into
helium and thus a lower relic abundance of the latter [121, 122]. Furthermore, magnetic
fields might have also influenced the BBN freeze-out temperature because of modifica-
tions of the Expansion rate of the Universe due to the additional provided energy, hence
again varying the abundance of the light elements [123]. Comparing that to actual BBN
predictions then might give limits somewhere in the range B . 10−6...10−9 G [103].

2.2.1.1 Zeeman Splitting

A first upper limit for B can be derived from the Zeeman Splitting of the 21-cm-
hydrogen-line [124]: The Zeeman Effect describes the impact of magnetic fields on the
spectral lines of atoms due to the interaction between the magnetic moment of the
electrons and the magnetic field [125]. In general, the potential energy of a magnetic
dipole, characterized by a magnetic moment µ, is given by its orientation in an external
magnetic field B along, without loss of generality, the z-axis, expressed by

Eµ = µ ·B = µzB . (2.65)

Since in the classical picture the magnetic moment of an atom is parallel to the angular
momentum, in terms of quantum mechanics this can be rewritten as an additional
potential to the Hamilton Operator,

Vµ = g
e~

2me
mB , (2.66)
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where g is the Landé g-Factor associated with the angular momentum considered – either
the orbital angular momentum for the normal or the total angular momentum from the
LS-Coupling for the anomalous Zeeman Effect. Furthermore, m is the corresponding
angular momentum projection quantum number.

The observed Zeeman Effect for radiation from distant quasars corresponds to a field
strength of the order of B ' 1 − 100 µG which usually is assumed to be the field of
the Milky Way and other galaxies [126]. Therefore, as a conclusion, the EGMF cannot
be stronger than this value, which places an upper constraint of B . 10−5 G. This
constraint is shown in Fig. 2.1, labeled “Zeeman Splitting”.

2.2.1.2 Faraday Rotation

The second phenomenon which can be used to detect EGMF is Faraday Rotation. It
describes the effect that the polarization plain of an electromagnetic wave with a wave-
length λ rotates by an angle β if it passes a medium which is under the influence of an
magnetic field. The relation which describes this process is given by [11]

β = λ2RM ∝ λ2

∫ d

0
neB||dl , (2.67)

where the so-called rotation measure RM depends on the integral along the line of sight
of ne, the number density of the electrons, and B||, the component of the magnetic field
parallel to the direction of photon propagation.

Although the exact value of ne is not known, it is possible to set well-motivated
constraints. Assuming it to be close to the critical density of the Universe and to be
distributed homogeneously, the obtained limit is given by [127, 128]

BL
1
2
B . 10−8 G Mpc

1
2 (2.68)

and can be seen in Fig. 2.1 with the label “Faraday Rotation”. To derive this constraint
the authors performed a statistical analysis over a large data sample of rotation measures
of quasars and their dependence on the redshift z from which they concluded that
only the galactic medium and the source itself give a significant contribution, while
the Intergalactic Medium is not magnetized up to the level of sensitivity. Taking more
complex models of the electron distribution into account, like the dependence of the
observables on the Lyα data and therefore inhomogeneities, the constraints in general
become weaker [129, 130].

2.2.1.3 CMB Anisotropies

The simplest approach to derive limits on the EGMF from CMB anisotropies is to
assume the former to be a homogeneous magnetic field along, without loss of generality,
the z-axis. The consequence is an anisotropic energy-momentum tensor and, following
from the Einstein Equations (1.153), therefore an anisotropic expansion law. To be more
specific, the most general form of the metric belonging to this setting is [131]

ds2 = dt2 − a2(t)
(
dx2 + dy2

)
− b2(t)2dz2 , (2.69)

where a and b are two different scale factors accounting for the anisotropic expansion.
Introducing the quantities α = ∂ta

a , β = ∂tb
b and the anisotropy measure s = α− β, the

Einstein Equations may be rewritten as [132]

∂t

( s

H

)
=

1
(η + 1) t

(
s

H
(η − 1) + 4

εB
ρ

)
, (2.70)
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∂t

(
εB
ρ

)
= − 2

9 (η + 1) t
εB
ρ

(
4

s

H
+ 9 (η + 1)− 12

)
, (2.71)

where 8πG has been set equal to 1 and εB is the magnetic energy density. Here H is the
Hubble Parameter which, as the isotropy is assumed to be small, is close to its isotropic
value given by (1.162), and η the characteristic factor introduced in (1.176). It is visible
from (2.70) that for a vanishing magnetic field the anisotropy would rapidly decay for
η < 1.

In the asymptotic case, i.e. t→∞, s
H has to be constant and therefore one can read

off from (2.70) that then it is s
H →

4
1−η

εB
ρ . Using this relation and, in addition, η = 1

3
for the radiation-dominated era, (2.71) reduces to

∂t

(
εB
ρ

)
= −4

(
εB
ρ

)2

, (2.72)

for which the solution is given by

εB
ρ
→ C

1 + 4C ln
(
t
t0

) , (2.73)

where C is an integration constant.
In order to relate this to temperature anisotropies, one can calculate, under the

assumption that the temperature at Recombination has been equal to TRec throughout
the Universe, the different temperatures of photons coming from either the x-/y- or the
z-direction:

Tx = Ty = TRec
aRec

apres
= TRec exp

(
−
∫ tpres

tRec

αdt
)
, (2.74)

Tz = TRec
bRec

bpres
= TRec exp

(
−
∫ tpres

tRec

βdt
)
, (2.75)

where the indices ’Rec’ and ’pres’ indicate quantities at the Recombination era and at
the present, respectively. Hence, the temperature anisotropy is given by

∆T
T

=
Tx − Tz
TRec

(2.74),(2.75)
= 1− exp

(
−
∫ tpres

tRec

(α− β) dt
)
'
∫ tpres

tRec

(α− β) dt

=
∫ tpres

tRec

sdt =
∫ tpres

tRec

s

H
Hdt '

∫ tpres

tRec

s

H

1
2t

dt =
1
2

∫ ln tpres

ln tRec

s

H
d ln t ,

(2.76)

where the relation H ' 1/(2t) for the radiation-dominated era has been used. The last
term can be, for s/H = const, simplified to

∆T
T

=
1
2

∫ ln tpres

ln tRec

s

H
d ln t ' 1

2
s

H
ln
(
tpres

tRec

)
' 5

s

H
' 30

εB
ρr
. (2.77)

Setting ∆T/T < 10−6, the authors of [131] derived an upper limt on the magnetic field
strength given by B < 10−10... 10−9 G. A further refinement of this method using the
CMB anisotropy measurements of COBE [55], which determined the CMB anisotropies
to be of the order of ∆T/T ' 10−5, gives an upper bound ofB ≤ 4×10−9 G [132] for large
correlation lengths of the order of the Hubble Radius as shown in Fig. 2.1, denoted as
“CMB anisotropies”. More recent measurements [44], using a slightly different approach,
give the limit B < 3.4× 10−9 G at scales of around 1 Mpc.
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More realistic models take into account the stochastic nature of magnetic fields and
look at particular physical mechanisms. An important idea is to use the effect first
derived by [133, 134] which describes the impact of energy injection on the CMB spec-
trum. The possible consequences are twofold [134]: If the injection happens at redshifts
z . 4 × 104 , an anisotropic energy injection results, via Compton Scattering, in a
photon spectrum which may be described by a superposition of many black body distri-
butions with slightly different temperatures, also known as Compton Distortions. For
higher redshifts the photon distribution has enough time to evolve into an equilibrium
state which, under the assumption of a constant photon number, changes from a Planck
distribution to a Bose-Einstein one, characterized by a chemical potential µ.

In terms of magnetic fields it has been shown [135] that the magnetic energy dis-
sipated away at small scales [49] may be transferred to the heat bath which then can
distort the CMB spectrum. The authors were then able to calculate the resulting chem-
ical potential and its time evolution. From recent constraints on the CMB chemical
potential, |µ| < 9× 10−5 [136], magnetic fields are limited to B . 3× 10−8 G on scales
of the order of 400 pc for the case of early energy deposit and on scales of approximately
0.6 Mpc for the late energy injection case.

2.2.1.4 Generic Bounds of the Correlation Length

A generic lower limit on the correlation length can be found using (1.16). The diffusion
time τdiff is approximately the time it takes magnetic fields to decay on a length scale L.
Due to the proportionality τdiff ∝ L2, after a given time, all magnetic fields on length
scales smaller than the corresponding length already will have decayed, therefore giving
the relation LB ' L(τdiff). Hence, to have a lower constraint on the correlation length,
one has to use τdiff ' H−1 as the generic time scale with a conductivity of σ ' 1011 s−1

(see Sec. 3.1.2), such that rearranging (1.16) gives

LB ≥ L(τdiff) = (4πσH)−
1
2 , (2.78)

which results in LB ≥ 2× 1011 m ' 6× 10−12Mpc.
However, no distinguished upper bounds on LB could be found. The only possible

statement which can be made is that it cannot be larger than the Hubble Radius,
i.e. LB ≤ H−1. These two generic limits are shown in Fig. 2.1, marked as “Magnetic
diffusion” and “Hubble Radius”, respectively.

2.2.2 Electromagnetic Cascades from High Energy Gamma Rays

Up to this point only lower and upper limits on the correlation length and a upper
constraint for the magnetic field B have been stated. However, it is a crucial question
whether also a lower limit on B can be given since this would be an important additional
motivation to investigate Primordial Magnetic Fields.

Before relating it to concrete observations of EGMF, the general properties of an
electromagnetic cascade should be discussed. Gamma rays emitted by a blazar are
subject to reactions with the so-called Extragalactic Background Light (EBL) which,
among other contributions, consists of the CMB and the Cosmic Infrared Background
(CIB). While the former is a well-known and -studied phenomenon (cf. Sec. 1.2.3), the
latter is still not entirely understood and therefore a source of uncertainty.

Usually CIB is defined to be the diffuse radiation from outside the Milky Way at
a energy range of about 10−3 to 1 eV or even up to 10 eV [137]. The spectrum is

50



10-3 10-2 10-1 1 10
ε [eV]

10-5

10-4

10-3

10-2
ε2

 d
N

/(
dε

 d
V
) 

[e
V

 c
m

-3
]

Model V
Model IV
Model III
Model II
Model I

1011 1012 1013

E
e
 [eV]

15.5

16.0

16.5

17.0

17.5

18.0

lo
gτ

P
P
 [

s]
Figure 2.2: Left panel : The energy density of the Cosmic Infrared Background at redshift z = 0 versus
the background photon energy ε for the various models (I-V) listed in Sec. 2.2.2. Right panel : The
interaction time for Pair Production on the EBL for the same infrared backgrounds.

typically subdivided into two parts, each of them dominated by an intensity maximum
(s. left panel of Fig. 2.2): First, the near infrared, having the peak at about 1 eV,
which originates mostly from diffuse starlight having its frequency decreased by redshift.
Second, the far infrared (with its maximum at approximately 10−2 eV), which mainly
consists of light from stars which has been absorbed and then re-emitted at lower energies
by intergalactic dust during its propagation. Since observations of the CIB are rather
challenging [137], a large number of different models exist, five of which are presented
as an example in the left panel of Fig. 2.2 and will be used for the calculations later
on: The best-fit model of [138] (Model I), the lower-limit model of [139] (Model II),
the model presented in [140] (Model III), model C of [141] (Model IV) and finally the
semi-analytic model of [142] (Model V).

The dominating reaction of a high energy photon γ with a background photon γEBL

is Pair Production (PP) [143–146] (γ+γEBL → e+ +e−) although there are several other
possible reactions (such as [147] Double Pair Production (γ+γEBL → e+ +e−+e+ +e−),
photon-photon scattering (γ + γEBL → γ + γ), direct photon interactions with the
magnetic field (e.g. γ +B → e+ + e−), the process γ + γEBL → e+ + e− + γ, muon Pair
Production (γ+γEBL → µ+ +µ−+γ) and others) which, however, are usually negligible
in the context of the development of an electromagnetic cascade. The threshold gamma
ray energy EPP,thr for PP is given by [147]

EPP,thr =
m2
e

ε
' 2.6× 1011

( ε

eV

)−1
eV , (2.79)

where me is the electron mass and ε the energy of the EBL photon. In the high energy
limit, i.e. s� m2

e, the PP cross section is approximately

σPP '
3
2
σT
m2
e

s
ln
(

s

2m2
e

)
, (2.80)

where s is the squared center of mass energy for the reaction and σT is the Thomson
Scattering cross section

σT =
8π
3
α2

m2
e

' 6.65× 10−25 cm2 (2.81)
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for the electromagnetic fine-structure constant α. On the other hand, for smaller energies
σPP peaks close the threshold energy given by (2.79) such that the most efficient targets
for Pair Production are EBL photons with an energy of ε ' m2

e/Eγ which for TeV
photons would give ε ' 10−1eV, i.e. in the CIB range.

In general, one can calculate the interaction time τ (or, after multiplying it by c,
the interaction length, or mean free path, λ) for a reaction of ultrarelativistic particles
using the general formula [148]

τ−1 =
c

λ
=

1
2

∫ ∞
εthr

dNEBL

dεdV

∫ 1

−1
σ(s) (1− cos θ) d (cos θ) dε , (2.82)

where dNEBL/ (dεdV ) is the ambient photon density per photon energy of the EBL,
θ the angle between the directions of the incident particle and the EBL photon, σ the
cross section of the reaction in question and εthr the threshold energy for the background
photons.

For PP the incoming particle is a high energy photon with an energy Eγ , σ = σPP

and, following (2.79), εthr = m2
e/Eγ . Calculating the PP interaction time, it turns out

that the estimate for the energy of the EBL photons scattering the incoming photons
most efficiently to lie in the CIB range is indeed reasonable since the value for τ is
highly sensitive to the particular CIB model [148] as can be also seen in the right panel
of Fig. 2.2. Its approximate value is given by [119]

τPP ' 8× 1016κ(1 + z)−2

(
Eγ

1012 eV

)−1

s , (2.83)

where κ ' 1 accounts for the EBL model uncertainties described above.
An electron or positron produced during PP typically has an energy of Ee ' Eγ/2

(however, in the so-called Klein-Nishina limit, i.e. s � m2
e, one of the particles carries

most of the high energy photon’s energy [147]), thus still being in the ultrarelativistic
regime and therefore having an energy high enough to be able to react with the EBL
as well. The by far dominating reaction here is Inverse Compton (IC) scattering (e± +
γEBL → e± + γEBL) [149, 150] during which the electron up-scatters a background
field photon to higher energies. It should be noted that, in principle, also higher order
processes, like double IC scattering (e± + γEBL → e± + γ + γ), are possible but, due to
their minor contribution, can be neglected in the following [147].

For energies below Ee ' 1013 eV the IC cross section is basically given by the Thom-
son Cross Section, σIC ' σT, i.e. the scattering process is elastic. This can be used to
calculate the interaction time by plugging it into (2.82) for σ, i.e. σ(s) = σT, and setting
εthr = 0 since IC does not have a threshold energy. The result is a constant interaction
time (except for effects of Expansion) for E < 1013 eV [148]. Now, however, the EBL
component with energies most relevant for the scattering is CMB such that τIC does not
depend on the CIB model and may be calculated explicitly, giving

τIC ' 1.2× 1011(1 + z)−3 s , (2.84)

where z is the cosmological redshift. Another important time scale to be used in the
following is the cooling time τIC,cool (or, equivalently, since v ' c, the cooling or energy
loss length λIC,cool = cτIC,cool) which is defined as

τIC,cool =
λIC,cool

c
=

Ee
dEe/dt

' 3.87× 1013

(
Ee

1012 eV

)−1

(1 + z)−4 s (2.85)
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Figure 2.3: Gamma rays (black) emitted from a blazar on the left develop an electromagnetic cascade
due to interactions with the Extragalactic Background Light (EBL) via Pair Production, producing
electrons (blue) as well as positrons (red), and Inverse Compton (IC) scattering. The interaction of this
cascade with the EGMF results in several observational features. Here θobs is the angle under which
the jet emission of the source is observed at Earth on the right, θjet is the jet half opening angle, θext

describes the angular size of the extended emission and δ is the deviation angle of a Pair Production
product reaching the observer (situated at a distance D from the source) from the initial gamma ray
direction.

and is directly related to the electron’s energy loss. Both τIC and τIC,cool are shown in
the left panel of Fig. 2.5. Photons produced in an IC scattering on average have an
energy of [11]

Eγ '
4
3
εCMB

(
Ee
me

)2

' 4× 109

(
Ee

1012 eV

)2

eV , (2.86)

where in the second step a typical energy for a CMB photon, εCMB ' 7× 10−4 eV, has
been plugged in.

Dealing with magnetic fields, one should of course also mention synchrotron radia-
tion, i.e. photons emitted by charged particles (electrons and positrons in this work) due
to the radial acceleration inside a magnetic field. However, the cooling time τsynch,cool

for this process is given by [11]

τsynch,cool ' 2.5× 1020

(
Ee

1012 eV

)−1( B

10−9 G

)−2

s , (2.87)

such that for EGMF it is, from (2.85), τIC,cool � τsynch,cool and therefore, compared to
IC, the effect of synchrotron radiation is negligible.

The above discussion of PP and IC scattering shows that an initial photon emitted by
a source will produce a electron/positron pair which, in turn, upscatters CMB photons
to high energies. This recurs as long as the energies of the participating particles are
well above the PP threshold and therefore results in an electromagnetic cascade which
is schematically presented in Fig. 2.3. For z � 1 one expects the primary gamma ray
either to reach the observer without reacting with the EBL or to undergo, at most, one
PP process while the gamma ray produced by the resulting short-living pair has a mean
free path large enough to reach the Earth.

2.2.3 Limits on the EGMF Strength from Gamma Ray Data

The idea and methodology to derive lower limits on the strength of EGMF from ob-
servations of gamma rays from blazars was first proposed by [4] and further developed
by [119]. Both are based on the idea that electrons and positrons produced during the
cascade are deflected by the EGMF which alters the observation of a gamma ray source.
To summarize what follows, one can say that the three main effects consist of a visible
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halo around point sources, modified time delays and the suppression of gamma ray flux
at low (i.e. GeV) energies.

The former idea, i.e. that point sources appear extensive due to magnetic fields, has
been investigated by various authors [151–156]. For the deflection of charged leptons in
the EGMF one can distinguish two opposite cases depending on the relation between
the magnetic field correlation length LB of the EGMF and the energy loss length for IC
scattering (2.85) [119]: For LB � λIC,cool the motion of the electrons and positrons can
be approximated by the propagation in an homogeneous magnetic field and therefore
the angle δ in Fig. 2.3 is given by

δ =
λIC,cool

rL
' 3× 10−4(1 + z)−2

(
B

10−18 G

)(
Ee

1012 eV

)−2

, (2.88)

where B is the comoving magnetic field strength, which is assumed, in the simplest case,
to be related to the physical value Bphys by Bphys = B(1 + z)2, and rL is the Larmor
Radius given by

rL =
Ee
eB
' 103(1 + z)−2

(
B

10−18 G

)−1( Ee
1012 eV

)
Mpc . (2.89)

On the other hand, if the correlation length is small compared to the IC cooling
distance, i.e. LB � λIC,cool, the deflection of the electron/positron can be seen as a
diffusion process, such that δ is given by

δ =
(λIC,coolLB)

1
2

rL
' 2× 10−5(1 + z)−

1
2

(
Ee

1012 eV

)− 3
2
(

B

10−18 G

)(
LB

1 kpc

)
, (2.90)

where both B and LB = Lphys
B (1 + z) are comoving quantities. Now from geometrical

considerations in Fig. 2.3 one can see that

sin δ
sin θext

' δ

θext
=
λphys

PP (Eγ,0)
Dphys

≡ τθ(Eγ,0, z) , (2.91)

where D is the distance to the source and Eγ,0 is the energy of the initial photon emitted
by the source. In the first step it has been assumed that the first PP takes place close
to the source, i.e. δ, θext � 1. This is a reasonable assumption due to the decrease of
the interaction time (and therefore the mean free path) with energy as seen from (2.83).
Therefore, one can now write down an expression for θext, the extension angle of the
source [119]:

θext '


0.5◦ (1 + z)−2

(
τθ
10

)−1
(

Eγ
1011 eV

)−1 (
B

10−14 G

)
, LB � λIC,cool ,

0.07◦ (1 + z)−
1
2

(
τθ
10

)−1
(

Eγ
1011 eV

)− 3
4 ( B

10−14 G

) (
LB

1 kpc

) 1
2
, LB � λIC,cool ,

(2.92)
where the dependence on the observed gamma ray energy Eγ rather than on Ee could
be achieved by using (2.86). This is a rather important result since one can see that the
(observed) extension of the source shrinks with increasing energy which, for sufficiently
large magnetic fields, provides a possibility to derive a lower limit on the magnetic field
directly from images of gamma ray sources. However, this is only possible if θext > θPSF,
i.e. the extension angle exceeds the Point Spread Function angle θPSF of the instrument.
Since the latter usually decreases with photon energy, hence limiting the resolution, it
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is a challenging task to perform such an analysis, so probably only future experiments
might be able to make it possible. Another problem is given by the fact that the
considered source has to be distinguished from the diffuse gamma ray background [155].
Overcoming these issues, in principle, would then make it possible to obtain a measure
for magnetic fields as low as B & 10−15 G even from blazar remnants [155].

The second possibility to derive constraints from below on the magnetic field strength
is the analysis of time delays for gamma ray sources [157–163]. To be more precise, if a
source emits a flare of gamma rays, then it is expected that at Earth one will observe
this initial flare as well as a secondary, delayed one. This is due to the fact that, while a
primary photon travels straight forward from the source to the observer, photons from
the cascade have a longer way as can be seen in Fig. 2.3: It first propagates under some
angle away from the line of sight, produces a short-living electron/positron which then,
via IC, produces another photon for which, due to the ultrarelativistic nature of the
charged lepton, has the same direction as the lepton producing it, namely, in order to
be observable, pointed at Earth. The primary photons therefore correspond to the first,
the latter secondary photons to the second flare.

The resulting time delay, i.e. the time between these two flares, is given by

tdelay = (τPP(Eγ,0, z) + tcasc)−D , (2.93)

where τPP(Eγ,0, z) is the average time the initial photon passes from the source to the
first PP (while the corresponding length scale is given by Dγ ≡ cτPP(Eγ,0, z)). The
unknown time (and length) scale is tcasc (and Dcasc), i.e. the period from the first PP
until the cascade reaches the observer. From geometrical considerations in Fig. 2.3 one
can use the law of cosines, which gives

Dcasc =
(
D2 +D2

γ − 2DDγ cos (δ − θext)
) 1

2 = D

(
1 +

(
Dγ

D

)2

− 2
Dγ

D
cos (δ − θext)

) 1
2

Dγ�D' D

(
1− 2

Dγ

D
cos (δ − θext)

) 1
2

' D
(

1− Dγ

D
cos (δ − θext)

)
= D

−Dγ cos (δ − θext) ' D −Dγ

(
1− (δ − θext)

2

2

)
(2.91)
' D −Dγ

(
1−

δ2
(
1− τ−1

θ

)2
2

)
,

(2.94)

where the Taylor Series (1− x)
1
2 = 1 − x/2 + O(x2) and cosx = 1 − x2

2 + O(x4) have
been used. (2.93) may now be rewritten as

tdelay ' Dγ +Dcasc −D
(2.94)
' Dγ +D −Dγ

(
1−

δ2
(
1− τ−1

θ

)2
2

)
−D

= Dγ
δ2

2
(
1− τ−1

θ

)2
.

(2.95)

Using (2.88) and (2.90) for the corresponding cases, plugging in (2.83) and, furthermore,
taking into account expansion of the Universe, this finally gives [119]

tdelay '

2× 104κ
(
1− τ−1

θ

)2 (1 + z)−5
(

Eγ
1012 eV

)− 5
2 ( B

10−18 G

)2 s , LB � λIC,cool ,

102κ
(
1− τ−1

θ

)2 (1 + z)−2
(

Eγ
1012 eV

)−2 (
B

10−18 G

)2 ( LB
1 kpc

)− 1
2 s, LB � λIC,cool .

(2.96)
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Figure 2.4: Effect of EGMF on the photon spectrum neglecting the plasma effects of the IGM. Data
points are shown for both HESS (circle) and Fermi LAT (square) while the curves show the best fit of a
Monte Carlo simulation for the HESS data. In addition to the observed spectra for the magnetic fields
indicated in the legend the intrinsic spectrum of the source is given (solid, gray).

However, this time delay is only observable if it is large enough: Even without EGMF,
pairs are already initially produced with a direction inside, for ultrarelativistic particles,
a rather narrow cone around the line of sight with an opening angle θ0 ' me/Ee. This
results in a tail of the actual flare which, for a very small magnetic field, might “hide”
its effect. If, however, the signal of the secondary flare is detectable, then an energy
dependent time delay observation might indeed, following (2.96), make it possible to
deduce information about magnetic fields down to field strengths of B & 10−21... 10−19 G
[119, 162].

Finally, the third possible method to detect EGMF using gamma ray data is the
non-detection [2, 164] or suppression [163, 165–167] of photon flux at GeV energies. In
contrast to the time delay method described above it is much less sensitive to variability
of the source since it makes use of cumulative observational data. This method can be
derived from (2.88) and (2.90): In both cases the deflection angle δ has a dependence
δ ∝ E−∆

e B, where it is ∆ > 0, such that δ increases with the magnetic field strength
but decreases with the electron energy, i.e. less energetic particles are deflected more.
Therefore, assuming sufficiently strong magnetic fields, even for O(TeV) electrons and
positrons produced during PP the deflection angle might be large enough such that
during an IC scattering process the secondary photons which, according to (2.86), have
GeV energies, are emitted in a narrow cone (see above) with the observer being outside
of it. Therefore one expects that the detected flux of gamma rays in the GeV range is
much lower than in the case if no significant magnetic field is present.

The general procedure can be described as follows: One has to use objects emitting
TeV gamma rays for which both GeV and TeV gamma ray data is available (the former
from the Fermi Large Area Telescope (LAT) and the latter from HESS or other Imaging
Atmospheric Cherenkov Telescopes). By now this is the case for various sources, usually
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blazars or BL Lac at redshifts of z < 1 – see, e.g., [166, 168–170]. If no GeV flux has been
detected for the given object, one may use the upper limits in this energy range. Then,
assuming reasonable values for the object’s internal parameters – such as the intrinsic
slope, the high energy cutoff and the luminosity – one can run numerical simulations
to calculate the expected observable flux which is then to be compared with actual
observational data.

This has been carried out for several objects in the references given above, all giving
qualitatively similar results, for which a representative example, taken from the work of
the author of the present thesis [10], is shown in Fig. 2.4 for the BL Lac 1ES 0229+200
(see below) where a uniform magnetic field is assumed. Here, the source is taken to
have an intrinsic spectrum with dN/dE ∝ E−Γ, Γ = 1.5 and an energy cutoff at
Ecut = 5× 1012 eV.

As one can see, fitting the simulated results to the high energy data does only satisfy
the limits for GeV energies if one assumes a relevant magnetic field strength which is in
agreement with [167]. A thorough statistical analysis has been therefore performed in
[2] by looking at various different sources, giving, in the most optimistic case,

B &

10−14
(

LB
100 pc

) 1
2 G, LB � λIC,cool ,

3× 10−16 G, LB � λIC,cool .
(2.97)

However, it should be noted here, as also has been done in [2], that, due to the various
uncertainties, these results should be regarded as order of magnitude estimates rather
than solid limits.

In fact, the results from all three methods to derive lower bounds on B described
above have been subject to a general criticism due to the statistical methods used. In
particular, the authors of [171, 172] claim that with a refined procedure they do not find
any evidence that the zero EGMF hypothesis is false. To explain the contradiction to
the results presented above they name three reasons: First, they use more up-to-date
data from Fermi LAT, therefore having higher statistics and thus more reliable data.
Second, they claim that the modulation of the source spectrum has not been refined
enough which they improved by fitting a broken power law to the source parameters.
And last, the authors assert that they use a more robust statistical analysis regarding
the binning of the data and its connection to the cascade flux.

2.2.4 Plasma Instabilities and Gamma Rays from Distant Blazars

Apart from the criticism of the statistical and therefore methodical procedure to derive
lower limits on B presented in the previous section, there have been objections against
it from the physical point of view [5, 6, 173]: Up to now only interactions of the gamma
rays and electrons/positrons with the EBL have been taken into account. However, it is
possible that the charged leptons interact with the Intergalactic Medium (IGM) as well,
which might result in plasma instabilities for which the growth time is smaller than τIC

and τIC,cool, making them the dominant energy loss mechanism. After a brief discussion
of plasma instabilities in general the implications of these assumptions are presented in
the following.

Plasma instabilities are a well-known phenomenon which arises due to plasma os-
cillations [174]: The time dependence of the propagation of electromagnetic waves is
given by E,B ∝ exp (iωt). While for vacuum solutions of the Maxwell Equations the
angular frequency ω is always real, propagation inside a medium may change the dis-
persion relation in such a way that also complex values for ω are possible. In particular,
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Figure 2.5: Left panel : The interaction time τIC (dashed, blue) and the cooling time τIC,cool (dot-
dashed, green) for Inverse Compton scattering and the relaxation time τr for electrons due to plasma
effects (solid, red). The parameters used here are nIGM = 10−7 cm−3, T = 104 K, z = 0.14 and nbeam

according to (2.113) with L = 1037.5 W. Note the transition for τr between the weak and the strong
blazar regime at Ee ' 6 × 1011 eV. Right panel : Transition between the weak and the strong blazar
regime (denoted by ’weak’ and ’strong’, respectively) given by the condition in (2.109) for different
redshifts with nIGM = 10−7 cm−3 and the beam density as for the left panel. For parameters forming
the region below a given line the system is in the strong blazar regime with the Modulation Instability
dominating, the region above the line gives the weak regime, where Non-Linear Landau Damping is
most important.

if Im (ω) < 0, the expression exp (iωt) obtains an exponentially growing term which
makes the setting unstable. This is denoted as a plasma instability.

Following the formalism developed in [6] here and later on, the electron/positron
beam with the number density nbeam and the Intergalactic Medium with the number
density nIGM are regarded as two streams of medium with different velocities. Here
nbeam is given by the development of the electromagnetic cascade described above. Such
conditions may give rise to the so-called two-stream-like instabilities, which then grow
on a characteristic time scale τ due to both linear and non-linear effects. Considering
the former, in the situation of interest here the linear oblique electrostatic instability has
been found to be the dominant one. Since a two-stream setting is present, the dispersion
relation is given by [6, 175]

1 =
ω2
p,e

ω2
+

ω2
beam(

ω − k‖v
)2 , (2.98)

where ω2
p,e = 4πe2nIGM/me is the plasma frequency, k‖ the wavenumber parallel to the

direction of propagation, v the velocity of the beam electrons and positrons and

ω2
beam = ω2

‖ cos2 θ + ω2
⊥ sin2 θ (2.99)

an effective angular frequency depending on the longitudinal (ω2
‖ = 4πe2m2

enbeamE
−3
e )

and transversal (ω2
⊥ = 4πe2nbeamE

−1
e ) angular frequency, respectively, as well as on the

angle θ between the wave vector and the direction of the flow, i.e. cos θ = k‖/k.
(2.98) corresponds to the general form of the dispersion relation of a plasma carrying

a current of electrons with velocity v, wavenumber k as well as the ion and electron
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plasma angular frequencies ωp,i and ωp,e, respectively. This general form is given by

1 =
ω2
p,i

ω2
+

ω2
p,e

(ω − kv)2 , (2.100)

for which a solution for ω = ωmax, the angular frequency at maximum growth rate of
the instability, is known to be [174]

ωmax =
kv

1 + α exp
(
iπ3
) =

kv

α2 + α+ 1

[(α
2

+ 1
)
− i3

1
2α

2

]
, (2.101)

where α has to fulfill the conditions

2α+ 1
α3 (α+ 2)

=
ω2
p,i

ω2
p,e

, 1 +
3α2 + 2α+ 1
α3 (α+ 2)

=
(kv)2

ω2
p,e

, (2.102)

i.e. for (2.98) it is

2α+ 1
α3 (α+ 2)

=
ω2
p,e

ω2
beam

, 1 +
3α2 + 2α+ 1
α3 (α+ 2)

=

(
k‖v
)2

ω2
beam

. (2.103)

Since ωp,e � ωbeam, it is ω2
p,e/ω

2
beam � 1 and therefore it follows from the first expression

of (2.103) that α has to be small, such that, via a Taylor Expansion, (2.103) may be
rewritten as

1
2α3
'

ω2
p,e

ω2
beam

,
1

2α3
'
(
k‖v
)2

ω2
beam

, (2.104)

which means that
k‖v ' ωp,e . (2.105)

Performing a Taylor Expansion in α on (2.101) and plugging it into (2.105) gives

Im (ωmax) ' 3
1
2

2
ωp,eα

(2.104)
' 3

1
2 2−

4
3ω

1
3
p,eω

2
3
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1
2 2−

4
3

(
4πe2nIGM

me

) 1
6 (
ω2
‖ cos2 θ + ω2

⊥ sin2 θ
) 1

3

= 3
1
2 2−

4
3

(
4πe2nIGM

me

) 1
6 [
ω2
⊥
(
1− v2 cos2 θ

)] 1
3
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3

1
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4
3 (4π)

1
2 e

m
1
6
e

n
1
6
IGMn

1
3
beamE

− 1
3

e

(
1− v2 cos2 θ

) 1
3 .

(2.106)

Finally, taking into account the approximation in (2.105) and considering ultrarelativis-
tic electron/positron beams (i.e. v ' 1), it can be shown that (2.106) becomes maximal
for cos θ = (3/5)

1
2 [6].

Using this solution for the astrophysical setting presented in this work, the electro-
static growth time is found to be

τe ' 1.1× 106

(
Ee

1012 eV

) 1
3 ( nbeam

10−22 cm−3

)− 1
3
( nIGM

10−7 cm−3

)− 1
6 s , (2.107)

where Ee is the energy of the electrons/positrons.
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However, as mentioned above, non-linear effects have to be considered as well. This
is done by calculating the total relaxation time τr as [6, 176]

τr = 100τeξ
−1 s , (2.108)

introducing a dimensionless parameter ξ ≤ 1 which has got a characteristic value for a
particular non-linear effect and therefore accounts for its influence as discussed in the
following.

The dominating effect in the present case is the Modulation Instability [6]. It can
be explained by the fact that in a turbulent medium ions scatter the oscillations caused
by the beam such that they are transferred from the resonance to smaller wavenumbers.
This, on the other hand, means that the energy is shifted to higher phase speeds [177].
However, this effect occurs only if the beam density nbeam lies above a critical density
ncrit, i.e. if it is nbeam > ncrit, where ncrit is given by

ncrit = 2.5× 10−25

(
Ee

1012 eV

)−1 ( nIGM

10−7 cm−3

)( T

104 K

)2

cm−3 , (2.109)

where T is the temperature of the IGM. The dissipation time scale here is given by

τM = 8.3× 106 s
[
1 +

5
4

ln
(

T

104 K

)
− 1

4
ln
( nIGM

107 cm−3

)]
×
(

Ee
1012 eV

) 1
3 ( nbeam

10−22 cm−3

)− 1
3
( nIGM

10−7 cm−3

)− 1
6
.

(2.110)

If, however, one looks at a weak blazar, i.e. nbeam lies below ncrit, then another, less
efficient mechanism suppresses the cascade evolution, namely the Non-Linear Landau
Damping (NLD). For this process the rate is known [178], so the factor ξ in (2.108) can
be explicitly calculated, resulting in

ξ = 2.1× 10−7 ×
(

Ee
1012 eV

)− 4
3 ( nbeam

10−22 cm−3

)− 2
3
( nIGM

10−7 cm−3

) 2
3

(
T

104 K

)2

, (2.111)

which, plugged into (2.108), gives

τNLD ' 5.2×1014 s
(

Ee
1012 eV

) 5
3 ( nbeam

10−22 cm−3

) 1
3
( nIGM

10−7 cm−3

)− 5
6

(
T

104 K

)−2

. (2.112)

In order to evaluate the impact of these damping effects on the development of
an electromagnetic cascade, the corresponding time scales, τM and τNLD, have to be
compared to τIC, the IC interaction time scale, which is given by (2.84), and to the IC
cooling time (2.85).

The comparison of time scales is shown in the left panel of Fig. 2.5 for some typical
parameter values. It can be seen that in the strong blazar regime, i.e. for nbeam >
ncrit, the electromagnetic cascade is completely suppressed since τr is several orders
of magnitude smaller than τIC. This means that, due to the Modulation Instability,
almost all electrons have been relaxed to a rather non-interactive state long way before
they can produce a high energy photon by Inverse Compton interaction. However, for
electron/positron beams fulfilling nbeam < ncrit (the weak blazar condition) a cascade
can still develop, even though it is partially suppressed by NLD.

After giving the definition for nbeam in (2.113), it is shown on the right hand side of
Fig. 2.5 how the transition energy between the weak and strong blazar regimes changes
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as function of the IGM temperature for sources with a given luminosity L placed at
different redshifts.

It should be noted that the ideas and conclusions which have been presented in this
section are in the focus of an ongoing debate. In particular in [179] it has been argued
that the kind of analysis used here is not applicable to electromagnetic cascades in voids.
By performing a kinetic treatment the authors claim to find that the instability growth is
severely suppressed and therefore the relaxation time for the electrons/positrons inside
the beam remains much larger than the IC interaction time. However, in a more recent
paper [173] these objections have been addressed by refining the analysis and concluding
that the results from [6] are still valid. Furthermore, the discussion in this section
is true only for an unmagnetized medium while even for rather small magnetic fields
the arguments may not be valid anymore. And since, for example magnetic outflow
from Galaxies might, at least locally, “pollute” the voids with magnetic fields, this
assumption is rather unrealistic and therefore still awaits a well-motivated upper limit
of the permitted field strength B in order to be able to make more reliable predictions.

2.2.5 Suppression of Low Energy Photon Flux in Observed Spectra of
Blazars due to interactions with the Intergalactic Medium

After the general discussion of plasma instabilities and their influence on the propagation
of gamma rays in extragalactic space, the formalism will be now applied to an actual
setting following the procedure in [10]. The object of choice here is the BL Lac 1ES
0229+200 with the observational parameters being listed in [180] of which the ones of
interest here are the redshift z = 0.140 and the luminosity L = 1037.5 W. Furthermore,
the source is taken to have an intrinsic spectrum with dN/dE ∝ E−Γ, where, in order
to check the reliability of the procedure, it has been performed for spectral indices with
different values, namely Γ = 1.2, Γ = 1.5 and Γ = 1.8, while the high energy cutoff
is set to be Ecut = 5 × 1012 eV. This source is particularly interesting for the analysis
performed below since, on the one hand, both high energy data from HESS [180] as well
as a GeV data analysis from Fermi LAT [167] are available and, on the other hand, since
in [167] it has been used to derive lower limits on EGMF as described above such that
afterwards a direct comparison to the corresponding results is possible.

For the numerical simulations the ELMAG code [181] (version 2.01) has been used.
This software uses the Monte Carlo approach for single particles to simulate the propa-
gation of electromagnetic cascades. This is done by taking into account the interaction
of electrons, positrons and photons with the EBL as described above and, in addition,
synchrotron energy losses and deflections in the small angle approximation. The latter
means that, while considering one-dimensional propagation and therefore not being able
to treat deflections (which are a three-dimensional phenomenon) to full extent, for each
time step the deflection angle is calculated and then accumulated, such that in the end
a reasonable value for the total deflection is obtained as long as the magnetic fields in
question are not too strong.

In order to account for the interactions with the IGM, i.e. to model the effect of
plasma instabilities, the code has been modified by implementing the following scheme:
Each time an electron or positron either performs an IC scattering or enters the cascade
due to a PP reaction of a photon, both the time until the next IC scattering takes
place (as done for the Monte Carlo propagation in any case) and the relaxation time
τr as described above are calculated and then compared – if the latter is smaller, one
can assume that before it can produce another photon most of the electron’s energy is
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already dissipated away such that it does not further contribute to the development of
the cascade as can be seen in the left panel of Fig. 2.5: At small energies their interaction
is dominated by plasma effects such that IC reactions play a role of negligible importance.

However, in order to actually calculate τr, i.e., depending on which blazar regime is
operating, τM from (2.110) or τNLD from (2.112), it is necessary to have values for T ,
nIGM and nbeam. For the former one can say that, although the IGM is not completely
homogeneous, but is rather traversed by voids and overdensities, on average one can set
nIGM ' 10−7 cm−3 and T ' 104 K. However, since the measurement of T is subject to
various uncertainties, in the following values of the range T = 103 K...105 K, which have
been shown to be reasonable estimates for low-redshift IGM [6, 182], are investigated as
well.

The problem which occurs while one tries to give an estimate for nbeam is given by
the fact that it is a dynamical quantity which depends on the actual state of the cascade
such that for a Monte Carlo approach, where one particle at a time is propagated, this
cannot be done to full extent. Therefore one has to find a well-motivated estimate based
on the knowledge of the interaction length of the cascade particles which has been done,
as an upper limit, by [5], giving

nbeam ' 7.4× 10−22

(
L

1038 W

)(
Ee

1012 eV

)(
1 + z

2

)3ζ−4

cm−3 , (2.113)

where L is the isotropic-equivalent luminosity and ζ = 4.5 for z < 1 is a parameter that
can be inferred from the analysis of the star formation rate in the local Universe [138].

As it has been shown in the previous section, neglecting the effects of interactions
with the IGM but including magnetic fields may account for the suppression of GeV
signals. However, as presented in Fig. 2.7, even for a vanishing magnetic field the plasma
effects itself give a suppression of the flux in agreement with Fermi LAT observations.
It should be stressed here that this does not prove the non-existence of EGMF, but
rather possibly weakens the role of GeV suppression for probing the lower limits on the
magnetic field strength.

As discussed above, in the following the temperature T of the Intergalactic Medium,
bringing the largest uncertainties into the calculations, will be considered as a “free”
parameter inside the range T = 103 K...105 K such that varying it will help to obtain
more robust results. Its actual value plays a major role since it does not just change the
value of the relaxation time continuously, but, according to (2.109), determines whether,
for a given electron energy Ee, the plasma interactions take place in the strong or the
weak blazar regime.

For low temperatures, in fact, ncrit is rather low such that most of the influence of the
IGM is set inside the strong blazar regime, the relaxation due to plasma effects therefore
taking place rather fast which means that cascade development is almost completely
suppressed. This can be seen in the upper panels of Fig. 2.7 since the observed signal
reproduces the intrinsic slope quite well which means that only primary low energy
photons, having a rather large mean free path, reach the observer, while no intermediate
pairs from PP are able to contribute since, having lost most of their energy, the energy
of the photons they produce is also below the energy range interesting here.

The higher the temperature gets, the higher also ncrit becomes, thus increasing the
influence of the weak blazar regime. In addition, once being inside this regime, accord-
ing to (2.112), τNLD decreases, such that the impact of NLD increases even more. The
feature resulting from that in the spectrum is an additional peak which for T = 105 K
even dominates the spectrum as, compared to the low energy case discussed before, the
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Figure 2.6: The dependence of the observed blazar spectrum on the source redshift. The intrinsic
spectrum has been chosen to have Γ = 1.2. The blue lines give the case including only the plasma
effects for T = 5× 104, red lines show the case in which particles are deflected by a magnetic field with
B = 10−16 G, neglecting the role of IGM.

observed slope does not correspond to the intrinsic one anymore but rather hardens,
thus moving towards the undisturbed IC spectrum, which means that now the electro-
magnetic cascade develops at least partially.

Furthermore, also the energy corresponding to the aforementioned additional high
temperature peak shows that IC is operating and now plays a significant role: As can
be seen from Fig. 2.5, Ecrit, the energy at which the transition between the two regimes
takes place, increases with temperature, such that all electrons with energies E ≤ Ecrit

may contribute to the cascade directly via IC. In particular, taking T = 5× 104 eV, for
1ES 0229+200 it is Ecrit ' 2 × 1012 eV and therefore, according to (2.86), the average
energy of photons produced via IC is given by Eγ ' 2 × 1010 eV, the approximate
energy of the additional peak as confirmed in Fig. 2.7 in the panel corresponding to
T = 5 × 104 eV. In conclusion, the peak as well as the hardening of the spectrum for
small energies may be explained due to photons up-scattered by IC.

As can be seen in Fig. 2.7, overall a lower IGM temperature is preferred which
means that the development of the electromagnetic cascade is severely suppressed, i.e.,
as argued by [5, 6], the strong blazar regime is dominating. As mentioned above, this
has been checked for intrinsic spectrum index values of Γ = 1.2, Γ = 1.5 and Γ = 1.8 of
which the former two are presented in Fig. 2.7 and for which these conclusions hold. The
rather extreme case of Γ = 1.8 has been checked as well, however, giving rather large
flux at low energies, it may be excluded, giving additional constraints for the modeling
of the source spectrum.

In order to be able to make a more general statement, of course the analysis of
more sources at different redshifts is needed. As a basis for more detailed future work
this is done in Fig. 2.6 for both the case of deflection by EGMF and for the case of
energy dissipation due to IGM effects, where the parameters giving the best fit for 1ES
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Figure 2.7: Gamma ray spectra of 1ES 0229+200 at z = 0.14 for different temperatures and EBL models
with the slope of the intrinsic spectrum (grey, solid) given by Γ = 1.2 (left) and Γ = 1.5 (right) in case
IGM effects are taken into account and magnetic fields are supposed to be negligible. The temperatures
used here are T = 5 × 103 K, T = 104 K, T = 5 × 104 K and T = 105 K (from top to bottom). The
different line styles correspond to the EBL models I-V introduced in Sec. 2.2.2 in the same way as in
Fig. 2.2.
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0229+200 with the EBL Model II (cf. Figs. 2.4 and 2.7) are used. In both cases the high
energy cutoff is the same, however, regarding the suppression at GeV energies, the two
scenarios differ dramatically: For EGMF deflection the flux at GeV energies increases
compared to the peak of the spectrum. This is due to the fact that TeV electrons are
not affected much by deflections because of their large Larmor Radius and therefore may
contribute to the cascade development which might be enhanced for large distances to
the source as then it is possible that PP happens more than once (and therefore, in
the end, more photons might be produced). Plasma instabilities, however, are rather
effective at TeV energies such that their influence “accumulates” over time, therefore
reducing the overall gamma ray production more over larger distances.

Summarizing this section, it may be said that apart from EGMF which, as discussed
in Sec. 2.2.3, deflect electrons inside electromagnetic cascades from the line of sight, also
interactions with the IGM due to plasma instabilities might explain the suppression
of gamma rays on GeV scales observed at Earth. The outcome of the corresponding
analysis for the specific object 1ES 0229+200 shows that the best fit values give B &
10−16 G and T . 5×104 K, respectively, such that both should be taken into account in
order to explain spectra of far away blazars in general. The crucial statement is therefore
that the existence of EGMF is not required (but also not excluded) to explain the given
features, such that the derivation of lower limits for the magnetic field strength has to
be reanalyzed under these premises. Still, further observations with higher sensitivity
are necessary to distinguish between the two possibilities which, due to a rather distinct
feature of a second peak in the spectrum in the case of the IGM scenario, might be indeed
possible once upcoming observations by, for example, HESS-II [183] or CTA [184], will
have been performed.
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Chapter 3

Time Evolution of Primordial
Magnetic Fields

Es beugen alle sich dem Zepter der
Notwendigkeit, und seufzen unter dem
Fluch der Zeit, die nichts bestehen lässt.
— F. Schleiermacher, Monologen (1800)

Ever since it has been proposed that magnetic fields have been created in the Early
Universe (as discussed in Sec. 2.1.2), much effort has been put into the analysis of
their evolution up to the present day, both numerically and (semi-)analytically [49, 185–
200]. However, numerical simulations encounter a major problem: They do not have
the resolution required to handle the magnetic fields over the large range of length
scales present in the Universe. At the same time analytical studies up to now were not
taking into account all aspects of the involved physics like, e.g., the backreaction of the
turbulent medium onto the magnetic field.

In this chapter the results of a full semi-analytic analysis of the time evolution
of Primordial Magnetic Fields generated in the Early Universe, based on [8, 9], are
presented. After, in Sec. 3.1, giving an overview of the additional effects coming into
play when dealing with MHD in the Early Universe, compared to the generic situation
of Sec. 1.1, the main initial equations are presented before proceeding to the derivation
of the Master Equations (3.52)-(3.52), from which the evolution of Primordial Magnetic
Fields may be obtained, in Sec. 3.2. The chapter is concluded by showing the results of
simulations using these equations and presenting additional constrains on present day
EGMF in Sec. 3.3.

3.1 Magnetohydrodynamics in the Early Universe

In the following some basic concepts of MHD in the Early Universe are presented. Before
doing so, some introductory remarks should be made. The main quantities to deal with
are connected to the spectral energy content, i.e. the spectral magnetic energy density
Mk and the spectral kinetic energy density Uk introduced in Sec. 1.1.1.6, as well as the
spectral magnetic helicity density Hk introduced in Sec. 1.1.2. The standard assumption
then is that the spectral energy is concentrated on a specific scale LI (or kI = 2π/LI

as the corresponding wavenumber) which in the following will be called the integral or
coherence scale. Therefore, MI, UI and HI, as well as other quantities with an index ’I’,
are to be understood as the corresponding values at the integral scale.

Furthermore, it should be noted that the index ’0’ denotes the value of a quantity
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right at the magnetogenesis epoch considered. In particular, to have a time measure,
the scale factor a is used which, in contrast to the standard definition, is set to be a0 = 1
initially, i.e. it is unity at magnetogenesis.

3.1.1 Expansion of the Universe

In order to take into account Expansion of the Universe, it has been pointed out by [185]
that to obtain physically relevant results it is necessary to consider comoving quantities,
which have been introduced in Sec. 1.2.2 and will be marked by an index ’c’ in the
following, rather than by the physical ones. The crucial point here is that the transition
between these two can be done by simple rescaling while the fundamental equations of
motion may still be used in their generic form presented in Sec. 1.1.1. The corresponding
scaling laws are given by [194]

ε = εca
−4, ρ = ρca

−4, p = pca
−4, B = Bca

−2, v = vc,dt = dtca, L = Lca, k = kca
−1

(3.1)
for the radiation-dominated regime, while for the matter-dominated regime the so-called
super-comoving variables are used:

ε = εca
−3, ρ = ρca

−3, p = pca
−3,B = Bca

−2,v = vca
− 1

2 ,dt = dtca
3
2 , L = Lca, k = kca

−1

(3.2)
For both expressions ρ is the mass/energy density, p the pressure, B the magnetic
field, v the velocity field, t the time, L a length scale and k an inverse length scale (or
wavenumber) involved.

3.1.2 Conductivity

The conductivity of the IGM, i.e. the conductivity of the Universe on large scales
throughout its evolution, can be estimated in a rather general way as done by [115].
The average time τi between particle interactions for a particle species i is given by

τi ' min
[

1
niσi

, tH

]
, (3.3)

where ni is the number density of the particle in question, σi is the interaction cross
section and tH is the Hubble Time (since it is the maximal possible time scale). With
τi it is then possible to estimate the drift velocity

vi '
qi |E| τi
Ei

(3.3)
' qi |E|

Ei
min

[
1
niσi

, tH

]
(3.4)

for the particle energy Ei and charge qi, respectively, and an electric field E. Therefore,
following Ohm’s Law, (1.1), an approximate value for the conductivity is given by

σ =
|ji|
|E|

=
niqivi
|E|

' min
[
q2
i

Eiσi
,
niq

2
i tH
Ei

]
. (3.5)

During the beginning of the radiation-dominated regime most of the relativistic
particles are charged such that the interaction time τi is smaller than the age of the
Universe as the mean distance between the particles is rather small while the interaction
is mediated by a massless gauge boson, giving therefore

σi '
q4
i

T 2
, (3.6)
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while the particle energy is mainly given by Ei ' T . Plugging all this into (3.5) gives

σ ' T

q2
i

, (3.7)

i.e. a direct proportionality of the conductivity to the temperature T . Even after the
electron-positron annihilation, when the number density of charged particles, mainly
electrons and ions, is given by 10−10nγ , due to the fact that the interactions are mainly
given by Thomson Scattering, the conductivity still manages to remain very high. In a
more sophisticated analysis, taking into account the scatterings of leptons, antileptons
and quarks in more detail, the conductivity is found to be [201]

σ ' 1
α ln (1/α)

T , (3.8)

where α is the coupling constant. As one can see this result is close to the simple
estimate presented above and, the prefactor 1/ [α ln (1/α)] having values of the order
' 50...150 in the Early Universe, the conductivity still can be seen as very large if, as
done in [115], the value it has is compared to σ ' H.

In the matter-dominated regime, more specifically after Recombination [103], the
main scattering process is again Thomson Scattering of the electrons on background
photons, therefore (3.3) becomes equal to (2.84). Having the electron number density
being given by [53]

ne ' 3× 10−10 cm−3Ωpresh (1 + z)3 , (3.9)

where Ωpres is the present day density parameter and h the reduced Hubble Parameter,
one can plug this into (3.5), obtaining, since the energy of the non-relativistic electrons
is given by Ee ' me,

σ =
|j|
|E|

=
neeve
|E|

(2.84),(3.4)
' nee

2

menγσT
' 1011 Ωpresh s−1 . (3.10)

The two most remarkable features are, on the one hand, the fact that now the con-
ductivity is constant, in contrast to the radiation-dominated regime, and, on the other
hand, it is still remarkably large taking the same measure as before.

3.1.3 Turbulent and Viscous Phases of Magnetohydrodynamics in the
Early Universe

During the Evolution of the Early Universe there are two regimes which are relevant
from the point of view of MHD and which can be distinguished by the corresponding
Reynolds Number R (cf. (1.10)): On the one hand the turbulent phase for R � 1 and
on the other hand the viscous phase for R � 1. Another way to express this is to look
at (1.27), repeated here for convenience:

∂tv = − (v · ∇) v +
1

4πρ
(∇×B)×B + f . (3.11)

While for the case of turbulence the second term on the right hand side is balanced
by the first one, for viscosity this is the case between the second and the third term.
Therefore a simple estimate may be given for the relation describing the magnetic field
(or the Alfvén velocity) of the system. For the turbulent phase it is given by

v ' B

4πρ
(1.29)

= vA , (3.12)
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whereas for the viscous phase one gets

|f | ' B2

4πρL
(1.29)

=
vA

L
. (3.13)

In the following these two cases will be discussed based on [194] (the content of
which, in more detail, is presented in [202]) in order to motivate the basic framework
for Primordial Magnetic Fields.

3.1.3.1 The Turbulent Phases

A turbulent phase is characterized by a generic energy cascading mechanism as described
in Sec. 1.1.3. This is a further motivation for the existence of the integral scale LI

described above since, due to the resulting decay of modes with high wavenumbers,
there indeed should be one scale at which the spectral energy peaks. Furthermore, it is
even possible by some simple arguments to get an estimate on the time evolution of both
LI and MI, the two quantities which later can be related to the parameters describing
present day EGMF.

First, it should be noted that, since the typical velocity of the fluid is equal to the
Alfvén velocity, it follows that the magnetic and the kinetic energy densities should be
equal, i.e. equipartition between these two is expected. Going one step further, this
would mean that even when in the beginning equipartition is not true, i.e. the magnetic
energy is smaller, after a rather short time it will be the case.

Furthermore, it is important to remark that, as a turbulent phase is discussed here,
usually ensemble averaged quantities are the topic of discussion. Since on large scales
the Universe can be regarded as homogeneous and isotropic, the formalism of Sec. 1.1.3.2
is applicable, in particular the correlators (1.127) and (1.131), where in the presented
scenario kinetic helicity is set to be zero.

Now some effective quantities for a given scale k may be defined. For the effective
magnetic field Beff

k (or the corresponding Alfvén velocity veff
A,k) this can be done by taking

the average energy density, (1.60),

εB =
∫
ρMk dk =

∫
ρkMk d ln k ≡

∫ (
Beff
k

)2
8π

d ln k , (3.14)

where the form of the last term has been defined in accordance to the general form of
magnetic energy density (1.58). Therefore the effective magnetic field and the effective
Alfvén velocity are related to the magnetic spectral energy by

Mk =

(
Beff
k

)2
8πρk

(1.29)
=

(
veff

A,k

)2

2k
. (3.15)

In a similar way this can be done for the kinetic component, i.e. one uses the kinetic
energy density (1.60) to define the effective velocity veff

k as

εK =
∫
ρUk dk =

∫
ρkUk d ln k ≡

∫
ρ

2

(
veff
k

)2
d ln k (3.16)

and therefore

Uk =

(
veff
k

)2
2k

. (3.17)
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As for the general shape of Mk during the turbulent phase, one can say that both
for scales larger and smaller than the integral scale one expects a power law, i.e.

Mk ∝
(
k

kI

)α−1

∝
(
L

LI

)1−α
. (3.18)

For k > kI (or, equivalently, L < LI) it is the situation as described in Sec. 1.1.3.3,
therefore it is α = −2/3 (Kolmogorov) or α = −1/2 (Iroshnikov/Kraichnan).

However, for k < kI (or L > LI) no generic value for α could be given up to now,
especially since it seems to depend on the initial conditions [194]. One suggestion in order
to predict it was introduced by [203]: To find the magnetic field strength BL averaged
over some scale L > LB, it is necessary to realize that the total volume considered,
VL = L3, contains N = VL/VB = (L/LB)3 uncorrelated magnetic domains of size
VB = L3

B, each having a randomly directed average magnetic field with a strength of
Bdom. Therefore, the magnetic field strength, averaged over the total volume, is reduced
by a factor of N

1
2 which gives

BL =
Bdom

N
1
2

= Bdom

(
VB
VL

) 1
2

= Bdom

(
LB
L

) 3
2

, (3.19)

i.e. a BL ∝ L−
3
2 ∝ k

3
2 dependence. Since from (3.15) one can see that Mk ∝ B2/k ∝

B2L, it follows that it is α = 3, i.e. a white noise spectrum. The same value for α also
has been obtained in [113, 114, 199, 204]

Still, [205] claims that this is not true since the argumentation above does not take
causality into account properly. The authors argue that for the reasonable assump-
tion of a finite correlation length, the correlation function Cij of the type (1.114) for
magnetic fields (where for now vanishing helicity is assumed, i.e. γ(r) = 0) will have a
compact support which therefore, according to the Paley-Wiener-Theorem, implies that
its Fourier Transform is analytical, i.e. it can be locally given by a converging power
series. Since the said Fourier Transform is given by (1.123) (where again the helical term
is omitted for now), one can approximate P(k) by a power law, i.e. P ' P0k

n, such that
(1.123) dictates that

(
δij − kikj/k2

)
kn has to be analytic and therefore n ≥ 2. In order

to calculate the magnetic fields on a scale L, one can take the volume average, which
can be estimated by [204]〈

B2
L

〉
∝ k3

〈
B2
k

〉
k=2π/L

∝ k3P(k) ∝ kn+3 . (3.20)

Therefore the relation between n and α would be α = n + 3, such that n = 2, the
lowest possible value for n, which may be assumed if no further restrictions are present
[205], would correspond to α = 5, i.e. a violet noise spectrum which is also known
as Batchelor or von Kármán spectrum. The same value for α has also been found in
different analytical [206] and numerical [198] discussions.

Based on these findings now a general picture of the time evolution of the spectral
energy can be drawn. The key quantity here is the scale-dependent relaxation time τL,
being at the same time the eddy turn over time at scale L, which for (3.12) is given by

τL '
L

veff
k=2π/L

' L

veff
A,k=2π/L

(3.15)
=

L

(2kMk)
1
2

(3.18)
∝ L

(L−α)
1
2

∝ L
α+2

2 . (3.21)

For L ≥ LI, i.e. for positive α, this means that τL grows with the scale size L. Therefore,
after a relaxation time τL the energy on scale L and, due to its power law dependence
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described above, also on all smaller scales, has decayed, thus making it the new inte-
gral scale such that it gradually moves to larger scales (i.e. smaller values of k). This
phenomenon is also known as selective decay of modes in k-space [194].

Solving (3.21) for L therefore gives the time development of the integral scale LI

starting from L0, the initial value of the integral scale at time t0,

LI ' L0

(
t

t0

) 2
α+2

, kI ' k0

(
t

t0

)− 2
α+2

(3.22)

and, plugged into (3.18), for Mk it gives

MI 'M0

(
LI

L0

)1−α
'M0

(
kI

k0

)α−1

'M0

(
t

t0

)−2α−1
α+2

. (3.23)

By including magnetic helicity in this setting, the situation changes dramatically as
now the behavior of the spectral quantities is determined mainly by the requirement of
magnetic helicity conservation as described in Sec. 1.1.2.2: Assuming that at some point
the system reaches (and afterwards stays in) the state of maximal helicity, given by the
equality sign in (1.101), one can say that, again due to the fact that also most of the
spectral helicity density is concentrated at the integral scale, it is

const
(1.83)

=
hB
ρ

(1.71)
=

∫
Hk dk ' kIHI

(1.101)
' kI

(
8π
kI
MI

)
= 8πMI (3.24)

and therefore MI = const. This means that the decay of the energy now depends on
the behavior of kI with time which can be estimated, taking into account the selective
decay, i.e. assuming that the scale L of the decay time τL is the integral scale, by

dkI

dt
' kI

τL

(3.21)
' kI

LI/ (2kIMI)
1
2

(3.24)
∝ k

5
2
I , (3.25)

which gives kI ' t−
2
3 , having therefore

LI ' L0

(
t

t0

) 2
3

, kI ' k0

(
t

t0

)− 2
3

, HI
(1.71)
' H0

(
t

t0

) 2
3

. (3.26)

This is a remarkable result as now the time development is independent of the slope,
but rather obeys a power law with an universal index of ±2/3.

In order to make these general considerations describe an actual cosmological setting,
one has to take into account the Expansion of the Universe. In particular, one has to
compare τL, the typical time scale at L, with the Hubble time tH . Usually one assumes
that at the magnetogenesis epoch they are the same, i.e.

τL '
L

v(L)
' L

vA(L)
' H−1 = tH . (3.27)

For the matter- and the radiation-dominated regime, the Hubble Time, according to
(1.182), grows as tH ∝ a2 and tH ∝ a

3
2 , respectively. Therefore, relative to the Hubble

Time, the proper value of τL scales as

τL
tH

(3.1)
∝ a

a2
∝ a−1 (3.28)
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for the radiation-dominated and

τL
tH

(3.2)
∝ a

3
2

a
3
2

∝ a0 (3.29)

for the matter-dominated regime, respectively. This means that in comoving coordinates
for the former case a growth of the integral scale is allowed since τL grows slower than
the Universe expands, whereas for the latter these rates are equal such that only a
logarithmic growth may take place. This means that, for a turbulent medium, while
during the radiation-dominated era the integral scale and the energy content behave as
derived earlier in this section, during the matter-dominated era they remain constant.
Due to decoupling of the electrons after Recombination the medium may be assumed
to be turbulent [194], which means that in order to investigate the impact of Primordial
Magnetic Fields on today’s EGMF in general it is sufficient to follow their evolution
up to the point when (cold) matter becomes the dominating energy component of the
Universe which can be roughly taken to happen at Recombination.

3.1.3.2 The Viscous Phases

Viscous phases are characterized by a specific dissipation force which enters into the
Euler Equations (1.27) and is of the form [194]

f =

{
η∆v, Lmfp � L ,

−αv, Lmfp � L ,
(3.30)

where L is some typical scale of the MHD system and Lmfp is the mean free path of
the particle in question, which scatters with the fluid particles and therefore causes
viscosity in the first place. Following the argumentation above, namely that in a viscous
phase the balance between the second and the third terms on the right hand side of
(1.27) governs the behavior of that equation (which symbolically may be written as∣∣B2/(4πρL)

∣∣ ' ∣∣v2
A/L

∣∣ ' |v| for a given scale L), and, using (3.30) one obtains

v '

{
v2
AL
η , Lmfp � L ,
v2
A
αL , Lmfp � L .

(3.31)

The two kinds of particles in question to trigger a viscous phase in the Early Universe
as described above are neutrinos and photons. Therefore this occurs twice – shortly
before Neutrino Decoupling and shortly before Photon Decoupling (at T ' 106 eV and at
T ' 0.25 eV, respectively – cf. Sec. 1.2.3) while otherwise a turbulent environment may
be assumed. The reason that neutrinos dominate during the first viscous phase is given
by the fact that between the Electroweak Phase Transition and their decoupling they
have the longest mean free path of all particles and therefore give the major contribution
to the momentum and heat transport [49]. A similar argument also holds later on for
photons as well.

The two possible cases considered in (3.30) are, on the one hand, dissipation due to
diffusion of the particles, as can be seen directly from the form of f and from the fact
that the mean free path is smaller than the typical length scale, and, on the other hand,
due to the so-called free streaming background component for which only occasional
scatterings occur. Here η and α are the corresponding dissipation coefficients which are
given, apart from numerical factors, by [194]

ην ∝ Lν,mfp , αν ∝ L−1
ν,mfp (3.32)
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for neutrinos and
ηγ ∝ Lγ,mfp , αγ ∝

ργ
ρb
L−1
γ,mfp (3.33)

for photons, where ργ and ρb are the photon and baryon energy densities, respectively.
With these relations at hand and the expressions for the mean free paths for neu-

trinos, (1.183), and photons, (1.185), with Lν,mfp ∝ a5 and Lγ,mfp ∝ a3, one can now,
using (3.32) and (3.33), write down the behavior of the coefficients η and α, for both
the free streaming and the diffusive regimes, in an expanding Universe:

ην ∝ a5 , αν ∝ a−5 , ηγ ∝ a3 , αγ ∝ a−4 . (3.34)

This can be directly used to make conclusions about the eddy turnover time τL in a
similar way as it has been done for the turbulent case:

τL
tH
' L/v

tH

(3.31)
'

η/v2
A

tH
∝

{
a5/a0

a2 ∝ a3 , diffusive neutrino regime,
a3/a0

a2 ∝ a1 , diffusive photon regime
(3.35)

and

τL
tH
' L/v

tH

(3.31)
'

(
αL2

)
/v2

A

tH
∝


(a−5a2)/a−1

a2 ∝ a−4 , free streaming neutrino regime,
(a−4a2)/a−1

a
3
2

∝ a−
5
2 , free streaming photon regime,

(3.36)
where for the first three cases radiation domination and for the last case (free streaming
photon regime), as it takes place at rather late times, matter domination has been
assumed.

The expressions (3.35) and (3.36) give a rather important result: During the viscous
diffusive regime (both for neutrinos and photons) the dissipation time scale τL grows
faster than the Hubble time, therefore preventing further dissipation of energy on scales
bigger than the integral scale LI from the transition between a turbulent and a viscous
phase which implies that also the integral scale itself does not change. On the other
hand, during the free streaming regime, since α has a strong dependence on the scale
factor, both the growth of the integral scale and the corresponding dissipation of energy
takes place faster than in the turbulent regime.

After a thorough investigation of these phenomena, [194] came to the crucial con-
clusion that, considering the integral scale and the corresponding energy content before
Recombination, the viscous phases, each consisting of a diffusive and a free streaming
regime, has a very small net effect. That means that while evolution stops during the
former, it “catches up” during the successive latter regime, such that at the end of vis-
cosity the relevant quantities approximately obtain values very close to the ones they
would have gained if only the turbulent phase would have been active all the time. Other
authors, such as [200], assume that a viscous phase might change the result compared to
the case neglecting it, claiming at the same time that considering the “only turbulent”
scenario gives a reasonable upper limit for the integral scale and the energy content.

3.2 Master Equations for the Time Evolution of the En-
ergy Content of Magnetic Fields

In this section the Master Equations for the time evolution of the energy content of
Primordial Magnetic Fields will be derived. Here a similar procedure as the one which
already has been applied to solar winds [207, 208] and the galactic magnetic field [209]
is used, adapting it to the set requirements, also by extending former works [197, 210].
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3.2.1 Full Derivation of the Master Equations

In order to derive the time evolution of the magnetic spectral energy Mq, the kinetic
energy Uq and the spectral magnetic helicity Hq, one has to, as can be seen from the
defining equations (1.64), (1.65) and (1.73), respectively, find an expression for the
Fourier Transform of the time evolution equation for both B and v. This can be done
by applying (A.21) to (1.13) and (1.27), respectively. Using the general rules for Fourier
Transforms given in Sec. A.3 for the former this gives

∂tB̂(q) =
1

4πσ
(iq)2B̂(q) + iq× V

1
2

(2π)
3
2

∫
v̂(q− k)× B̂(k) d3k . (3.37)

Here for the last term on the right hand side the Convolution Theorem, (A.24), has
been used. Performing further simplifications one obtains

∂tB̂(q) = − 1
4πσ

q2B̂(q) +
iV

1
2

(2π)
3
2

q×
∫

v̂(q− k)× B̂(k) d3k

= − 1
4πσ

q2B̂(q) +
iV

1
2

(2π)
3
2

∫
q×

(
v̂(q− k)× B̂(k)

)
d3k

(A.1)
= −q

2B̂(q)
4πσ

+
iV

1
2

(2π)
3
2

∫ [(
q · B̂(k)

)
· v̂(q− k)− (q · v̂(q− k)) · B̂(k)

]
d3k .

(3.38)

For the differential equation of v, (1.27), the procedure is similar, giving, again using
the Convolution Theorem,

∂tv̂(q) = − iV
1
2

(2π)
3
2

∫
(v̂(q− k) · k) v̂(k) d3k

+
iV

1
2

(2π)
3
2

1
4πρ

∫ (
k× B̂(k)

)
× B̂(q− k) d3k

(A.1)
= − iV

1
2

(2π)
3
2

∫
(v̂(q− k) · k) v̂(k) d3k

+
iV

1
2

(2π)
3
2

1
4πρ

∫ [(
B̂(q− k) · k

)
B̂(k)−

(
B̂(q− k) · B̂(k)

)
k
]

d3k .

(3.39)

In order to solve these ordinary differential equations, the Runge-Kutta method
described in Sec. A.4 is used, more precisely the Midpoint Method, i.e. for the parameters
introduced in (A.35) it is s = 2, a21 = 1/2, b1 = 0, b2 = 1, c1 = 0 and c2 = 1/2.
Therefore, in order to approximate the corresponding value at a time t2 = t0 + ∆t
(where t0 is the initial time), one inserts an intermediate step at t1 = t0 + 1/2∆t.
Introducing the notation y(ti) ≡ (i)y for the quantities in (A.33) it is

(1)y = (0)y + 1
2∆tf

(
t0,

(0)y
)
, (3.40)

(2)y = (1)y + ∆tf
(
t1,

(1)y
)

(3.41)

and therefore (3.38) and (3.39) first become

(1)B̂q = (0)B̂q +
1
2

∆t

{
− q2 (0)B̂q

4πσ

+
iV

1
2

(2π)
3
2

∫ [ (
q · (0)B̂k

)
·(0) v̂q−k −

(
q ·(0) v̂q−k

)
· (0)B̂k

]
d3k

} (3.42)
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and

(1)v̂q = (0)v̂q +
1
2

∆t

{
− iV

1
2

(2π)
3
2

∫
(v̂q−k · k) v̂k d3k

+
iV

1
2

(2π)
3
2

1
4πρ

∫ [(
B̂q−k · k

)
B̂k −

(
B̂q−k · B̂k

)
k
]

d3k ,

(3.43)

and then

(2)B̂q = (0)B̂q + ∆t

{
− q2 (1)B̂q

4πσ

+
iV

1
2

(2π)
3
2

∫ [(
(1)B̂k · q

)
(1)v̂q−k −

(
(1)v̂q−k · q

)
(1)B̂k

]
d3k

} (3.44)

and

(2)v̂q = (0)v̂(q) + ∆t

{
iV

1
2

(2π)
3
2

∫ [
−
(

(1)v̂q−k · k
)

(1)v̂k

+
1

4πρ

(
(1)B̂q−k · k

)
(1)B̂k −

1
4πρ

(
(1)B̂q−k · (1)B̂k

)
k
]
d3k

}
,

(3.45)

respectively. Here the abbreviations B̂k ≡ B̂(k) and v̂k ≡ v̂(k) for some wavenumber k
have been introduced. The final step now is to insert both (3.42) and (3.43) into (3.44)
and (3.45), respectively, which gives two lengthy expressions presented in the Appendix
as (B.1) and (B.2). There and from here on the superscript (0) is dropped.

As has been stated before, the main aim is to find the time evolution of the main
spectral quantities, therefore it is necessary to calculate the respective time derivatives,
namely

∂tMq
(1.64)

= ∂t

(
q2

2ρ
|B̂q|2

)
=
q2

ρ

(
∂tB̂q

)
· B̂∗q =

q2

ρ

(
∂tB̂q,i

)
B̂∗q,i , (3.46)

∂tUq
(1.65)

= ∂t
(
2πq2|v̂q|2

)
= 4πq2 (∂tv̂q) · v̂∗q = 4πq2 (∂tv̂q,i) v̂∗q,i , (3.47)

∂tHq
(1.73)

= ∂t

[
4πi
ρ

(
q× B̂q

)
· B̂∗q

]
=

8πi
ρ

(
q× ∂tB̂q

)
· B̂∗q

=
8πi
ρ
εijlqj

(
∂tB̂q,l

)
B̂∗q,i ,

(3.48)

where, for all three equations, in the last step the index behind the wavenumber in the
subscript is indicating the corresponding Cartesian component of B and v, respectively,
and, in addition, the Einstein Sum Convention has been used.

As one can see, in order to calculate these time derivatives, one needs B̂k, ∂tB̂k, v̂k

and ∂tv̂k. Since it is B̂k(t) ' (2)B̂k and v̂k(t) ' (2)v̂k, one can directly use (B.1) and
(B.2). Looking at the structure of these equations, it is clear that plugging this into
(3.46)-(3.48) will give a large number of terms consisting of the various wavenumbers as
well as of products of up to four expressions of both B̂ and v̂ (with different arguments
and in different combinations) if one takes into account terms of up to the first order in
∆t in the final form.
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Since the interest lies in the statistical description of the time derivatives, the ensem-
ble average, as defined in Sec. 1.1.3.1, is applied. The values of the magnetic and kinetic
fields are assumed to obey a Gaussian distribution, such that Isserlis’ Theorem (1.142),
especially in the form (1.143), may be applied to simplify the expressions. Furthermore,
it is assumed that B̂ and v̂ are uncorrelated, i.e.

〈
B̂ · v̂

〉
= 0 for any combination of

arguments. Finally, in order to have a differential equation for the time evolution of the
spectral quantities, one has to use the correlation functions (1.127) and (1.131). Since
the procedure described in this paragraph is a rather long calculation, it is presented in
Appendix B, Section B.2, while here and in the following the resulting simplified time
evolution equations are shown and analyzed.

From here on, as has been motivated in Sec. 3.1.2, the conductivity is assumed to be
very large, such that in the limit σ → ∞ the Master Equations for the time evolution
of magnetic fields are given by

〈∂tMq〉 =
∫ ∞

0

(
∆t
{
− 2

3
q2 〈Mq〉 〈Uk〉 −

4
3
q2 〈Mq〉 〈Mk〉+

1
3
q2k2

(4π)2
〈Hq〉 〈Hk〉

+
∫ π

0

[
1
2
q4

k4
1

(
q2 + k2 − qk cos θ

)
sin3 θ 〈Mk〉 〈Uk1〉

]
dθ
})

dk ,

(3.49)

〈∂tUq〉 =
∫ ∞

0

(
∆t
{
− 2

3
q2 〈Mk〉 〈Uq〉 −

2
3
q2 〈Uq〉 〈Uk〉+

∫ π

0

[
1
4
q3k

k4
1

(
qk sin2 θ

+ 2k2
1 cos θ

)
sin θ 〈Mk〉 〈Mk1〉+

1
4
q4k

k4
1

(3k − q cos θ) sin3 θ 〈Uk〉 〈Uk1〉

+
1

(16π)2

q3k2

k2
1

(
−2q − q sin2 θ + 2k cos θ

)
sin θ 〈Hk〉 〈Hk1〉

]
dθ
})

dk

(3.50)

and

〈∂tHq〉 =
∫ ∞

0

(
∆t
{

4
3
k2〈Mq〉〈Hk〉 −

4
3
q2〈Mk〉〈Hq〉

− 2
3
q2〈Uk〉〈Hq〉+

∫ π

0

[
1
2
q4k2

k4
1

sin3 θ 〈Uk1〉 〈Hk〉
]
dθ
})

dk ,

(3.51)

as can be seen from (B.41)-(B.41) for (k, θ)-coordinates, where θ is the angle between q
and k, i.e. q · k = qk cos θ, and k1 ≡ |q− k|, while k1 ≡ |k1| is its magnitude.

These equations can be reformulated in terms of the (k, k1)-coordinates. From
(B.38)-(B.40) one can see that this gives

〈∂tMq〉 =
∫ ∞

0

(
∆t
{
− 2

3
q2 〈Mq〉 〈Uk〉 −

4
3
q2 〈Mq〉 〈Mk〉+

1
3

1
(4π)2

q2k2 〈Hq〉 〈Hk〉

+
∫ q+k

|q−k|

[(
− q7

16k3k3
1

+
q5

16k3k1
+

q5

16kk3
1

+
q3k

16k3
1

+
3q3

8kk1
+
q3k1

16k3
− qk3

16k3
1

+
qk

16k1

+
qk1

16k
− qk3

1

16k3

)
〈Mk〉 〈Uk1〉

]
dk1

})
dk

(3.52)
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and

〈∂tUq〉 =
∫ ∞

0

(
∆t
{
− 2

3
q2 〈Mk〉 〈Uq〉 −

2
3
q2 〈Uq〉 〈Uk〉+

∫ q+k

|q−k|

[(
− q5

16kk3
1

+
q3k

8k3
1

+
3q3

8kk1
− qk3

16k3
1

+
3qk
8k1
− 5qk1

16k

)
〈Mk〉 〈Mk1〉+

(
q7

32k3k3
1

− 7q5

32kk3
1

− 3q5

32k3k1
+

11q3k

32k3
1

+
5q3

16kk1
+

3q3k1

32k3
− 5qk3

32k3
1

+
9qk
32k1

− 3qk1

32k
− qk3

1

32k3

)
〈Uk〉 〈Uk1〉

+
1

(8π)2

(
q5

16kk1
− 3q3k

8k1
− q3k1

8k
+

5qk3

16k1
− 3qkk1

8
+
qk3

1

16k

)
〈Hk〉 〈Hk1〉

]
dk1

})
dk

(3.53)

as well as

〈∂tHq〉 =
∫ ∞

0

(
∆t
{

4
3
k2 〈Mq〉 〈Hk〉 −

4
3
q2 〈Mk〉 〈Hq〉 −

2
3
q2 〈Uk〉 〈Hq〉

+
∫ q+k

|q−k|

[(
− q5

8kk3
1

+
q3k

4k3
1

+
q3

4kk1
− qk3

8k3
1

+
qk

4k1
− qk1

8k

)
〈Uk1〉 〈Hk〉

]
dk1

})
dk .

(3.54)

3.2.2 Checks for Consistency

As several assumptions have been made during the derivation of the Master Equations
presented in the previous section, it is important to make sure that they fulfill the basic
requirements from the physics point of view, such that a reasonable interpretation of
the results is possible.

Before examining the conservation of both energy and magnetic helicity, it is impor-
tant whether the Master Equations, representing the MHD description, give the purely
hydrodynamic equations if no magnetic energy (and no magnetic helicity) is injected for
the initial conditions, i.e. Mq = 0 ∀ q and Hq = 0 ∀ q. This can be tested directly with
(3.49) and (3.50). Since in both every term contains at least one product with M or H,
the total is zero, such that if the initial magnetic energy vanishes, it will remain zero,
the same also being true for magnetic helicity. (3.50), on the other hand, reduces to

〈∂tUq〉 =
∫ (

∆t
{
− 2

3
q2 〈Uq〉 〈Uk〉+

∫ π

0

[
q4k

4k4
1

(3k − q cos θ) sin3 θ 〈Uk〉 〈Uk1〉
]
dθ
})

dk

(3.55)

which therefore may be seen as the time evolution of the spectral kinetic energy in the
hydrodynamic regime.

3.2.2.1 Energy Conservation

As has been pointed out in Sec. 1.1.1.6, more specifically in (1.54), if the ideal turbulent
regime is considered, i.e. neglecting any dissipative outer forces and setting σ →∞, the
total energy of the system has to be conserved. This means, according to (1.60) and
(1.61),

〈∂t (εK + εB)〉 = ρ

∫ ∞
0

(〈∂tMq〉+ 〈∂tUq〉) dq = 0 . (3.56)
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In order to evaluate this expression it can be shown, in a similar way as for (B.36), that
an even more general rule for the exchange of integration limits apply, namely, for some
function f(q, k, k1),∫ ∞

0

∫ ∞
0

∫ q+k

|q−k|
f(q, k, k1) dk1dkdq =

∫ ∞
0

∫ ∞
0

∫ q+k1

|q−k1|
f(q, k, k1) dkdqdk1

=
∫ ∞

0

∫ ∞
0

∫ k+k1

|k−k1|
f(q, k, k1) dqdk1dk .

(3.57)

Therefore, using the representations (3.52) and (3.53), transforming the integrals as
given by (3.57) and then calculating, if applicable, the respective innermost of the three
integrals, (3.56) may be rewritten as

ρ

∫ ∞
0

(〈∂tMq〉+ 〈∂tUq〉) dq = ρ∆t
{∫ ∞

0

∫ ∞
0

(
− 2

3
q2 〈Mq〉 〈Uk〉

− 4
3
q2 〈Mq〉 〈Mk〉+

1
3

1
(4π)2

q2k2 〈Hq〉 〈Hk〉
)

dkdq

+
∫ ∞

0

∫ ∞
0

[
2
3
(
k2 + k2

1

)
〈Mk〉 〈Uk1〉

]
dkdk1 +

∫ ∞
0

∫ ∞
0

(
− 2

3
q2 〈Mk〉 〈Uq〉

− 2
3
q2 〈Uq〉 〈Uk〉

)
dkdq +

∫ ∞
0

∫ ∞
0

(
4
3
k2 〈Mk〉 〈Mk1〉+

2
3
k2 〈Uk〉 〈Uk1〉

− 1
3

1
(4π)2

k2k2
1 〈Hk〉 〈Hk1〉

)
dkdk1

}
.

(3.58)

By renaming the dummy integration variable from k1 to q in the fourth, seventh, eighth
and the ninth terms, one can directly see that the following terms (denoted by roman
numbers I-IX in the order they appear in (3.58)) cancel each other: II and VII, III and
IX, VI and VIII as well as IV which cancels I and V taken together. Therefore the total
of (3.58) is zero such that the energy is indeed conserved.

3.2.2.2 Conservation of Magnetic Helicity

Similar to the total energy also the total magnetic helicity is conserved in the limit of
σ →∞ as has been shown in Sec. 1.1.2.2. Again, to make sure that the Master Equations
are consistent they also have to fulfill this requirement which can be expressed as

〈∂thB〉
(1.71)

= ρ

∫
〈∂tHq〉 dq = 0 . (3.59)

This may be calculated using (3.57) for the last term, such that one obtains

〈∂tHq〉 = ∆t
[ ∫ ∞

0

∫ ∞
0

(
4
3
k2 〈Mq〉 〈Hk〉 −

4
3
q2 〈Mk〉 〈Hq〉 −

2
3
q2 〈Uk〉 〈Hq〉

)
dkdq

+
∫ ∞

0

∫ ∞
0

2
3
k2 〈Uk1〉 〈Hk〉 dkdk1

]
.

(3.60)

Here again, due to the symmetry of the integrations, one can see that the first with
the second as well as the third with the fourth term give zero, respectively, therefore
fulfilling (3.59) and confirming that magnetic helicity is conserved.
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3.2.3 The Master Equations in an Expanding Universe

In order to apply the Master Equations to the time evolution of magnetic fields from
the Early Universe to now, Expansion of the Universe has to be taken into account. In
the following, as motivated above, this will be done for the radiation-dominated regime
for which the essential transformation rules from physical to comoving coordinates are
given by (3.1). These rules can be used to obtain the transformation of Mq, Uq and Hq.
In order to do so, first, from (A.19) and (A.21), one can see that the normalized Fourier
Transform f̂ of a function f(r) can be related to the comoving length scales by

f̂ =
1

(2π)
n
2

1

V
1
2

∫
f e−ik·r d3r = a

3
2

1
(2π)

n
2

1

V
1
2

c

∫
f e−ikc·rc d3rc , (3.61)

where the index ’c’ again denotes comoving quantities. Plugging this into the relations
B = Bca

−2 and v = vc from (3.1) therefore gives

B̂ = B̂ca
− 1

2 , v̂ = v̂ca
3
2 (3.62)

and therefore, from (1.64), (1.65) and (1.73),

Mq = M c
qa , Uq = U c

qa , Hq = Hc
qa

2 , (3.63)

such that the comoving energy densities εcB and εcK are constant during the Expansion
of the Universe if dynamical evolution is excluded.

With this one can finally show that the Master Equations are invariant under the
transformation from physical to comoving coordinates, i.e. if the symbolic replacements

∂t → ∂tca
−1 , ∆t→ ∆tca , k → kca

−1 , dk → dkca
−1 ,

Mk →M c
ka , Uk → U c

ka , Hk → Hc
ka

2 ,
(3.64)

where k is representing any wavenumber in question, are made, the Master Equations
exactly keep their form, now, however, being expressed in comoving coordinates.

In addition, since the time evolution described in the following is taking place over
many orders of magnitude in time, it is beneficial to express it in terms of the scale
factor a rather than in terms of the time t. Therefore the time derivative ∂tc may be
rewritten as

∂tc =
∂ ln a
∂tc

∂

∂ ln a
=

1
a

∂a

∂tc

∂

∂ ln a
(3.64)

=
∂a

∂t

∂

∂ ln a
(1.162)

= Ha
∂

∂ ln a
(1.182)

=
H0

a

∂

∂ ln a
, (3.65)

where H0 is is the Hubble Parameter at the time of the magnetogenesis scenario con-
sidered. Furthermore, from here on, every quantity with an index ’0’ is meant to be its
corresponding value at magnetogenesis as well, in particular it is a0 ≡ a(t = t0) = 1,
i.e. the scale factor is taken to be 1 at this initial epoch.

With this the Master Equations, from here on dropping the index ’c’, i.e. all quan-
tities are meant to be comoving unless noted otherwise, can be rewritten as〈

∂Mq

∂ ln a

〉
=

a

H0

∫ (
...

)
dk , (3.66)

〈
∂Uq
∂ ln a

〉
=

a

H0

∫ (
...

)
dk , (3.67)
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〈
∂Hq
∂ ln a

〉
=

a

H0

∫ (
...

)
dk , (3.68)

where the parenthesis (...) in (3.66)-(3.68) correspond to the parenthesis in (3.49)-(3.51)
or (3.52)-(3.52).

The only quantity still to be identified is the time step ∆t. The generic choice would
be to set it to a constant value, however here, following methods known from molecular
chaos, it is chosen to correspond to the eddy turnover time present since for a turbulent
scenario it is the same as the correlation time. The two characteristic velocities of the
setting are the effective fluid and Alfvén velocities which are given by (3.17) and (3.15),
respectively. The value of ∆t used in this work is

∆t ' min
[
tH ,

L

veff
L

,
L

veff
A (L)

]
' min

[
a

H0
,

2π

k (2k 〈Uk〉)
1
2

,
2π

k (3/2k 〈Mk〉)
1
2

]
, (3.69)

where requirement of causality sets the constraint that ∆t cannot be larger than tH .
This choice is rather general as it takes into account directly the fact that the eddy
turnover time is different on different scales.

However, it is important to test to which extent the results presented below de-
pend on the choice of ∆t. This has been done by executing additional simulations.
First, a rather basic possibility would be to set ∆t = a/H0, i.e. to make the rather
rough assumption for the correlation time to have the maximally attainable value due
to causality. This is still a reasonable assumption as it corresponds to the initial condi-
tions given by (3.27) and also the results obtained by simulations with this different ∆t
are in agreement with the ones for (3.69).

Another reasonable possibility would be to find a time scale which would characterize
the spectrum and therefore has the greatest impact on the time evolution. Since (as
motivated in Sec. 3.1.3.1) it is Mq � MI and Uq � UI for both q � kI and q � kI, for
these values of q it turns out that L/veff

L and L/veff
A (L) will be much bigger than tH and

thus it has to be reduced to a/H0 due to causality. Therefore the generic choice would
be to use ∆t ' min{a/H0, 2π/[kI (2kI 〈UI〉)

1
2 ], 2π/[kI (3/2k 〈MI〉)

1
2 ]} which also does not

alter the results too much. In fact, as has been shown in Sec. 3.1.3.1, both for the helical
and the non-helical case one has

2π

kI (2kI 〈UI〉)
1
2

∝ 2π

kI (3/2kI 〈MI〉)
1
2


(3.22),(3.23)
∝ 1

t
− 2
α+2

„
t
− 2
α+2 t

−2α−1
α+2

« 1
2
∝ t ,non-helical,

(3.26),(3.24)
∝ 1

t−
2
3

“
t−

2
3 t0

” 1
2
∝ t ,helical,

(3.70)
which means, as for the comoving time scales t it is t ∝ a in the radiation-dominated
regime, that this selection of ∆t gives the same dependence on the scale factor, once
again confirming the robustness of the results. Therefore, (3.69) indeed may be used in
the following.

3.3 Time Evolution of of Primordial Magnetic Fields in
the Early Universe

Using the tools developed in the last sections, it is now finally possible to describe the
behavior of the spectral densities for the magnetic field energy and helicity as well as
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Figure 3.1: Time evolution of magnetic (red) and kinetic (blue) spectral energies according to (3.66)
and (3.67), respectively. Dashed lines denote the initial conditions (i.e. at a = 1) while the solid lines
represent the situation for a = 108, i.e. magnetogenesis at the QCDPT is assumed. Left panel : Starting
at some time where both spectral energies were concentrated on the same scale (which, in [109], has been
shown to be a reasonable assumption) they evolve close to equipartition, building up a Mq ∼ q4 slope
ab initio. Right panel : Starting at some time when the turbulence has already built up a Mq ∼ q4 slope,
after some time the magnetic spectral energy reaches equipartition with the same slope fairly well. It
should be noted that for both cases the actual value for kI from the simulation is in good agreement with
the one predicted by (3.72), denoted by the vertical lines labeled “initial kI” and “final kI”, respectively.

for the kinetic energy. To do so, in the following it is assumed that magnetogenesis
took place during a phase transition as described in Sec. 2.1.2. Since the general pro-
cedures and conclusions for both the Electroweak and the QCD Phase Transitions are
rather similar, the latter will be discussed in more detail, commenting, however, on the
differences to the former as well.

The results presented in the following have been obtained by numerically solving
the Master Equations in the form (3.52)-(3.54) together with the transformations from
Sec. 3.2.3 with the semi-implicit Midpoint Rule [211].

3.3.1 Non-Helical Primordial Magnetic Fields

First, the case without helicity, i.e. Hq = 0∀ q, is discussed, based on [8]. Considering
the arguments in Sec. 3.1, one has to keep in mind that in general both the magnetic and
the kinetic spectral energy density follow a power law with respect to the wavenumber
(i.e. inverse scale) q, namely

〈Eq〉 ' E0

(
q

k0

)α−1

, (3.71)

with α > 1 for q < kI and α < 1 for q > kI, where kI is the integral scale, i.e. the scale
which most of the energy is concentrated on. E here and later on stands for either M
or U , while E0 (i.e. M0 or U0) is the normalization factor given by the corresponding
initial value at k0, where k0 is the initial value of kI at magnetogenesis.

The goal now is to find the behavior of the magnetic (and kinetic) spectral energy
densities for small q < k0 as this would correspond to large scales and therefore EGMF.
It has been shown with general considerations in Sec. 3.1 that the integral scale follows

kI ' k0a
− 2
α+2 , (3.72)
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where k0 is determined by [197]

k0 '
2πH0

v0
=
(

2π2H2
0

U0

) 1
3

(3.73)

and the time dependence of EI (the value of E at kI, i.e. EI ≡ EkI
) is given by

EI ' E0a
−2α−1

α+2 (3.74)

for the value of the corresponding spectral energy at kI. Here, for initial equipartition
with v0 ' 1, it has been assumed that E0 = M0 = U0 = (2k0)−1.

Now, using the Master Equations, it is possible for the first time to verify these
predictions by a full semi-analytical calculation and, furthermore, to derive a definite
value for α. As can be seen from Fig. 3.1, both spectral energy densities and the integral
scale follow the relation predicted by (3.74) and (3.72), respectively, very well.

Furthermore, the figure shows that for small q it is α = 5. This can also be derived
analytically from (3.52) and (3.53): For large scales, i.e. q � kI ' k, one can assume
〈Uq〉 � 〈Uk〉 and 〈Mq〉 � 〈Mk〉 and therefore neglect the terms containing 〈Mq〉 and 〈Uq〉
in (3.52) and (3.53), leaving the 〈Mk〉 〈Uk1〉 term in the former and both the 〈Mk〉 〈Mk1〉
and 〈Uk〉 〈Uk1〉 terms in the latter one.

From (3.71) it is known that 〈Mk〉 ∼ kα1−1 and 〈Uk〉 ∼ kα2−1, where in general
one has to consider the possibility that α1 6= α2, i.e. that the small scale slope for the
magnetic and the kinetic spectral energies might be different. Using this it is possible to
calculate the remaining k1-integrals of (3.52) and (3.53) which, after a Taylor Expansion,
give 〈

∂Mq

∂ ln a

〉
' q4 a

H0

∫
∆t
k2

[
2
3
〈Mk〉 〈Uk〉+O

(( q
k

)2
)]

dk (3.75)

and〈
∂Uq
∂ ln a

〉
' q4 a

H0

∫
dk

∆t
k2

[
〈Uk〉 〈Uk〉 −

α2 − 4
3
〈Mk〉 〈Mk〉+O

(( q
k

)2
)]

, (3.76)

where one can see that for both q4 is the leading order term in q. Therefore for q � kI

both the magnetic and the kinetic spectral energies have a steep spectrum which is
proportional to q4 or L−4, i.e. α = α1 = α2 = 5 (where L is the considered scale) which,
following (3.15), corresponds to a scaling of the form B ∼ L−

5
2 and v ∼ L−

5
2 for the

scale dependence of the magnetic and the turbulence fields on large scales, respectively.
This would be in good agreement with the results in [198, 205, 206] as mentioned before.
For the turbulent field this is a crucial statement, confirmed by simulation: Independent
of the initial conditions, even starting off with the total energy being concentrated on
only one scale, a q4 slope for the spectral energies forms, α = 5 being an universal power
law exponent for MHD turbulence. This is demonstrated in Fig. 3.1.

However, even more information of similar importance may be extracted from the
large scale version of the Master Equations, (3.75) and (3.76). Since it has been found
that α = α1 = α2 = 5, (3.76) may be rewritten as

〈
∂Uq
∂ ln a

〉
' q4 a

H0

∫
dk

∆t
k2

[
〈Uk〉 〈Uk〉 −

1
3
〈Mk〉 〈Mk〉+O

(( q
k

)2
)]

(3.77)
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which, with the above assumption of initial equipartition, i.e. Mk ' Uk ' Ek, has
exactly the same form as (3.75), such that (3.75) and (3.76) can be approximated by
one equation, namely 〈

∂Eq
∂ ln a

〉
' q4 a

H0

∫
dk
(

2∆t
3k2
〈Ek〉 〈Ek〉

)
. (3.78)

This, therefore, gives the crucial result that, assuming initial equipartition between the
turbulent kinetic and magnetic energies (which, as has been shown in Sec. 3.1.3.1, is
reasonable), this equipartition is also kept up in later times. This has been also confirmed
by simulation as again may be seen in Fig. 3.1.

If, however, the initial conditions are not given by equipartition at large scales,
but rather by a setting where the kinetic spectral energy has already built up a slope
while the magnetic spectral energy did not, as shown in the right panel of Fig. 3.1, the
question arises whether the latter can catch up with the former fast enough such that
the argumentation is still valid. The limiting case to be discussed is given, on the one
hand, by setting ∆t ' a/H0 at a & 1 for ∆t as causality condition, and, on the other
hand, by a narrowly peaked shape for both Mk and Uk around k0, for example

〈Mk〉 = 〈Uk〉 ≡ 〈Ek〉 =


E0

(
k
k0

)γ−1
, k ≤ k0 ,

E0

(
k
k0

)−(γ−1)
, k > k0 ,

(3.79)

where the exponent γ > 5 is a measure for the width of the peak. Thus, (3.75) can be
rewritten as〈

∂Mq

∂ ln a

〉
=
〈
∂Mq

∂a

〉
∂a

∂ ln a
= a

〈
∂Mq

∂a

〉
(3.78)
' 2

3
q4a2

H2
0

∫
dk
k2
〈Ek〉2

(3.79)
' 2

3
a2

H2
0

q4E2
0

(γ − 1)k0
.

(3.80)
Integrating this equation up to the q4 slope for

〈
∂Mq

∂ ln a

〉
, i.e. Mq ' E0 (q/k0)4, and up to

the corresponding scale factor aLS over a, i.e.∫ E0

“
q
k0

”4

0
d 〈Mq〉 '

2
3

1
H2

0

q4E2
0

(γ − 1)k0

∫ aLS

1
ada , (3.81)

it can be solved for aLS, giving

aLS .

[
3
H2

0

k3
0E0

(γ − 1) + 1
] 1

2

'
[

3
2π2

(γ − 1) + 1
] 1

2

, (3.82)

where the values introduced above, namely E0 = (2k0)−1 and H0 = k0/(2π), have been
used. For a relative full width at half maximum of ∆ 1

2
/k0 = 1/100 one has γ ' 15, such

that aLS . 5. This means that a Batchelor slope is indeed built up rather fast which,
once again, confirms that the assumption of equipartition for non-helical fields is indeed
well-motivated.

Finally, in order to relate the considerations of this section to actual observations,
in particular to the constraints of Sec. 2.2.1, one has to calculate the correlation length
and the magnetic field strength at present day resulting from the time evolution of
Primordial Magnetic Fields. For the former this can be done by identifying it with
the integral scale LI, while for the latter the effective magnetic field strength, given by
(3.15), i.e.

Mq =
B2(L)
8πqρ

, (3.83)
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is used. With (3.72)-(3.74) this results in [8]

B(L) = (8πqρMq)
1
2 = B0 (2qMq)

1
2 ' B0 (H0L)−

α
2 . (3.84)

In order to derive an upper limit on B, the initial magnetic field strength, B0 = (4πρ)
1
2 ,

as mentioned above, is set to have the same energy density as the CMB, i.e. ρ =
T 4/(120π) ' 2.6 × 105 eV/m3 and therefore B0 ' 3 × 10−6 G. With (3.72) and (3.74)
one therefore gets

BI ≡ B(LI) = B0 (2kIMI)
1
2 = B0a

− α
α+2 . (3.85)

For the scenario discussed here, namely magnetogenesis at QCDPT, it is a ' 108, such
that for the former it is LI ' 200 pc and hence B(200pc) . 5 × 10−12 G. Unless the
magnetic field possesses a significant helical component (s. below), (3.85) can be regarded
as the generic upper limit for magnetic fields of cosmological origin.

3.3.2 Helical Primordial Magnetic Fields

As has been discussed in Sec. 1.1.2, magnetic helicity is an important quantity in mag-
netohydrodynamics and therefore it is important to include it into the discussion of
Primordial Magnetic Fields. However, the origin of helicity is still not known. Since
H is odd in the P and CP symmetries, its generation has to involve a process which
violates both of them. Therefore, the epochs in the Early Universe considered to be the
most interesting ones in this context are Lepto- and Baryogenesis [212–215]. Although
differing in the details, the common idea of these publications is that at some early
stage non-Abelian fields obtain a non-vanishing Chern-Simons Number, the non-Abelian
equivalent of helicity, which changes due to creation and dissipation of non-perturbative
field configurations like, for example, sphalerons. After symmetry breaking it is then
possible for the Chern-Simons Number, at least partially, to be converted to actual
magnetic helicity.

It has been first found out by [216, 217] that magnetic helicity plays a major role
in the evolution of magnetic fields, especially due to the so-called Inverse Cascade,
i.e. the transport of energy from small to large scales in a turbulent setting due to non-
linear terms which cause interactions between different length scales. Since it might be
important for generation of EGMF on large scales today, the investigation of the effect of
helicity onto Primordial Magnetic Fields has been an important approach in the recent
years (see, for example, [190–192, 194, 200, 212]). In the following it will be shown that
using the Master Equations an Inverse Cascade may be seen as well, thus confirming
previous results, from which additional conclusions about present day EGMF can be
drawn.

Therefore, after considering the case where no magnetic helicity is present, now,
based on the findings from [9], a non-vanishing helical component is included into the
calculation, limited by the condition (1.101), i.e. |Hk| ≤ 8πMk/k and, in particular, for
the integral scale, |HI| ≤ 8πMI/kI. In order to determine the actual value of the spectral
helicity density, the factor f is introduced, defined through the relation

HI = f
8π
kI
MI , (3.86)

which is especially useful to define the initial condition in the form

H0 = f0
8π
k0
M0 , (3.87)
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Figure 3.2: Time evolution of magnetic (red) and kinetic (blue) spectral energies as well as of the
spectral magnetic helicity (green). Dotted lines denote the initial conditions (i.e. at a = 1) while for
later times, namely a = 106, the dashed lines represent the situation for non-helical and the solid lines
for the maximal helical case.

where again k0 ≡ kI(a = a0) is the integral scale at magnetogenesis (hence the index
’0’) and M0 ≡ MI(a = a0) as well as H0 ≡ HI(a = a0) are the corresponding values of
MI and HI, respectively. Therefore f0 = 0 would represent the non-helical case while
f0 = 1 is the maximum helical one.

As can be seen qualitatively from Fig. 3.2, the time evolution for the integral scale as
well as for the spectral energy densities changes dramatically once helicity is included.
While the slope for small q still corresponds to an exponent α = 5, the integral scale as
well as MI, UI (and HI) have a rather different behavior.

This is demonstrated in Fig. 3.3: Here one can see that helicity only has an influence
on the magnetic and kinetic spectral energies if at the integral scale it has a value
which is close to the maximal spectral helicity value HI,max given by (3.86). If, however,
spectral helicity is small, MI and kI evolve as it has been calculated in the previous
section, namely kI ∝ a−

2
α+2 and MI ∝ a−2α−1

α+2 . Due to helicity conservation, as can be
seen from (3.24), it is HI ∝ k−1

I ∝ a
2

α+2 , such that the generic ratio between spectral
helicity and spectral energy changes over time, in particular it is

HI

8πMI/kI
∝ a

2
α+2

a−2α−1
α+2 /a−

2
α+2

∝ a2α−1
α+2 ∝ a

8
7 , (3.88)

which means that it increases until the integral value of spectral helicity has reached its
maximal value. Therefore, two different regimes of time evolution for helical magnetic
fields can be distinguished – on the one hand prior the maximal helicity configuration
and on the other hand once this configuration has been reached.

For the former regime, labeled as ’1’ in the following, basically the arguments from
the previous section considering the non-helical case are valid such that for some initial
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Figure 3.3: Time evolution of the integral scale (upper left) and the values at the integral scale of the
magnetic spectral energy (upper right), the kinetic spectral energy (lower left), and the total normalized
magnetic helicity density hB/ρ =

R
Hkdk (lower right) for different values of the initial spectral helicity

in fractions of its maximal value H0,max ≡ 8πM0/k0. Here it is assumed that magnetogenesis took place
at the QCD Phase Transition.

conditions at a = a0 ≡ 1,

kIMI = k0M0 , kIUI = k0U0 ,
k2

IHI

8π
=
k2

0H0

8π
= f0k0M0 , (3.89)

the time evolution may be described by

kI = k0a
−κ1 , kIMI = k0M0a

−µ1 , H = f0M0a
χ1 , (3.90)

where κ1 = 2/(α + 2) = 2/7, µ1 = 2α/(α + 2) = 10/7 and χ1 = 2/(α + 1) = 2/7 if one
uses α = 5 as derived above. This, in fact is well confirmed by simulations using the
Master Equations since, for the QCD magnetogenesis scenario, one obtains κ1 ' 0.30,
µ1 ' 1.4 and χ1 ' 0.30 as can be seen in Fig. 3.3.

The regime denoted by the index ’2’, which commences once the system has reached
maximal helicity, can be seen as the limiting case of regime 1 for which the condition
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Figure 3.4: Time evolution of the values of the magnetic and kinetic spectral energies and the helical
spectral density at the integral scale, i.e. MI (red), UI (blue) and HI (green), respectively. For conve-
nience these quantities have been multiplied by kI (for MI and UI) and by k2

I /(8π) (for HI). The panels
show the situation for different initial values of the helicity H0: maximal helicity, i.e. H0 = H0,max

(upper left), H0 = 10−2H0,max (upper right), H0 = 10−4H0,max (lower left) and no helicity, i.e. H0 = 0
(lower right). Note that for the case of maximal helicity k2

IHI/(8π) has approximately the same value
as kIMI and is therefore not visible in the plot. Here it is assumed that magnetogenesis took place at
the QCD Phase Transition.

(3.86) is fulfilled such that no processing as in (3.88) can take place anymore. The time
evolution of the relevant quantities is now given by

kI = k0a
−κ2 , kIMI = k0M0a

−µ2 , H = f0M0a
χ2 , (3.91)

where, as helicity conservation is now the crucial condition, from the considerations in
Sec. 3.1.3.1 and the transformation rules (3.1) it follows that κ2 = 2/3, µ2 = 2/3 and
χ2 = 2/3, to be compared to the values found numerically, κ2 ' 0.66, µ2 ' 0.67 and
χ2 ' 0.66 which again show excellent agreement.

The remaining question is how small the initial helicity can be in order to still play a
relevant role for the time evolution of Primordial Magnetic Fields. This can be estimated
by calculating the time at which the transition from regime 1 to regime 2 takes place
and then check whether this happens before Recombination. If this is the case, helicity,
at least for a small time window, might govern the time evolution. This check can be
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Figure 3.5: Present day magnetic field strength having survived dissipation during the evolution in the
Early Universe, according to (3.98) as a function of initial Alfvén velocity vA,0 and helicityH0 = f0H0,max

for magnetogenesis occurring during the QCD Phase Transition (left panel) and the Electroweak Phase
Transition (right panel), respectively, the numbers inside the figure giving the magnetic field strength
in Gauss. Here all initial conditions above the dotted line lead to a maximally helical present day
field. Note that εB ' ρv2

A/2. It is stressed that the magnetic field has to fulfill vA/L ' H at the
magnetogenesis epoch. For different initial conditions, the modified vA,0 and f0 to be used in the figure
may be deduced from (3.99).

done by solving the equation kIMI = k2
IHI/(8π), i.e., with (3.89), (3.90) and (3.91),

k0M0a
−µ1 = f0k0M0a

−χ1 , (3.92)

for a = atr, the scale factor corresponding to the transition, which gives

atr = f
− 1
µ1−χ1

0 = f
− 1

2
α+2
α−1

0 = f
− 7

8
0 . (3.93)

Setting atr = aRec therefore gives the minimal value f0,min such that helicity plays a role
in the overall time evolution,

f0,min ' aχ1−µ1

Rec = a
−2α−1

α+2

Rec = a
− 8

7
Rec , (3.94)

which is f0,min ' 7 × 10−10 for aRec ' 108, i.e. the QCDPT scenario, and f0,min '
2 × 10−14 for aRec ' 1012, i.e. the EWPT scenario. This shows that even if the initial
helicity is several orders of magnitude smaller than its maximal value for a sufficient
amount of time, it still may play a major role.

In fact, with the simulations based on the Master Equations it was possible to confirm
the predictions that the time evolution is given by

kI(a) '

{
k0a
−κ1 , a ≤ atr ,

k0a
κ2−κ1
tr a−κ2 , a > atr

(3.95)

with κ1 = 2/(α+ 2) and κ2 = 2/3 and

kIMI(a) '

{
k0M0a

−µ1 , a ≤ atr ,

k0M0a
µ2−µ1
tr a−µ2 , a > atr

(3.96)
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Figure 3.6: Constraints on EGMF due to time evolution of Primordial Magnetic Fields. The point
labeled “QCDPT” denotes the initial configuration of magnetogenesis during the QCD Phase Transition
while the arrows show their time evolution with maximal and with zero initial helicity. For comparison,
constraints from Sec. 2.2.1 are shown as well.

with µ1 = 2α/(α + 2) and µ2 = 2/3. These results are also presented in Figs. 3.3 and
3.4.

This indeed shows that an Inverse Cascade is operating as will be derived in the fol-
lowing. For both regimes the dependence of kIMI, the quantity which basically describes
the energy content, on kI can be deduced from either (3.90) or (3.91), giving

kIMI = k0M0

(
kI

k0

)µi
κi

. (3.97)

For regime 1, i.e. i = 1 in this equation, it is µ1/κ1 = α, such that the spectral energy
indeed decays “along” the generic slope, while for i = 2 one gets µ2/κ2 = 1 < α. This
means that an Inverse Cascade is present which here could be confirmed for the first
time directly from a full scale semi-analytic study. This therefore strengthens former
findings that in order to explain the origin of EGMF from Primordial Magnetic Fields,
one has to assume a non-negligible amount of magnetic helicity in the beginning.

Using again (3.84), one may then finally estimate the magnitude of the present day
magnetic field depending on its initial value and the helicity,

Btoday

3× 10−6Gauss
'

{
vA,0a

−5/7
Rec , f0 ≤ a−8/7

Rec ,

vA,0f
1/3
0 a

−1/3
Rec , f0 > a

−8/7
Rec ,

(3.98)

where vA,0 is the initial Alfvén velocity at magnetogenesis, i.e., v2
A,0 ' 2εB/ρ, and α = 5

has been assumed. For the upper limit of initial equipartition between the magnetic field
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and CMB energy densities one has to set vA,0 = 1. One can see that, compared to the
non-helical case, the present day value of the magnetic field is enhanced by a factor of
a

8/21
Rec f

1/3
0 which translates to 2.7× 103f

1/3
0 and 3.7× 104f

1/3
0 for magnetogenesis during

the QCD and Electroweak Phase Transition, respectively, and therefore, for maximal
helicity, i.e. f0 = 1, 2.7× 103 and 3.7× 104. This is also visualized in Fig. 3.5 where the
prediction of field strength is given depending on the initial conditions. As discussed
above, the latter are assumed to be given by vA/L ' H0 which, in case that this is not
true, has to be altered to [9]

vA,0 ' vini
A L

α
α+2

ini

(
vini

A

H

)− α
α+2

, (3.99)

f0 ' finiL
2α−1
α+2

ini

(
vini

A

H

)−2α−1
α+2

,

unless f0 > 1 or vA,0 > vini
A . Here vini

A , Lini, and fini quantify the initial total magnetic
field strength, coherence length and helicity.

Furthermore, in addition to the results from Sec. 2.2, additional limits on the main
parameters of EGMF, i.e. the field strength and the correlation length, may be derived
from the discussion presented above. These additional constraints are shown in Fig. 3.6
where, as the limiting case, magnetic fields from QCDTP are drawn in the two extreme
cases of maximal and zero magnetic helicity. The additional constraints are given, on the
one hand, by extrapolating the connecting line between end points of the two possible
limiting cases (which is consistent with other scenarios of magnetogenesis as well) and,
on the other hand, by scaling down the magnetic field strength with the correlation
length as B ∼ L−

5
2 according to the derivation above.
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Chapter 4

Conclusions and Outlook

[S]tultorum [eventus] magister [est]
— T. Livius, Ab urbe conditia XXII

The current knowledge about Extragalactic Magnetic Fields (EGMF) is rather limited:
Little is known about both their origin and structure which is mainly due to their
small strength – “close by” they are overlaid by terrestrial, solar and galactic magnetic
fields which are stronger by many orders of magnitude. Apart from that, even in the
intergalactic voids, where magnetic fields may be assumed to exist in their generic form,
their detection can only be performed indirectly via the analysis of features of particles
they have been transversed by, which, however, is rather difficult as well, such that high
sensitivity observations are required. Here, recently found lower limits on their field
strength are reanalyzed in light of new results, before proceeding to the main topic of
this work, namely the time evolution of Primordial Magnetic Fields which might be
responsible for the EGMF.

The aforementioned lower limits on the magnetic field strength are derived from the
suppression of gamma ray spectra of blazars in the GeV energy range. In fact, until
now it has been related to the interaction of primary TeV photons from blazars with
the Extragalactic Background Light, thus developing an electromagnetic cascade, the
charged low energy component of which is deflected away from the line of sight due to the
Lorentz Force. This kind of analysis, however, usually neglects any kind of interactions
of the cascade with the Intergalactic Medium which recently have been claimed to be
non-negligible, though, as the propagating electrons and positrons might induce plasma
instabilities which, in turn, cause a rapid energy loss of the pairs such that they cannot
contribute to the cascade evolution anymore.

Adopting these assumptions it has been possible in the present work to implement
their effects in a Monte Carlo simulation of electromagnetic cascades for the case of the
BL Lac 1ES 0229+200. By doing so it was possible for the first time to show explicitly,
by calculating the corresponding expected spectra, that the aforementioned suppression
might indeed be explained by fluid interactions, thus, if true, questioning the existence
of the lower limits described above, however not necessarily making them completely
invalid.

Still, much work has to be done in order to be able to draw final and fully consistent
conclusions. First, on a rather basic, statistical level, the same analysis as has been
presented before has to be applied to other relevant objects. Comparing the result-
ing simulations to actual observations would show whether the results derived for 1ES
0229+200 are confirmed and therefore turn out to be statistically significant overall.
This, however, may still take time to accomplish as present day instruments lack the
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statistics and are limited by the available technology, such that both have to be further
improved in order to deliver sufficient observational results.

Furthermore, the underlying theory of plasma instability development due to prop-
agation of ultrarelativistic particles through the Intergalactic Medium has been only
derived analytically so far, this derivation being subject to criticism concerning in par-
ticular its applicability to the given astrophysical setting. For example, being performed
for an unmagnetized plasma, the argumentation might break down once a magnetic field
of sufficient strength is present. Deriving a limit on this field strength and comparing
it to the various predictions is therefore necessary in order to have a full and consistent
description.

The main focus of this thesis is laid on the analysis of the time evolution of Primor-
dial Magnetic Fields. These are fields which are assumed to have been created in the
framework of the so-called Cosmological Scenario, i.e. globally during a phase transition
in the Early Universe. Apart from the fact that how this magnetogenesis took place
exactly still remains a mystery, also the analysis of the time evolution of the resulting
fields remains non-trivial up to the present day.

The author of the present work was able to shed light on this topic by assuming
turbulence for which the correlators of both the magnetic and kinetic fields have been
calculated. This, in turn, has been used to derive the corresponding power spectra
as well as Master Equations which directly describe their time evolution. Here this has
been done for the first time in a rather general way, especially by explicitly including the
backreaction of the velocity fields onto the magnetic ones which has been neglected or
only approximated in previous studies. These Master Equations are a set of differential
equations which have to be solved numerically due to the presence of different non-linear
terms.

The main results of this thorough semi-analytical calculation are the following: First,
it was possible to derive that on large scales the magnetic fields behave as B ∼ L−

5
2

with the actual length scale L. The exponent −5/2, which corresponds to a violet noise
or Batchelor spectrum, turns out to be a universal factor which is fairly independent
of the initial conditions and therefore also of the particular magnetogenesis scenario.
Second, the assumption of equipartition between the magnetic and kinetic fields could
be confirmed, which is important due to the fact that it is used in various numerical
simulations as initial condition. Third, assuming the magnetogenesis event to be the
QCD Phase Transition, i.e. happening at a rather late stage of the Early Universe and
therefore providing a kind of upper limit, the present day Extragalactic Magnetic Fields
were found to have a correlation length of LB & 200 pc and a magnetic field strength of
B . 5× 10−12 G.

In a second stage of this work Primordial Magnetic Fields have been assumed to
have non-vanishing initial magnetic helicity. This is insofar an important change of the
initial conditions, as helicity is conserved, which now governs the overall time evolution.
Therefore, in addition to the Master Equations for the development of the energetic
spectra as described above, now also the time evolution of the magnetic helicity spectrum
has been derived in order to fully take into account its impact, again including all kinds
of non-linear interactions between the different components.

Here it has been found that the scaling of the magnetic field with L is the same as
before, thus again underlining its universality. In addition an Inverse Cascade develops,
therefore independently confirming previous numerical and analytical studies with the
presented new semi-analytical approach, thus strengthening its relevance. An Inverse
Cascade in this context denotes the phenomenon that due to helicity conservation a large
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amount of the energy of the magnetic field is transferred to larger scales with a rather
high rate. Hence, confirming that this is indeed true is of major relevance for present day
Extragalactic Magnetic Fields since, as mentioned above, they operate on large scales
and therefore an Inverse Cascade would increase their magnitude by several orders of
magnitude, giving, for the scenario of QCD magnetogenesis, limits of B . 10−8 G.

What has been not taken into account in this work is the effect of kinetic helicity.
This is due to the fact that vorticity modes are predicted to decay because of the
Expansion of the Universe, resulting, in turn, in the decay of kinetic helicity. However,
it might still be interesting to calculate and implement the corresponding additional
terms into the Master Equations in order to test this claim. Furthermore, at least at
some period of time, it could still play a role since it might alter the character of the
backreaction.

In order to support the results presented, it would be desirable to execute a full nu-
merical simulation under the same assumptions and with the same initial conditions. Up
to the present day for Extragalactic Magnetic Fields this has been a rather challenging
task for the available computing systems, especially regarding their capability of spatial
resolution in simulations, as one has to take into account a large range of spatial scales
– from small ones, at which the magnetic fields are created, to galactic and intergalactic
lengths, which the field energy is transferred to later on. However, with the ongoing
increase of hardware performance on the one hand and the improvement of the corre-
sponding software by, for example, its adaption for parallelized computing on the other
hand, these limitations, although probably not being resolved in the near future, may be
mastered to some extent, making better numerical simulations for this topic a realizable
possibility. However, even in the short run it should be possible to accomplish numerical
simulations on this topic by reducing the considered dynamic range to a smaller one,
for example the vicinity of the integral scale.

An important aim is also to compare the results found in the present thesis with
actual observational data. This, however, as described above, is a rather long-term ob-
jective due to instrumental limitations. Once these have been overcome, such that even
rather small cosmic magnetic fields can be measured, this will give a unique opportu-
nity to learn about the physics in the Early Universe: If Primordial Magnetic Fields are
indeed remnants of a phase transition during that era, their present day state could,
similar to the CMB for Photon Decoupling, give crucial insights into the nature of the
corresponding incident. Therefore, once such data is available, the results of the work
presented here may be used to trace back the Extragalactic Magnetic Fields to their
origin in order to constrain its cosmological realization.

Finally, since the Master Equations have been derived under very general assump-
tions, it should be possible to apply them to other settings than the one of Primordial
Magnetic Fields. As has been mentioned above, similar procedures have been used in
order to analyze galactic and solar magnetic fields. With the Master Equations and
the elaborate numerical method developed above in order to solve them numerically it
sould be possible to refine these studies and thus gain new insights into the physics of
the underlying processes.
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Appendix A

Mathematical Tools

A.1 Vector Field Identities

The purpose of this section is to present (without proofs) important identities which
are useful for dealing with products of vector fields and differential operators acting on
them. For some three-dimensional vector fields A(r), B(r), C(r) and a scalar field f(r)
it is [218]

A× (B×C) = (A ·C) B− (A ·B) C , (A.1)
∇ · (fA) = A · ∇f + f∇ ·A , (A.2)
∇× (fA) = f∇×A−A×∇f , (A.3)

∇ (A ·B) = A× (∇×B) + B× (∇×A) + (A · ∇) B + (B · ∇) A , (A.4)
∇ · (A×B) = B · (∇×A)−A · (∇×B) , (A.5)

∇× (A×B) = A(∇ ·B)−B(∇ ·A) + (B · ∇)A− (A · ∇)B , (A.6)
∇× (∇×A) = ∇(∇ ·A)−∆A , (A.7)

∇× (∇f) = 0 , (A.8)
∇ · (∇×A) = 0 . (A.9)

Furthermore, for an integration over an volume V with a surface S one gets∫
V

A(r)d3r =
∮
S

A(r) · dS , (A.10)

known as Gauss’ (divergence) Theorem, while for a surface integral over the surface S,
which has a boundary ∂S, it is∫

S
(∇×A(r)) · dS =

∮
∂S

A(r)dr , (A.11)

which is (the special) Stokes’ Theorem.

A.2 Kronecker and Levi-Civita Symbols

The Kronecker symbol in n dimensions is given by

δi1i2...in =

{
1 , if i1 = i2 = ... = in ,

0 , else.
(A.12)
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The general n-dimensional Levi-Civita symbol is defined as

εi1i2...in =


1, if (i1, i2, ..., in) is an even permutation of (1, 2, ..., n),
−1, if (i1, i2, ..., in) is an odd permutation of (1, 2, ..., n),
0, else.

(A.13)

In particular, in three dimensions the following rules apply

εijk = εjki = εkij = −εjik = −εikj = −εkji , (A.14)
εiij = εiji = εjii = εiii = 0 , (A.15)
εijkεimn = δjmδkn − δjnδkm , (A.16)

εimnεjmn = 2δij , (A.17)
εijkεijk = 6 . (A.18)

A.3 Fourier Transform

The Fourier Transform is an important operation which is the basis for various methods
in mathematics and physics to analyze the spectrum of a given function. Being more
precise, for a given integrable function f : Rn → C the Fourier Transform, i.e. the
frequency spectrum, is given by

Frk{f(r)} ≡ 1
(2π)

n
2

∫
f(r)e−ik·r dnr , (A.19)

where k is the new variable of the transform. One should note that the definition given
here follows the “angular frequency and unitary” convention, while also other, equivalent
ones, are possible. The advantage of the given form is, on the one hand, the fact that it
is, as the name suggests, a unitary transform and, on the other hand, that its inverse,

F−1
xk {g(k)} ≡ 1

(2π)
n
2

∫
g(k)eik·rdnk , (A.20)

is symmetric to it. Throughout this work it is n = 3 which also will be used in this
section from now on. For convenience, furthermore a slightly modified form of the
Fourier Transform, normalized by V

1
2 , the square root of the considered volume V ,

denoted by a hat (ˆ), i.e.

f̂(k) ≡ 1

V
1
2

Fxk{f(r)} , (A.21)

is used. In the following the properties of Fourier Transforms which are important for
this work are presented for an integrable function f : Rn → C.

Linearity

The Fourier Transform is linear, i.e. for a, b ∈ C and two integrable functions f, g : Rn →
C it is

Fxk {af(r) + bg(r)} = aFrk {f(r)}+ bFrk {g(r)} , (A.22)

which can be seen directly from the properties of the integral.
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Fourier Transform of a Derivative

Using integration by parts with mathematical induction, it can be shown that

Frk

{
dm

drmj
f(r)

}
= (ikj)

mFrk {f(r)} . (A.23)

Convolution Theorem

The Convolution Theorem describes a basic property of the Fourier Transform. It reads

Frk{f(r)g(r)} =
1

(2π)
n
2

Frk {f(r)} ∗ Frk {g(r)} , (A.24)

where the star, ∗, denotes a convolution of two functions which is given by

f(r) ∗ g(r) ≡ 1
(2π)

n
2

∫
f(r− r′)g(r′)dnr′ . (A.25)

For some terms appearing in, for example, Sec. 1.1 it is important to calculate the Fourier
Transform for terms of the form (A · ∇)C. For this purpose Cartesian coordinates for
n = 3 and the Einstein Sum Convention are used in the following. The mth component
of the Fourier Transform can be written as

1
V

[Frk{(A(r) · ∇)C(r)}]m =
1
V
Frk{(Aj(r)∂j)Cm(r)}

=
1
V
Frk{Aj(r)∂jCm(r)} (A.24)

=
1

(2π)
3
2V

1
2

Âj(k) ∗ Frk{∂nCm(r)}

(A.23)
=

1

(2π)
3
2

Âj(k) ∗
(
ikjĈm(k)

)
=

i

(2π)
3
2

∫
Âj(k− k′)k′jĈm(k′) d3k′ ,

(A.26)

i.e. it is

1
V
Frk{(A(r) · ∇)C(r)} =

i

(2π)
3
2

∫ (
Â(k− k′) · k′

)
Ĉ(k′)d3k′ . (A.27)

Wiener-Khinchin-Kolmogorov Theorem

The Wiener-Khinchin-Kolmogorov Theorem states that the so-called autocorrelation
function Cf of a one-dimensional function f(t) of a scalar t, defined as

Cf (t) = lim
T→∞

∫ T/2

−T/2
f∗(t′)f(t′ − t)dt′ , (A.28)

i.e. the average of f∗(t′)f(t′ − t) over the whole range of t, is well defined and can be
calculated as a (one-dimensional) inverse Fourier Transform

Cf (t) = F−1
tω

{
|Ftω {f(t)}|2

}
(A.29)

and, on the other hand, the reverse transformation is given by

|Ftω {f(t)}|2 = F−1
tω {Cf (t)} . (A.30)

These expressions therefore show that, for a given function, the autocorrelation function
is directly related to the absolute square of the Fourier Transform.
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Paley-Wiener Theorem

The Paley-Wiener Theorem in the form used in this thesis states that a function f has a
compact support if and only if the Fourier Transform of Frk {f} is an analytic function,
i.e. it can be expressed in terms of a converging power series in each point of its domain
of definition. This is a rather specific formulation of the general Paley-Wiener Theorem
which, however, is sufficient for the purpose of this work.

Parseval’s Theorem

By applying the Convolution Theorem (A.24) a powerful relation can be derived, namely
Parseval’s Theorem which states that [219]∫

f(r)g(r)∗ d3r =
∫
Frk{f(r)}Frk{g(r)}∗ d3k = V

∫
f̂(k)ĝ(k)∗ d3k (A.31)

or, more specific for f = g,∫
|f(r)|2 d3r =

∫
|Frk{f(r)}|2 d3k = V

∫ ∣∣∣f̂(k)
∣∣∣2 d3k . (A.32)

A.4 Runge-Kutta Methods

The purpose of this section is to summarize a possible method, introduced by [220–222],
to obtain a numerical solution for ordinary differential equations (ODEs), i.e. differential
equations of the form

∂ty(t) = f(t, y) (A.33)

with the initial condition y(t0) = y0. One possibility is to use a one-step method. This
means that in order to obtain the values of yj ≡ y(tj) at a sequence of values for tj , one
defines the recursion rule

yj+1 = yj + hjΦ (tj , yj , yj+1, hj) , (A.34)

where Φ (tj , yj , yj+1, hi) is the so-called increment function which defines the particular
method used and hj ≡ tj+1 − tj is the jth step size. If Φ does not explicitly depend on
yj+1, i.e. it is Φ (tj , yj , yj+1, hj) = Φ (tj , yj , hj), it is called an explicit one-step method,
otherwise an implicit one.

Of particular interest in the scope of this work are the s-stage Runge-Kutta methods
which are defined by

Φ (t, y, h) ≡
s∑
i=1

biki ,

k1 ≡ f(t, y) ,
...

ki ≡ f

t+ hci, y + h

s∑
j=1

aijkj

 ,

(A.35)

where the parameters aij , bij ∈ R, ci ∈ [0, 1] specify the particular Runge-Kutta method
and have to obey

s∑
i=1

bi = 1 . (A.36)
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In addition, if aij = 0 for all j ≥ i, this will give an explicit method.
A helpful tool to characterize a particular Runge-Kutta method is the so-called

Butcher Tableau which presents the parameters described above in a compact form:

c1 a11 a12 ... a1s

c2 a21 a22 ... a2s

...
...

...
. . .

...
cs as1 as2 ... ass

b1 b2 ... bs

It should be noted that for an explicit method only entries on and below the main
diagonal are not equal zero.

To conclude this short overview, some examples for explicit Runge-Kutta methods
shall be given. For explicit methods, in addition to the requirements on the parameters
stated above, in order to be consistent, i.e. to match the Taylor Expansion of the exact
solution for y in h to an order as high as possible, the parameters have to fulfill further
relations which depend on s. For example, s being equal 2, they are given by

b2c2 =
1
2
, a21b2 =

1
2
. (A.37)

The simplest Runge-Kutta method is the explicit Euler Method which is given by

0
1

For s = 2 a large variety of different parameter combinations can be found, for example

0
1 1

1
2

1
2

0
1
2

1
2

0 1

which are the Heun Method and the Midpoint Method, respectively, the latter also
known as the “classical” second-order Runge-Kutta method or modified Euler Method.
Finally, the probably most widely used method has to be mentioned as well: The “clas-
sical” fourth-order Runge-Kutta method which is represented by the Butcher Tableau

0
1
2

1
2

1
2 0 1

2
1 0 0 1

1
6

1
3

1
3

1
6

For a more exhaustive treatment of the topic see, e.g., [223] and, especially for
electronic implementation, [224].

98



Appendix B

Supplementary Material for the Derivation of the
Master Equations

B.1 Full Form of (3.44) and (3.45)

Performing the procedure described in Sec. 3.2.1, the full forms of (3.44) and (3.45), i.e. (2)B̂q and (2)v̂q in terms of (0)B̂ and (0)v̂, where in
the following the superscript (0) is dropped, are given by

(2)B̂(q) = B̂q + ∆t

{
−q

2B̂q

4πσ
+

iV
1
2

(2π)
3
2

∫ [(
q · B̂k

)
v̂q−k − (q · v̂q−k) B̂k

]
d3k

}
+

∆t2

2

(
q4

(4πσ)2 B̂q +
∫∫ {

− iV
1
2

(2π)
3
2

k2 + q2

4πσ

[ (
q · B̂k

)
v̂q−k

− (q · v̂q−k) B̂k

]
+

V

(2π)3

[
− (q · v̂k−k′)

(
k · B̂k′

)
v̂q−k + (q · v̂q−k)

(
k · B̂k′

)
v̂k−k′ +

(
q · B̂k′

)
(k · v̂k−k′) v̂q−k − (q · v̂q−k) (k · v̂k−k′) B̂k′

+
(
k′ · v̂q−k−k′

) (
q · B̂k

)
v̂k′ −

(
k′ · v̂q−k−k′

)
(q · v̂k′) B̂k

]
+

V

(2π)3

1
4πρ

[
−
(
q · k′

) (
Bq−k−k′ · B̂k′

)
B̂k +

(
q · B̂k

)(
B̂q−k−k′ · B̂k′

)
k′

+
(
q · B̂k′

)(
k′ · B̂q−k−k′

)
B̂k −

(
q · B̂k

)(
k′ · B̂q−k−k′

)
B̂k′

]}
d3k′d3k

)
(B.1)
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and by

(2)v̂(q) = v̂q + ∆t
iV

1
2

(2π)
3
2

∫ [
− (k · v̂q−k) v̂k +

1
4πρ

(
k · B̂q−k

)
B̂k −

1
4πρ

(
B̂q−k · B̂k

)
k
]
d3k

+
∆t2

2

∫∫ {
iV

1
2

(2π)
3
2

1
4πσ

1
4πρ

[
k2 + (q− k)2

] [(
B̂q−k · B̂k

)
k−

(
k · B̂q−k

)
B̂k

]
+

V

(2π)3

[
− (k · v̂q−k)

(
k′ · v̂k−k′

)
v̂k′ −

(
k′ · v̂q−k−k′

)
(k · v̂k′) v̂k

]
+

V

(2π)3

1
4πρ

[
(k · v̂q−k)

(
k′ · B̂k−k′

)
B̂k′ − (k · v̂q−k)

(
B̂k−k′ · B̂k′

)
k′

−
(
k · B̂q−k

)(
k · B̂k′

)
v̂k−k′ +

(
k · B̂q−k

)
(k · v̂k−k′) B̂k′ −

(
q · B̂k′

) (
k · v̂q−k−k′

)
B̂k

+
(
k · B̂k′

) (
q · v̂q−k−k′

)
B̂k +

(
k′ · B̂q−k−k′

)(
k · B̂k′

)
v̂k −

(
k · k′

) (
B̂k′ · B̂q−k−k′

)
v̂k

+
(
k · B̂k′

)(
B̂q−k · v̂k−k′

)
k− (k · v̂k−k′)

(
B̂q−k · B̂k′

)
k +

(
(q− k) · B̂k′

)(
B̂k · v̂q−k−k′

)
k

−
(
(q− k) · v̂q−k−k′

) (
B̂k · B̂k′

)
k
]}

d3k′d3k .

(B.2)

B.2 Simplifications

The first expression to be calculated in order to evaluate (3.46) is of the form
(
∂tB̂q

)
· B̂∗q. For this the time derivative of (B.1) has to be

taken and then, due to numerical reasons, the substitution ∆t→ 1/2∆t has to be done, giving, using the Einstein Sum Convention,
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(
∂tB̂q,i

)
B̂∗q,i = − q2

4πσ
B̂q,iB̂

∗
q,i +

iV
1
2

(2π)
3
2

∫ (
−qaB̂k,aB̂

∗
q,iv̂q−k,i + qaB̂k,iB̂

∗
q,iv̂q−k,a

)
d3k +

∆t
2

{
2

q4

(4πσ)2
B̂q,iB̂

∗
q,i

+
q2

4πσ
iV

1
2

(2π)
3
2

∫ (
qaB̂q,iB̂

∗
k,av̂

∗
q−k,i − qaB̂q,iB̂

∗
k,iv̂
∗
q−k,a − qaB̂∗q,iB̂k,av̂q−k,i + qaB̂k,iB̂

∗
q,iv̂q−k,a

)
d3k

+
∫∫ [

− 1
2
iV

1
2

(2π)
3
2

k2 + q2

4πσ

(
qaB̂k,aB̂

∗
q,iv̂q−k,i − qaB̂k,iB̂

∗
q,iv̂q−k,a

)
+

V

(2π)3

(
qaqbB̂k,aB̂

∗
k′,bv̂q−k,iv̂

∗
q−k′,i − qaqbB̂k,aB̂

∗
k′,iv̂q−k,iv̂

∗
q−k′,b

− qaqbv̂q−k,av̂
∗
q−k′,iB̂k,iB̂

∗
k′,b + qaqbB̂k,iB̂

∗
k′,iv̂q−k,av̂

∗
q−k′,b − qakbB̂k′,bB̂

∗
q,iv̂q−k,iv̂k−k′,a + qakbB̂k′,bB̂

∗
q,iv̂q−k,av̂k−k′,i

+ qakbB̂k′,aB̂
∗
q,iv̂q−k,iv̂k−k′,b − qakbB̂k′,iB̂

∗
q,iv̂q−k,av̂k−k′,b + k′aqbB̂k,bB̂

∗
q,iv̂q−k−k′,av̂k′,i − qbk′aB̂k,iB̂

∗
q,iv̂q−k−k′,av̂k′,b

)
+

V

(2π)3

1
4πρ

(
− qak′aB̂q−k−k′,bB̂k′,bB̂k,iB̂

∗
q,i + qak

′
iB̂k,aB̂q−k−k′,bB̂k′,bB̂

∗
q,i + qak

′
bB̂k′,aB̂q−k−k′,bB̂k,iB̂

∗
q,i

− qak′bB̂k,aB̂q−k−k′,bB̂k′,iB̂
∗
q,i

)]
d3k′d3k

}
.

(B.3)

In the next step the ensemble average of this expression is taken. Since this results in several expressions of the (symbolic) type
〈
B̂iB̂j

〉
,〈

B̂iB̂j v̂k

〉
,
〈
B̂iB̂j v̂kv̂l

〉
and

〈
B̂iB̂jB̂kB̂l

〉
, Isserlis’ Theorem (1.142) has to be used, giving, together with the condition

〈
v̂B̂
〉

= 0 stated
above, 〈

B̂iB̂j v̂k

〉
= 0 , (B.4)〈

B̂iB̂jvkv̂l

〉
=
〈
B̂iB̂j

〉
〈v̂kv̂l〉 , (B.5)〈

B̂iB̂jB̂kB̂l

〉
(1.143)

=
〈
B̂iB̂j

〉〈
B̂kB̂l

〉
+
〈
B̂iB̂k

〉〈
B̂jB̂l

〉
+
〈
B̂iB̂l

〉〈
B̂jB̂k

〉
. (B.6)

Furthermore, since B(r) and v(r) are real, the complex conjugate of their Fourier Transform is given by

B̂∗q = B̂−q , v̂∗q = v̂−q , (B.7)
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such that (B.3) becomes〈(
∂tB̂q,i

)
B̂∗q,i

〉
= − q2

4πσ

〈
B̂q,iB̂

∗
q,i

〉
+

∆t
2

{
2

q4

(4πσ)2

〈
B̂q,iB̂

∗
q,i

〉
+

V

(2π)3

∫∫ [(
qaqb

〈
B̂k,aB̂

∗
k′,b

〉 〈
v̂q−k,iv̂

∗
q−k′,i

〉
− qaqb

〈
B̂k,aB̂

∗
k′,i

〉 〈
v̂q−k,iv̂

∗
q−k′,b

〉
− qaqb

〈
B̂k,iB̂

∗
k′,b

〉 〈
v̂q−k,av̂

∗
q−k′,i

〉
+ qaqb

〈
B̂k,iB̂

∗
k′,i

〉 〈
v̂q−k,av̂

∗
q−k′,b

〉
− qakb

〈
B̂k′,bB̂

∗
q,i

〉 〈
v̂q−k,iv̂

∗
−k+k′,a

〉
+ qakb

〈
B̂k′,bB̂

∗
q,i

〉 〈
v̂q−k,av̂

∗
−k+k′,i

〉
+ qakb

〈
B̂k′,aB̂

∗
q,i

〉 〈
v̂q−k,iv̂

∗
−k+k′,b

〉
− qakb

〈
B̂k′,iB̂

∗
q,i

〉 〈
v̂q−k,av̂

∗
−k+k′,b

〉
+ k′aqb

〈
B̂k,bB̂

∗
q,i

〉 〈
v̂q−k−k′,av̂

∗
−k′,i

〉
− qbk′a

〈
B̂k,iB̂

∗
q,i

〉 〈
v̂q−k−k′,av̂

∗
−k′,b

〉 )
+

1
4πρ

(
− qak′a

〈
B̂q−k−k′,bB̂

∗
−k′,b

〉〈
B̂k,iB̂

∗
q,i

〉
− qak′a

〈
B̂q−k−k′,bB̂

∗
−k,i

〉〈
B̂k′,bB̂

∗
q,i

〉
− qak′a

〈
B̂q−k−k′,bB̂

∗
q,i

〉〈
B̂k′,bB̂

∗
−k,i

〉
+ qak

′
i

〈
B̂q−k−k′,bB̂

∗
−k,a

〉〈
B̂k′,bB̂

∗
q,i

〉
+ qak

′
i

〈
B̂k,aB̂

∗
−k′,b

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
+ qak

′
i

〈
B̂k,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂

∗
−k′,b

〉
+ qak

′
b

〈
B̂q−k−k′,bB̂

∗
−k′,a

〉〈
B̂k,iB̂

∗
q,i

〉
+ qak

′
b

〈
B̂k′,aB̂

∗
−k,i

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
+ qak

′
b

〈
B̂k′,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂k,i

〉
− qak′b

〈
B̂q−k−k′,bB̂

∗
−k,a

〉〈
B̂k′,iB̂

∗
q,i

〉
− qak′b

〈
B̂k,aB̂

∗
−k′,i

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
− qak′b

〈
B̂k,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂

∗
−k′,i

〉)]
d3k′d3k

}
.

(B.8)

As the aim is to find an expression in terms of Mq, Uq and Hq, the relations (1.127) and (1.131) have to be used, assuming, however, vanishing
kinetic helicity in (1.131). Since this involves the evaluation of Delta Functions, it has to be stated that the Delta Functions used here are
not to be regarded as Dirac Delta Functions, but rather the integral expansion of the Kronecker Delta (cf. Sec. A.2), therefore, also taking
into account the normalization, fulfilling the relations∫

δ(3)(q− k)f(k) d3k =
∫
δ(3)(k− q)f(k)d3k = f(q) , (B.9)∫

δ(3)(q− k)δ(3)(k′ − k)f(k) d3k = δ(3)(k′ − q)f(q) = δ(3)(q− k′)f(q′) , (B.10)∫
δ(3)(q− k)δ(3)(q− k)f(k) d3k =

V

(2π)3
f(q) . (B.11)

Taking all this into account, (B.8) may be further simplified: Looking at the first parenthesis inside the double integral, one can see that for
all terms the helical terms vanish and, furthermore, the fifth and sixth terms cancel each other, while the fourth, the ninth and the tenth
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terms average to zero. In a similar way also the second parenthesis inside the double integral may be simplified, contributing, however, helical
components as well. Taken together, (B.8) can be expressed as

〈(
∂tB̂q,i

)
B̂∗q,i

〉
= − 2ρ

4πσ
〈Mq〉+

∆t
2

{
4q2ρ

(4πσ)2
〈Mq〉+

∫ [
− ρ

2π
k2

k4
1

sin2 θ 〈Mq〉 〈Uk1〉+
ρ

2π
q2

k2
1k

2
sin2 θ

q2 + k2 − qk cos θ
q2 + k2 − 2qk cos θ

〈Mk〉 〈Uk1〉

+
ρ

4π
1
k2

(
−3 + cos2 θ

)
〈Mk〉 〈Mq〉+

ρ

32(2π)3

(
−2

q

k
cos θ + 2 + sin2 θ

)
HqHk

]
d3k

}
.

(B.12)

Here the Delta Functions have been evaluated with the d3k′ integral according to (B.9)-(B.11). Furthermore, several definitions have been
introduced: The vector k1 is given by k1 = q−k, while q, k and k1 denote the magnitude of the vectors q, k and k1, respectively. In addition,
the angle θ is defined to be situated between q and k, i.e. q · k = qk cos θ. Therefore, for 〈∂tMq〉 one can finally write down the expression

〈∂tMq〉
(3.46)

=
q2

ρ

〈(
∂tB̂q,i

)
B̂∗q,i

〉
= − 2q2

4πσ
〈Mq〉+

∆t
2

{
4q4

(4πσ)2
〈Mq〉+

∫ [
− 1

2π
q2k2

k4
1

sin2 θ 〈Mq〉 〈Uk1〉

+
1

2π
q4

k2
1k

2
sin2 θ

q2 + k2 − qk cos θ
q2 + k2 − 2qk cos θ

〈Mk〉 〈Uk1〉+
1

4π
q2

k2

(
−3 + cos2 θ

)
〈Mk〉 〈Mq〉+

q2

32(2π)3

(
−2

q

k
cos θ + 2 + sin2 θ

)
HqHk

]
d3k

}
.

(B.13)

Rewriting the integration as d3k = k2 sin θdkdφdθ = 2πk2 sin θdkdθ, since the integrand is independent of φ, and evaluating the θ-integral
for the last two terms of (B.13) gives the final result for 〈∂tMq〉, namely

〈∂tMq〉
(3.46)

=
q2

ρ

〈(
∂tB̂q,i

)
B̂∗q,i

〉
= − 2q2

4πσ
〈Mq〉+ ∆t

{
2q4

(4πσ)2
〈Mq〉+

∫∫ [
− q2k4

2k4
1

sin3 θ 〈Mq〉 〈Uk1〉

+
q4

2k2
1

sin3 θ
q2 + k2 − qk cos θ
q2 + k2 − 2qk cos θ

〈Mk〉 〈Uk1〉
]
dθdk +

∫ [
− 4

3
q2 〈Mk〉 〈Mq〉+

q2k2

3(4π)2
HqHk

]
dk

}
.

(B.14)

In a rather similar way the calculations may be carried out for the time development of the magnetic helicity, i.e. for (3.48). The
only difference is that instead of

(
∂tB̂q,i

)
B̂∗q,i, terms of the form εijlqj

(
∂tB̂q,l

)
B̂∗q,i have to be calculated. Therefore the first steps of the
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calculation will be skipped, the equation corresponding to the stage of (B.8) being the starting point:

εijlqj

〈(
∂tB̂q,l

)
B̂∗q,i

〉
= εijlqj

(
− q2

4πσ

〈
B̂q,lB̂

∗
q,i

〉
+

∆t
2

{
2

q4

(4πσ)2

〈
B̂q,lB̂

∗
q,i

〉
+

V

(2π)3

∫∫ [(
qaqb

〈
B̂k,aB̂

∗
k′,b

〉 〈
v̂q−k,lv̂

∗
q−k′,i

〉
− qaqb

〈
B̂k,aB̂

∗
k′,i

〉 〈
v̂q−k,lv̂

∗
q−k′,b

〉
− qaqb

〈
B̂k,lB̂

∗
k′,b

〉 〈
v̂q−k,av̂

∗
q−k′,i

〉
+ qaqb

〈
B̂k,lB̂

∗
k′,i

〉 〈
v̂q−k,av̂

∗
q−k′,b

〉
− qakb

〈
B̂k′,bB̂

∗
q,i

〉 〈
v̂q−k,lv̂

∗
−k+k′,a

〉
+ qakb

〈
B̂k′,bB̂

∗
q,i

〉 〈
v̂q−k,av̂

∗
−k+k′,l

〉
+ qakb

〈
B̂k′,aB̂

∗
q,i

〉 〈
v̂q−k,lv̂

∗
−k+k′,b

〉
− qakb

〈
B̂k′,lB̂

∗
q,i

〉 〈
v̂q−k,av̂

∗
−k+k′,b

〉
+ k′aqb

〈
B̂k,bB̂

∗
q,i

〉 〈
v̂q−k−k′,av̂

∗
−k′,l

〉
− qbk′a

〈
B̂k,lB̂

∗
q,i

〉 〈
v̂q−k−k′,av̂

∗
−k′,b

〉 )
+

1
4πρ

(
− qak′a

〈
B̂q−k−k′,bB̂

∗
−k′,b

〉〈
B̂k,lB̂

∗
q,i

〉
− qak′a

〈
B̂q−k−k′,bB̂

∗
−k,l

〉〈
B̂k′,bB̂

∗
q,i

〉
− qak′a

〈
B̂q−k−k′,bB̂

∗
q,i

〉〈
B̂k′,bB̂

∗
−k,l

〉
+ qak

′
l

〈
B̂q−k−k′,bB̂

∗
−k,a

〉〈
B̂k′,bB̂

∗
q,i

〉
+ qak

′
l

〈
B̂k,aB̂

∗
−k′,b

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
+ qak

′
l

〈
B̂k,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂

∗
−k′,b

〉
+ qak

′
b

〈
B̂q−k−k′,bB̂

∗
−k′,a

〉〈
B̂k,lB̂

∗
q,i

〉
+ qak

′
b

〈
B̂k′,aB̂

∗
−k,l

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
+ qak

′
b

〈
B̂k′,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂k,l

〉
− qak′b

〈
B̂q−k−k′,bB̂

∗
−k,a

〉〈
B̂k′,lB̂

∗
q,i

〉
− qak′b

〈
B̂k,aB̂

∗
−k′,l

〉〈
B̂q−k−k′,bB̂

∗
q,i

〉
− qak′b

〈
B̂k,aB̂

∗
q,i

〉〈
B̂q−k−k′,bB̂

∗
−k′,l

〉)]
d3k′d3k

})
.

(B.15)

Here again several terms are zero in the ensemble average, namely the first, the seventh, the ninth and the tenth terms inside the first
parenthesis. Furthermore, it turns out that the remaining terms from that parenthesis only contribute expressions of the symbolic form
f(q, k, θ)UH (with some regular function f of the corresponding quantities), while the second parenthesis gives a sum of terms looking like
f(q, k, θ)MH. Combining and simplifying all of these therefore gives

εijlqj

〈(
∂tB̂q,l

)
B̂∗q,i

〉
=

iρq2

(4π)2σ
〈Hq〉+

∆t
2

{
− 2

iρq4

(4π)3σ2
〈Hq〉+

∫ [
− ρ

(4π)2i

q2k2 sin2 θ

k4
1

〈Uk1〉 〈Hq〉+
ρ

(4π)2i

q4 sin2 θ

k4
1

〈Uk1〉 〈Hk〉

+
ρ

(4π)2i

1
k2

(
−qk cos θ + k2 +

1
2
k2 sin2 θ

)
〈Mq〉 〈Hk〉 −

ρ

(4π)2i

1
k2

(
q2 +

1
2
q2 sin2 θ + qk cos θ

)
〈Mk〉 〈Hq〉

]
d3k

}
.

(B.16)

Transforming the
∫
...d3k integral into 2π

∫
... k2 sin θdθdk, evaluating the θ-integral for the last two terms and, finally, according to (3.48),

104



multiplying everything by 8πi/ρ in order to get an expression for 〈∂tHq〉, results in

〈∂tHq〉 =
8πi
ρ
εijlqj

〈(
∂tB̂q,l

)
B̂∗q,i

〉
= − 2q2

4πσ
〈Hq〉+ ∆t

{
2q4

(4πσ)2
〈Hq〉+

∫∫ [
− q2k4 sin3 θ

2k4
1

〈Uk1〉 〈Hq〉+
q4k2 sin3 θ

2k4
1

〈Uk1〉 〈Hk〉
]
dθdk

+
∫ [

4
3
k2 〈Mq〉 〈Hk〉 −

4
3
q2 〈Mk〉 〈Hq〉

]
dk
}
.

(B.17)

Finally, in order to calculate (3.47), one has to consider (∂tv̂q,i) v̂∗q,i, therefore

(∂tv̂q,i) v̂∗q,i =
iV

1
2

(2π)
3
2

∫ [
− kav̂q−k,av̂k,iv̂

∗
q,i +

1
4πρ

kaB̂q−k,aB̂k,iv̂
∗
q,i −

1
4πρ

B̂q−k,aB̂k,akiv̂
∗
q,i

]
d3k

+
∆t
2

(
iV

1
2

(2π)
3
2

1
4πσ

1
4πρ

∫∫ { [
k2 + (q− k)2

] [
kiB̂q−k,aB̂k,av̂

∗
q,i − kaB̂q−k,aB̂kv̂

∗
q,i

]}
d3k′d3k +

V

(2π)3

∫∫ {
kak
′
bv̂q−k,av̂

∗
q−k′,bv̂k,iv̂

∗
k′,i

− kak′bv̂q−k,av̂k−k′,bv̂k′,iv̂
∗
q,i − k′akbv̂q−k−k′,av̂k′,bv̂k,iv̂

∗
q,i +

1
4πρ

[
− kak′bB̂∗q−k′,bB̂

∗
k′,iv̂q−k,av̂k,i + kak

′
iB̂
∗
q−k′,bB̂

∗
k′,bv̂q−k,av̂k,i

− kak′bB̂q−k,aB̂k,iv̂
∗
q−k′,bv̂

∗
k′,i + kik

′
bB̂q−k,aB̂k,av̂

∗
q−k′,bv̂

∗
k′,i + kak

′
bB̂k−k′,bB̂k′,iv̂q−k,av̂

∗
q,i − kak′iB̂k−k′,bB̂k′,bv̂q−k,av̂

∗
q,i

− kakbB̂q−k,aB̂k′,bv̂k−k′,iv̂
∗
q,i + kakbB̂q−k,aB̂k′,iv̂k−k′,bv̂

∗
q,i − qakbB̂k′,aB̂kv̂q−k−k′,bv̂

∗
q,i + kaqbB̂k,iB̂k′,av̂q−k−k′,bv̂

∗
q,i

+ k′akbB̂q−k−k′,aB̂k′,bv̂k,iv̂
∗
q,i − kak′aB̂q−k−k′,bB̂k′,bv̂k,iv̂

∗
q,i + kakiB̂q−k,bB̂k′,av̂k−k′,bv̂

∗
q,i − kakiB̂q−k,bB̂k′,bv̂k−k′,av̂

∗
q,i

+ qakiB̂k′,aB̂k,bv̂q−k−k′,bv̂
∗
q,i − kakiB̂k,bB̂k′,av̂q−k−k′,bv̂

∗
q,i − qakiB̂k,bB̂k′,bv̂q−k−k′,av̂

∗
q,i + kakiB̂k,bB̂k′,bv̂q−k−k′,av̂

∗
q,i

]
+

1
(4πρ)2

[
kak
′
bB̂q−k,aB̂k,iB̂

∗
q−k′,bB̂

∗
k′,i − kak′iB̂q−k,aB̂k,iB̂

∗
q−k′,bB̂

∗
k′,b − kik′bB̂q−k,aB̂k,aB̂

∗
q−k′,bB̂

∗
k′,i + kik

′
iB̂q−k,aB̂k,aB̂

∗
q−k′,bB̂

∗
k′,b

]}
d3k′d3k

)
.

(B.18)

In the same way as for (B.3) now the ensemble average is taken, i.e. one gets various terms of the form 〈v̂iv̂j〉, 〈v̂iv̂j v̂k〉
〈
B̂iv̂j v̂k

〉
,
〈
B̂iB̂j v̂kv̂l

〉
and 〈v̂iv̂j v̂kv̂l〉, which, with Isserlis’ Theorem, (1.142), and

〈
v̂B̂
〉

= 0 become〈
B̂iB̂j v̂k

〉
= 〈v̂iv̂j v̂k〉 = 0 , (B.19)
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〈
B̂iB̂j v̂kv̂l

〉
=
〈
B̂iB̂j

〉
〈v̂kv̂l〉 , (B.20)

〈v̂iv̂j v̂kv̂l〉
(1.143)

= 〈v̂iv̂j〉 〈v̂kv̂l〉+ 〈v̂iv̂k〉 〈v̂j v̂l〉+ 〈v̂iv̂l〉 〈v̂j v̂k〉 . (B.21)

Furthermore, since B(r) and v(r) are real, it means that the complex conjugate of their Fourier Transform is again given by

B̂∗q = B̂−q , v̂∗q = v̂−q , (B.22)

and hence〈
(∂tv̂q,i) v̂∗q,i

〉
=

∆t
2

(
V

(2π)3

∫∫ {
kak
′
b

〈
v̂q−k,av̂

∗
q−k′,b

〉 〈
v̂k,iv̂

∗
k′,i

〉
+ kak

′
b

〈
v̂q−k,av̂

∗
−k,i

〉 〈
v̂−k′,iv̂

∗
q−k′,b

〉
+ kak

′
b

〈
v̂q−k,av̂

∗
k′,i

〉 〈
v̂k,iv̂

∗
q−k′,b

〉
− kak′b

〈
v̂q−k,av̂

∗
−k+k′,b

〉 〈
v̂k′,iv̂

∗
q,i

〉
− kak′b

〈
v̂q−k,av̂

∗
−k′,i

〉 〈
v̂k−k′,bv̂

∗
q,i

〉
− kak′b

〈
v̂q−k,av̂

∗
q,i

〉 〈
v̂k−k′,bv̂

∗
−k′,i

〉
− k′akb

〈
v̂q−k−k′,av̂

∗
−k′,b

〉 〈
v̂k,iv̂

∗
q,i

〉
− k′akb

〈
v̂q−k−k′,av̂

∗
−k,i

〉 〈
v̂k′,bv̂

∗
q,i

〉
− k′akb

〈
v̂q−k−k′,av̂

∗
q,i

〉 〈
v̂k,iv̂

∗
k′,b

〉
+

1
4πρ

[
− kak′b

〈
B̂−q+k′,bB̂

∗
k′,i

〉 〈
v̂q−k,av̂

∗
−k,i

〉
+ kak

′
i

〈
B̂−q+k′,bB̂

∗
k′,b

〉 〈
v̂q−k,av̂

∗
−k,i

〉
− kak′b

〈
B̂q−k,aB̂

∗
−k,i

〉 〈
v̂−q+k′,bv̂

∗
k′,i

〉
+ kik

′
b

〈
B̂q−k,aB̂

∗
−k,a

〉 〈
v̂−q+k′,bv̂

∗
k′,i

〉
+ kak

′
b

〈
B̂k−k′,bB̂

∗
−k′,i

〉 〈
v̂q−k,av̂

∗
q,i

〉
− kak′i

〈
B̂k−k′,bB̂

∗
−k′,b

〉 〈
v̂q−k,av̂

∗
q,i

〉
− kakb

〈
B̂q−k,aB̂

∗
−k′,a

〉 〈
v̂k−k′,iv̂

∗
q,i

〉
+ kakb

〈
B̂q−k,aB̂

∗
−k′,i

〉 〈
v̂k−k′,bv̂

∗
q,i

〉
− qakb

〈
B̂k,iB̂

∗
−k′,a

〉 〈
v̂q−k−k′,bv̂

∗
q,i

〉
+ kaqb

〈
B̂k,iB̂

∗
−k′,a

〉 〈
v̂q−k−k′,bv̂

∗
q,i

〉
+ k′akb

〈
B̂q−k−k′,aB̂

∗
−k′,b

〉 〈
v̂k,iv̂

∗
q,i

〉
− kak′a

〈
B̂q−k−k′,bB̂

∗
−k′,b

〉 〈
v̂k,iv̂

∗
q,i

〉
+ kaki

〈
B̂q−k,bB̂

∗
−k′,a

〉 〈
v̂k−k′,bv̂

∗
q,i

〉
− kaki

〈
B̂q−k,bB̂

∗
−k′,b

〉 〈
v̂k−k′,av̂

∗
q,i

〉
+ qaki

〈
B̂k,bB̂

∗
−k′,a

〉 〈
v̂q−k−k′,bv̂

∗
q,i

〉
− kaki

〈
B̂k,bB̂

∗
−k′,a

〉 〈
v̂q−k−k′,bv̂

∗
q,i

〉
− qaki

〈
B̂k,bB̂

∗
−k′,b

〉 〈
v̂q−k−k′,av̂

∗
q,i

〉
+ kaki

〈
B̂k,bB̂

∗
−k′,b

〉 〈
v̂q−k−k′,av̂

∗
q,i

〉 ]
+

1
(4πρ)2

[
kak
′
b

〈
B̂q−k,aB̂

∗
−k,i

〉〈
B̂−q+k′,bB̂

∗
k′,i

〉
+ kak

′
b

〈
B̂q−k,aB̂

∗
q−k′,b

〉〈
B̂k,iB̂

∗
k′,i

〉
+ kak

′
b

〈
B̂q−k,aB̂

∗
k′,i

〉〈
B̂k,iB̂

∗
q−k′,b

〉
− kak′i

〈
B̂q−k,aB̂

∗
−k,i

〉〈
B̂−q+k′,bB̂

∗
k′,b

〉
− kak′i

〈
B̂q−k,aB̂

∗
q−k′,b

〉〈
B̂k,iB̂

∗
k′,b

〉
− kak′i

〈
B̂q−k,aB̂

∗
k′,b

〉〈
B̂k,iB̂

∗
q−k′,b

〉
− kik′b

〈
B̂q−k,aB̂

∗
−k,a

〉〈
B̂−q+k′,bB̂

∗
k′,i

〉
− kik′b

〈
B̂q−k,aB̂

∗
q−k′,b

〉〈
B̂k,aB̂

∗
k′,i

〉
− kik′b

〈
B̂q−k,aB̂

∗
k′,i

〉〈
B̂k,aB̂

∗
q−k′,b

〉
+ kik

′
i

〈
B̂q−k,aB̂

∗
−k,a

〉〈
B̂−q+k′,bB̂

∗
k′,b

〉
+ kik

′
i

〈
B̂q−k,aB̂

∗
q−k′,b

〉〈
B̂k,aB̂

∗
k′,b

〉
+ kik

′
i

〈
B̂q−k,aB̂

∗
k′,b

〉〈
B̂k,aB̂

∗
q−k′,b

〉 ]}
d3k′d3k

)
.

(B.23)
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Following the steps done for
〈(
∂tB̂q,i

)
B̂∗q,i

〉
above, now, equivalently, the relations (1.127) and (1.131) are used before taking the d3k′-

integral. It turns out that doing this makes the first to sixth as well as the tenth and the eleventh terms inside the square bracket belonging
to the 1/(4πρ) expression equal to zero concerning the non-helical contribution. Furthermore, one can directly say that for most of the terms
there is no finite value for the (magnetic) helicity terms given, the only non-zero ones being inside the 1/(4πρ)2 bracket. Simplifying all these
expressions finally gives

〈
(∂tv̂q,i) v̂∗q,i

〉
=

∆t
2

∫ [
1

8π2

1
q2

sin2 θ 〈Mk〉 〈Uq〉+
1

16π2

q2

kk4
1

sin2 θ (3k − q cos θ) 〈Uk〉 〈Uk1〉+
1

16π2

k2

qk4
1

sin2 θ (−3q + k cos θ) 〈Uq〉 〈Uk1〉

− 1
8π2

k2

q2k4
1

sin2 θ
(
q2 + k2 − qk cos θ

)
〈Mk1〉 〈Uq〉+

1
16π2

q

kk4
1

(
qk sin2 θ + 2k2

1 cos θ
)
〈Mk〉 〈Mk1〉

+
4

(8π)4

q

k2
1

(
−2q − q sin2 θ + 2k cos θ

)
〈Hk〉 〈Hk1〉

]
d3k

(B.24)

and therefore

〈∂tUq〉
(3.47)

= 4πq2
〈
(∂tv̂q,i) v̂∗q,i

〉
=

∆t
2

∫ [
1

2π
sin2 θ 〈Mk〉 〈Uq〉+

1
4π

q4

kk4
1

sin2 θ (3k − q cos θ) 〈Uk〉 〈Uk1〉+
1

4π
qk2

k4
1

sin2 θ
(
− 3q

+ k cos θ
)
〈Uq〉 〈Uk1〉 −

1
2π

k2

k4
1

sin2 θ
(
q2 + k2 − qk cos θ

)
〈Mk1〉 〈Uq〉+

1
4π

q3

kk4
1

(
qk sin2 θ + 2k2

1 cos θ
)
〈Mk〉 〈Mk1〉

+
2

(8π)3

q3

k2
1

(
−2q − q sin2 θ + 2k cos θ

)
〈Hk〉 〈Hk1〉

]
d3k .

(B.25)

Here again the integral can be rewritten as
∫
...d3k = 2π

∫
... k2 sin θdθdk and the θ integration evaluated for the first term, giving

〈∂tUq〉 = ∆t
{∫ [

2
3
k2 〈Mk〉 〈Uq〉

]
dk +

∫∫ [
1
4
q4k

k4
1

(3k − q cos θ) sin3 θ 〈Uk〉 〈Uk1〉+
1
4
qk4

k4
1

(−3q + k cos θ) sin3 θ 〈Uq〉 〈Uk1〉 −
1
2
k4

k4
1

(
q2 + k2

− qk cos θ
)

sin3 θ 〈Mk1〉 〈Uq〉+
1
4
q3k

k4
1

(
qk sin2 θ + 2k2

1 cos θ
)

sin θ 〈Mk〉 〈Mk1〉+
1

(16π)2

q3k2

k2
1

(
−2q − q sin2 θ + 2k cos θ

)
〈Hk〉 〈Hk1〉

]
dθdk

}
.

(B.26)
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B.3 Variable Transformations

For some applications it may be useful to transform the main equations, (B.14), (B.26) and (B.17), in some other coordinates. The first
transformation presented here is given by the replacement µ ≡ cos θ, which implies dµ = − sin θdθ, such that they become

〈∂tMq〉 = − 2q2

4πσ
〈Mq〉+ ∆t

{
2q4

(4πσ)2
〈Mq〉+

∫∫ 1

−1

[
− q2k4

2k4
1

(
1− µ2

)
〈Mq〉 〈Uk1〉

+
q4

2k2
1

(
1− µ2

) q2 + k2 − qkµ
q2 + k2 − 2qkµ

〈Mk〉 〈Uk1〉
]
dµdk +

∫ [
− 4

3
q2 〈Mk〉 〈Mq〉+

1
3

1
(4π)2

q2k2 〈Hq〉 〈Hk〉
]
dk

} (B.27)

as well as

〈∂tUq〉 = ∆t
{∫ [

2
3
k2 〈Mk〉 〈Uq〉

]
dk +

∫∫ 1

−1

[
1
4
q4k

k4
1

(3k − qµ)
(
1− µ2

)
〈Uk〉 〈Uk1〉+

1
4
qk4

k4
1

(−3q + kµ)
(
1− µ2

)
〈Uq〉 〈Uk1〉 −

1
2
k4

k4
1

(
q2 + k2

− qkµ
) (

1− µ2
)
〈Mk1〉 〈Uq〉+

1
4
q3k

k4
1

(
qk
(
1− µ2

)
+ 2k2

1µ
)
〈Mk〉 〈Mk1〉+

1
(16π)2

q3k2

k2
1

(
−2q − q

(
1− µ2

)
+ 2kµ

)
〈Hk〉 〈Hk1〉

]
dµdk

}
(B.28)

and

〈∂tHq〉 = − 2q2

4πσ
〈Hq〉+ ∆t

{
2q4

(4πσ)2
〈Hq〉+

∫∫ 1

−1

[
− q2k4 (1− µ)2

2k4
1

〈Uk1〉 〈Hq〉

+
q4k2

(
1− µ2

)
2k4

1

〈Uk1〉 〈Hk〉
]
dµdk +

∫ [
4
3
k2 〈Mq〉 〈Hk〉 −

4
3
q2 〈Mk〉 〈Hq〉

]
dk
}
.

(B.29)

These results may be used to make another transformation of variables in order to have integrals depending on k and k1. Since it is

µ =
q2 + k2 − k2

1

2qk
, (B.30)

the transformation rule involving the Jacobi determinant is given by

dkdµ = det Jdkdk1 = −k1

qk
dkdk1 , (B.31)
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which, for some function f(k, µ), means

∫ ∞
0

∫ 1

−1
f(k, µ)dµdk =

∫ ∞
0

∫ √q2+k2+2qk

√
q2+k2−2qk

k1

qk
f(k,

q2 + k2 − k2
1

2qk
)dk1dk =

∫ ∞
0

∫ |q+k|
|q−k|

k1

qk
f(k,

q2 + k2 − k2
1

2qk
)dk1dk . (B.32)

Therefore (B.27)-(B.29) become

〈∂tMq〉 = − 2q2

4πσ
〈Mq〉+ ∆t

{
2q4

(4πσ)2
〈Mq〉+

∫ (
−4

3
q2 〈Mq〉 〈Mk〉+

1
3

1
(4π)2

q2k2 〈Hq〉 〈Hk〉
)

dk

+
∫∫ q+k

|q−k|

[(
− q7

16k3k3
1

+
q5

16k3k1
+

q5

16kk3
1

+
q3k

16k3
1

+
3q3

8kk1
+
q3k1

16k3
− qk3

16k3
1

+
qk

16k1
+
qk1

16k
− qk3

1

16k3

)
〈Mk〉 〈Uk1〉

+
(

k5

8qk3
1

− k3

4qk1
− qk3

4k3
1

+
kk1

8q
− qk

4k1
+
q3k

8k3
1

)
〈Mq〉 〈Uk1〉

]
dk1dk

} (B.33)

and

〈∂tUq〉 = ∆t
{∫

2
3
k2 〈Mk〉 〈Uq〉 dk +

∫∫ q+k

|q−k|

[(
− q5

16kk3
1

+
q3k

8k3
1

+
3q3

8kk1
− qk3

16k3
1

+
3qk
8k1
− 5qk1

16k

)
〈Mk〉 〈Mk1〉

+
(

q7

32k3k3
1

− 7q5

32kk3
1

− 3q5

32k3k1
+

11q3k

32k3
1

+
5q3

16kk1
+

3q3k1

32k3
− 5qk3

32k3
1

+
9qk
32k1

− 3qk1

32k
− qk3

1

32k3

)
〈Uk〉 〈Uk1〉

+
(
− k7

32q3k3
1

+
7k5

32qk3
1

+
3k5

32q3k1
− 11qk3

32k3
1

− 5k3

16qk1
− 3k3k1

32q3
+

5q3k

32k3
1

− 9qk
32k1

+
3kk1

32q
+
kk3

1

32q3

)
〈Uq〉 〈Uk1〉

+
(

k7

16q3k3
1

− k5

16qk3
1

− k5

16q3k1
− qk3

16k3
1

− 3k3

8qk1
− k3k1

16q3
− qk

16k1
+

q3k

16k3
1

− kk1

16q
+
kk3

1

16q3

)
〈Mk1〉 〈Uq〉

}
+

1
(8π)2

(
q5

16kk1
− 3q3k

8k1
− q3k1

8k
+

5qk3

16k1
− 3qkk1

8
+
qk3

1

16k

)
〈Hk〉 〈Hk1〉

]
dk1dk

}
,

(B.34)

109



as well as

〈∂tHq〉 = − 2q2

4πσ
〈Hq〉+ ∆t

{
2q4

(4πσ)2
〈Hq〉+

∫ (
4
3
k2 〈Mq〉 〈Hk〉 −

4
3
q2 〈Mk〉 〈Hq〉

)
dk

+
∫∫ q+k

|q−k|

[(
q3k

8k3
1

− qk3

4k3
1

− qk

4k1
+

k5

8qk3
1

− k3

4qk1
+
kk1

8q

)
〈Uk1〉 〈Hq〉+

(
− q5

8kk3
1

+
q3k

4k3
1

+
q3

4kk1
− qk3

8k3
1

+
qk

4k1
− qk1

8k

)
〈Uk1〉 〈Hk〉

]
dk1dk

}
.

(B.35)
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Figure B.1: A sketch of the integration domain. The change from the left to the right panel corresponds to the change of the integration limits as indicated in (B.36).
As one can see it only leads to a different view of the integration domain while it does not change its shape.

Due to the symmetry of the k-k1 integration domain for the double integral in k and k1, as can be seen in Fig. B.1, one can change the
integration order by the following rule:

∫ ∞
0

∫ q+k

|q−k|
f (k, k1) dk1dk =

∫ ∞
0

∫ q+k1

|q−k1|
f (k, k1) dkdk1 , (B.36)

i.e. by appropriately adjusting the integration limits it is possible to calculate the k1 integration first. As an example, taking the last term
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from (B.33), one can perform the following transformation:

∆t
∫ ∞

0

∫ q+k

|q−k|

(
k5

8qk3
1

− k3

4qk1
− qk3

4k3
1

+
kk1

8q
− qk

4k1
+
q3k

8k3
1

)
〈Mq〉 〈Uk1〉 dk1dk

= ∆t
∫ ∞

0

∫ q+k1
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where in the last step the dummy integration variable has been renamed from k1 to k. The same procedure can also be applied to the terms
containing 〈Uq〉 〈Uk1〉 and 〈Mk1〉 〈Uq〉 in (B.34) and the term containing 〈Uk1〉 〈Hq〉 in (B.35), giving the final result

〈∂tMq〉 = − 2q2

4πσ
〈Mq〉+ ∆t

(
2q4

(4πσ)2
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∫ ∞
0
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4
3
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1
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1
(4π)2
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) (B.38)

and

〈∂tUq〉 = ∆t
∫ ∞

0
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as well as

〈∂tHq〉 = − 2q2
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In (k, θ)-coordinates, i.e. rewriting (B.27)-(B.29), this fully simplified expression reads
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〈∂tUq〉 = ∆t
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and
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Lu, Cosimo Maceria, Araksik Martirosian, Christiane Niemeier, the Oertel clan, Maria
Petropoulou, Almut Pingel, Juliane Reinhardt, Eike Schlieckau, Franziska Schumann,
Susanne Schumann, Michelle Vis, Markus Voge, Julia Weber, Jan-Christoph Weise, Max
Weiß, Florian Wittkötter, Svetlana Zolotova and Tatjana Zolotova.

Finally, I would like to thank the people who cared and care the most about my
well-being – my family. I am indebted to my parents and my grandmother who always
supported me throughout my studies and often relieved me from the stress of everyday
life, sometimes by just being there for me and sometimes by actively helping me in
various situations. But I also yield thanks to my brother who cheered me up by spending
time with me and by sharing interests such that throughout the years I always had a
reliable companion to wrestle down the various difficulties and problems of life.

130


	Introduction
	Magnetohydrodynamics and Cosmology
	Magnetohydrodynamics
	Fundamental Equations
	Magnetic Helicity
	Statistical Treatment of Turbulence

	Cosmology
	Basics of General Relativity
	Friedmann Universe
	Evolution of the Early Universe
	QCD and Electroweak Phase Transitions in the Early Universe


	Extragalactic Magnetic Fields
	Origin of Cosmic Magnetic Fields
	Astrophysical Scenario of Magnetogenesis
	Cosmological Scenario of Magnetogenesis

	Lower Limits for the Magnetic Field Strength
	Current Observational Status of Extragalactic Magnetic Fields
	Electromagnetic Cascades from High Energy Gamma Rays
	Limits on the EGMF Strength from Gamma Ray Data
	Plasma Instabilities and Gamma Rays from Distant Blazars
	Suppression of Low Energy Photon Flux in Observed Spectra of Blazars due to interactions with the Intergalactic Medium


	Time Evolution of Primordial Magnetic Fields
	Magnetohydrodynamics in the Early Universe
	Expansion of the Universe
	Conductivity
	Turbulent and Viscous Phases of Magnetohydrodynamics in the Early Universe

	Master Equations for the Time Evolution of the Energy Content of Magnetic Fields
	Full Derivation of the Master Equations
	Checks for Consistency
	The Master Equations in an Expanding Universe

	Time Evolution of of Primordial Magnetic Fields in the Early Universe
	Non-Helical Primordial Magnetic Fields
	Helical Primordial Magnetic Fields


	Conclusions and Outlook
	Mathematical Tools
	Vector Field Identities
	Kronecker and Levi-Civita Symbols
	Fourier Transform
	Runge-Kutta Methods

	Supplementary Material for the Derivation of the Master Equations
	Full Form of (3.44) and (3.45)
	Simplifications
	Variable Transformations

	Bibliography

